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Stability and compatibility between chemical components are essential parameters that need to be

considered in the selection of functional materials in configuring a system. In configuring devices such

as batteries or solar cells, not only the functionality of individual constituting materials such as electrodes

or electrolyte but also an appropriate combination of materials which do not undergo unwanted side

reactions is critical in ensuring their reliable performance in long-term operation. While the universal

theory that can predict the general chemical reactivity between materials is long awaited and has been

the subject of studies with a rich history, traditional ways proposed to date have been mostly based on

simple electronic properties of materials such as electronegativity, ionization energy, electron affinity and

hardness/softness, and could be applied to only a small group of materials. Moreover, prediction has

often been far from accurate and has failed to offer general implications; thus it was practically

inadequate as a selection criterion from a large material database, i.e. data-driven material discovery.

Herein, we propose a new model for predicting the general reactivity and chemical compatibility among

a large number of organic materials, realized by a machine-learning approach. As a showcase, we

demonstrate that our new implemented model successfully reproduces previous experimental results

reported on side-reactions occurring in lithium–oxygen electrochemical cells. Furthermore, the mapping

of chemical stability among more than 90 available electrolyte solvents and the representative redox

mediators is realized by this approach, presenting an important guideline in the development of stable

electrolyte/redox mediator couples for lithium–oxygen batteries.
Introduction

The production and storage of sustainable energies are now
regarded as two of the most urgent objectives of modern science.
For coping with such a demand, extensive research efforts have
been devoted to developing novel energy generation and storage
devices with high efficiency and stability.1–4 While various tech-
nical breakthroughs in this eld have been recently made, which
led to various new energy devices, one of the persisting concerns
is how one can extend the lifespan of energy devices and achieve
prolonged high efficiency of these devices.1,4,5 The current chal-
lenges in securing the stability partly arise from the fact that most
of the energy devices operate based on a system containing
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multiple chemical interfaces among different constituting
components, which serve as a source of side reactions. For
example, a lithium–air battery (LAB), one of the most promising
next-generation battery systems, can deliver a remarkably high
specic energy density and far outperform state-of-the-art lithium
ion batteries; however, its stability over time and electrochemical
cycles is seriously hampered by various complicated side reac-
tions occurring between components involving air-electrode
materials, lithium metal, electrolyte, and catalyst materials,.1,4,6–8

thus being the main obstacle for further development. Similar
issues have been commonly observed in a range of energy
storage/generation systems, particularly the ones based on elec-
trochemical reactions, such as dye-sensitized solar cells (DSSCs),
which have the issue of long-term stability attributable to
unwanted reactions among the electrolyte, substrate materials,
sensitizers, and redox mediators (RMs).5,9,10 In addressing these
challenges and identifying the optimal combinations of compo-
nents, the capability to predict/estimate the chemical stability (or
reactivity) between cell components in advance would offer one of
the imperative missing pieces in the rational design of advanced
energy devices with stability, and would serve as a basis for data-
driven new material discovery.

With regard to the prediction of the reactivity of materials,
theoretical methods such as those based on the reaction
Chem. Sci., 2020, 11, 7813–7822 | 7813
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activation barrier11–14 or reaction indices (e.g. hardness/soness
and electron affinity)15–18 have been traditionally developed and
widely adopted. Nevertheless, these indices have not been
capable of offering a high-enough accuracy of prediction and
failed to cover a wide range of reaction chemistries. As the
material discovery using big data is expected to become more
important in the near future, the need for the general tool of the
reactivity index cannot be overstated. In this study, based on
a machine learning approach combined with conventional
reaction indices, we developed a new regression model which
successfully predicts the general chemical stability of molecules,
and can thus be applied to various types of reactions involving
them. The trained model illustrates that a high precision of
reactivity prediction is achievable considering the collective data
of molecular and electronic structures of reactants. Using the
trained model, as a showcase, we demonstrate that the chemical
stability of cell components in lithium oxygen systems is
successfully reproduced, which is in agreement with previous
experimental evidence. Moreover, based on our new model,
stabilities of more than 90 potential electrolyte solvents are
quantitatively analyzed/predicted in the presence of other cell
components in lithium–oxygen batteries, which would provide
important information for the rational design of new electro-
chemical systems. It is our belief that the machine learning
approach proposed in this study not only serves as a new tool to
predict chemical stability with relatively low computational cost,
but also provides insights into the general relationship between
transferable properties and reactivity of molecules.

Computational methodology
Density functional theory calculations

Geometry optimization, total energy evaluation, and partial
spin density calculations of molecules were performed using
the Gaussian 09 quantum chemistry package.19 Spin-unre-
stricted density functional theory (DFT) calculations were con-
ducted for all molecules exploiting the Becke–Lee–Yang–Parr
(B3LYP) hybrid exchange-correlation functional20–22 and the
triple-zeta valence polarization (TZVP) basis set.23 The solvation
effect of electrolytes was considered using the implicit solvation
methodology, i.e., the polarizable continuum model (PCM)
scheme available in the Gaussian 09 package. The dielectric
constants used for each solvent are provided in Table S1.†

Traditional reaction indices

Various reaction indices were tested to estimate electrophilicity
and nucleophilicity, which are dened based on the experi-
mental reaction kinetics (i.e. reactivity) according to Mayr et al.'s
scheme:24–27

log10(kreaction) ¼ SN(E + N), (1)

where kreaction is the rate constant for the second-order reaction
at 20 �C, SN is the sensitivity determined by a nucleophile, E is
the electrophilicity, and N is the nucleophilicity. In this study,
hardness/soness, electron affinity/ionization energy, electro-
negativity/electropositivity, and the E-index/N-index were
7814 | Chem. Sci., 2020, 11, 7813–7822
comparatively adopted as reference reaction indices for the
prediction of electrophilicity/nucleophilicity.

Hardness can be expressed as follows using the nite
difference approximation:18,28

h ¼
�
v2E

vN2

�
vðrÞ

z
vIE� vEA

2
; (2)

where vIE and vEA refer to the vertical ionization energy and
vertical electron affinity, respectively. Soness was introduced
as the inverse of hardness:

S ¼ 1

h
(3)

The vertical ionization energy and vertical electron affinity
were estimated from the following equations using DFT energy
calculations:

vIE ¼ (E(N) � E(N � 1))v(r) (4)

vEA ¼ (E(N + 1) � E(N))v(r), (5)

where E(N), E(N � 1), and E(N + 1) represent the DFT energy for
a given structure with N, N� 1, and N + 1 electrons, respectively,
and the subscript v(r) indicates that the structures were xed to
the optimized N-electron (neutral charge state) structure. In the
case where IE was employed as the reaction index, we used the
referenced-IE (rIE) to obtain a positive value relationship with
nucleophilicity:16

referenced vIE ¼ vIE(TCE) � vIE, (6)

where vIE(TCE) represents the vertical ionization energy of tet-
racyanoethylene, which has been revealed to exhibit the largest
ionization energy. This referencing makes the IE values posi-
tive, thereby preventing unphysical local reactivity indices, as
will be introduced later. The electronegativity was derived from
DFT calculations as well, by nite difference approximation:29–31

c ¼ �
�
vE

vN

�
vðrÞ

z
vIEþ vEA

2
(7)

and electropositivity was simply dened as the negative value of
electronegativity, �c. The E-index, which refers to the
maximum energy gain from the vertical electron injection, was
evaluated as

u ¼ c2

2h
(8)

and the N-index is the reciprocal of the E-index, 1/u.32 The
original names are the ‘electrophilicity index’ and ‘nucleophi-
licity index’; herein, we designate these indices as the ‘E-index’
and ‘N-index’, respectively, to avoid confusion with the experi-
mental electrophilicity and nucleophilicity. We also evaluated
the adiabatic ionization energy and adiabatic electron affinity
using DFT calculations:

aIE ¼ E(N)v(r) � E(N � 1)v*(r) (9)
This journal is © The Royal Society of Chemistry 2020
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aEA ¼ E(N + 1)v**(r) � E(N)v(r) (10)

Here, v*(r) and v**(r) refer to the optimized (N � 1)- and (N + 1)-
electron structure, respectively, indicating the energy difference
between a neutral molecule and a fully relaxed molecule with
hole/electron injection. Similar to vIE, aIE was also referenced
to aIE(TCE),16

referenced aIE ¼ aIE(TCE) � aIE (11)

for use as a reaction index.
Proposed new reaction index, GRI

We proposed a new reaction index, the ‘global reactivity index’
(GRI), which is the global sum of local reactivities, and used it to
predict the experimental reactivity, under the assumption that
the reaction occurs simultaneously and cumulatively at all local
sites in the reactant molecule. The new proposed index, GRI, for
the electrophilicity/nucleophilicity prediction was dened as
a log sum of exponential local indices:

EGRIflog10

 X
m

10EIr

!
for electrophilicity (12)

NGRIflog10

 X
m

10NIr

!
for nucleophilicity

ðm is the number of atoms in the moleculeÞ; (13)

where EIr and NIr, the local indices for electrophilicity and
nucleophilicity at atom r of a molecule, respectively, were ob-
tained from a modied Parr function as follows. The Parr
function is the measure of the spin density of each r atom in
a charged molecule:33,34

P�(r) ¼ rrcs (r) ¼ |rs
n(r) � rs

n+1(r)| for electrophilicity (14)

P+(r) ¼ rras (r) ¼ |rs
n(r) � rs

n�1(r)| for nucleophilicity (15)

rrcs (r) and rras (r) are the atomic spin densities of the radical
cation and anion, respectively, where the atomic spin densities
are calculated for all atoms of a molecule. Because the atomic
spin densities can be zero for non-radical molecules, we
modied the original Parr function to a general form, exploiting
the atomic spin density difference before and aer electron or
hole injection, where rs

n(r), rs
n+1(r), and rs

n�1(r) refer to the
atomic spin density at the rth atom of a molecule with n, n + 1,
and n � 1, respectively, in order to extend the local indices
methodology to non-radical molecules. Based on the modied
Parr function, the local indices at the r atom of a molecule were
expressed by

EIr ¼ P�(r) � EI for electrophilicity (16)

NIr ¼ P+(r) � NI for nucleophilicity. (17)

Here, EI and NI represent global indices such as IE/EA, h, c, or
u. Accordingly, the overall reaction rate was expressed as a sum
This journal is © The Royal Society of Chemistry 2020
of the local reaction rates at each site according to Mayr et al.'s
scheme:

kreaction f 10EGRI for electrophilicity (18)

kreaction f 10NGRI for nucleophilicity. (19)

Machine-learning model

To predict the experimental electrophilicity and nucleophilicity
of a molecule from its electronic and structural properties,
a machine-learning approach was adopted. Aer optimization
of the architecture (Tables S2–S9†), a neural network with two
hidden layers with a 400 � 400 neuron size was trained using
the Adam optimizer35 through a learning rate of 10�3 and
100 000 learning steps. To mitigate overtting, a dropout rate of
0.8 and an L2 regularization parameter of 10�3 were used. The
30 largest local reactivities (components of the GRI) were used
for each molecule as an electronic property feature, and 1024-
bit Morgan FP36 and MACCS keys generated using the RDKit
soware37 were employed as a structural feature for electro-
philicity and nucleophilicity, respectively. The effective dimen-
sionality of the features was examined using the Pearson
correlation. A majority of the 50 largest electronic features
showed a Pearson correlation >0.1 for both electrophilicity and
nucleophilicity cases, implying that even the local reactivities of
less active sites can be meaningful to the prediction (Fig. S1†).
The performance of the model was evaluated by averaging 40
test-set R-square values (loss values) of an independently
trained model with identical hyperparameters based on the
Monte Carlo cross-validation scheme.38 The sample size is
predicted to be higher than the VC dimension of the nal
model, based on learning curves39 (Fig. S2†). A training set and
a test set were randomly selected at a 9 : 1 ratio of the total
dataset. To minimize an extrapolated prediction, a random
selection of training/test sets was iterated until the differences
in both the average and standard deviation of experimental
values between the training and test sets become less than 1%.
The source codes of the nal model can be found at https://
github.com/petitcloud/2020_reactivity_ML.
Selecting the target reactions and the
reactivity prediction methodology

Organic molecules have been chosen for the focus of this study,
exploiting the abundant experimental/theoretical studies and
databases in the literature.40,41 Intrinsic chemical reactivity was
considered excluding the extrinsic factors such as mass trans-
port and physical contact between reactants, which are affected
by various experimental processes.42,43 As irreversible reactions
that permanently degrade electrochemical devices are of
particular interest to researchers in the electrochemistry eld,
plausible side reactions in electrochemical devices were care-
fully scrutinized in this study. It is noted that the reactivities of
irreversible reactions are known to be primarily controlled by
the reaction kinetics17,26,27 as illustrated in Fig. 1a. An
Chem. Sci., 2020, 11, 7813–7822 | 7815
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irreversible reaction can be classied by the reaction order, i.e.,
rst-order, second-order, or third- or higher order reactions. As
it is difficult for third- or higher order reactions to occur
because of the relatively small possibility of simultaneous
collision of three or more species, rst- and second-order
reactions have been mainly observed and studied.44 A rst-order
reaction involves a reversible self-reaction generating interme-
diate species, which should be analyzed by examining their
thermodynamic properties, e.g., pKa, bond dissociation ener-
gies, whereas the kinetics of most second-order reactions can be
described using the electrophilicity/nucleophilicity concept.17,26

We focused on the prediction of second-order reactions to
investigate the compatibility between cell components that can
potentially undergo side reactions.

Conventionally, two approaches have been suggested for
predicting the reaction kinetics, as depicted in a red box in
Fig. 1a: (i) evaluation of the activation energy of the target
reaction according to the Marcus theory,45 which generally
requires a high level of experimental46,47 or computational11–14

effort, or (ii) prediction of the reaction rate constant by building
amathematical relationship with the reaction indices where the
selection of the indices is critical in the precision of prediction.
We selected the second approach for the reactivity prediction,
which was more suitable for fast screening of a large number of
reactions and to draw a general chemical insight regarding side
reactions occurring in an electrochemical cell (Fig. 1b).15–18

Accordingly, a number of molecules were evaluated with respect
to reaction indices as key descriptors determining the reactivity.

To verify the reliability of reaction indices suggested in the
literature and in this work, the experimental database con-
structed by Mayr et al.24–27 was used. In quantifying the reactivity
of a molecule (kreaction), an electrophilicity/nucleophilicity scale
based on the second-order rate constant of reactions between
Fig. 1 (a) Classification scheme of chemical reactions and their governin
can predict the rate constant of second-order reactions.

7816 | Chem. Sci., 2020, 11, 7813–7822
the reference electrophile/nucleophile molecule was considered
as described earlier.24–27 kreaction is the rate constant for the
second-order reaction at 20 �C. Because reactions with a second-
order rate constant lower than 10�5 M�1 s�1 hardly occur at
room temperature, it is regarded that N + E < �5 is a metric for
stability (i.e. no reactivity) against a target reaction, approxi-
mating SN z 1.27
Results and discussion
Limitations of conventional reaction indices for general
organic reactions

Intensive theoretical studies have been previously dedicated to
evaluating reactivities using electronic properties of reactant
molecules, e.g., hardness/soness, electronegativity, E-index/N-
index, etc.16,48–52 These conventional indices were oen used as
a measure to predict the electrophilicity (E) and/or nucleophi-
licity (N), which are the parameters that determine the reaction
kinetics according to eqn (1). Earlier studies revealed that
various indices could exhibit linear relationships with E and/or
N particularly for molecules possessing a similar functional
group, and thus could be reliably employed for the prediction of
E and/or N, and subsequently the reaction rate (kreaction).16,48–52

Nevertheless, to the best of our knowledge, these reaction
indices have not been tested over a wide chemical space, and
the generality of predictions remains unconrmed. Herein, in
order to verify their general prediction capability, we considered
a variety of molecules from Mayr's database including 216
electrophiles and 726 nucleophiles, to obtain the reaction
indices (see the Computational methodology section for details
on calculations of each index from DFT). Then, the efficacy of
each index was compared with respect to the prediction capa-
bility of E and/or N for all the molecules considered.
g factors, and (b) classification scheme of the reaction indices, which

This journal is © The Royal Society of Chemistry 2020
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In Fig. 2a, the linear correlation between E and each index is
presented by R-square, Pearson correlation and root mean
square error (RMSE) values obtained from the linear regression
of the index versus E, while that for N is shown in Fig. 2b. Fig. 2
along with Fig. S3a and S4a in the ESI† illustrates that hardness
(h)/soness (1/h), well-known parameters in the HSAB theory,
hardly exhibits a linear relationship with experimental electro-
philicity/nucleophilicity. It displays R-square and Pearson
correlation values that are way lower than unity along with large
RMSE values for both E and N. This nding suggests that
hardness/soness cannot be employed to predict the general
reaction kinetics for organic molecules, which, to some extent,
agrees with previous studies discussing the inefficacy of the
HSAB theory in kinetically controlled reactions.17,26 The
Fig. 2 R-square, Pearson correlation, and RMSE values obtained from li
experimental nucleophilicity vs. the reaction indices.

This journal is © The Royal Society of Chemistry 2020
electronegativity (c) also shows only a rough correlation with
the experimental electrophilicity of molecules, with a low R-
square value of 0.539 (Fig. 2a and S3b†), and, moreover, the
electropositivity (�c) fails with the prediction of N (Fig. 2b and
S4b†).

The E-index (u), which was suggested as a reaction descriptor
by Parr et al.53 and widely exploited17,50–52 to explain the elec-
trophilic reactivity, displays a slightly better correlation with E
(Fig. 2a and S3c†), with a higher R-square value (0.737). Never-
theless, the counter index, N-index (1/u) was not successful in
presenting the N (Fig. 2b and S4c†). The generally poorer
description of N using a modied form of electronegativity (c)
or E-index (u) implies that nucleophilicity is not likely to be
a dependent variable of electrophilicity and thus cannot be
near regression analysis of (a) the experimental electrophilicity, and (b)

Chem. Sci., 2020, 11, 7813–7822 | 7817
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estimated from the negative or reciprocal of electrophilicity
(Fig. S5 and S6†). Domingo et al.54 proposed alternative reaction
indices, vertical EAs and IEs for electrophilicity and nucleo-
philicity, respectively, demonstrating that they could deliver
more accurate prediction than other indices for a certain
chemical space.16,54 We also found that a better linearity with E
and N could be presented by vertical EAs and IEs. And, they
could display improved R-square values of 0.748 and 0.422,
respectively (Fig. 2, S3d and S4d†). However, the high RMSE
values for each case (3.98 and 5.57, respectively) suggest that it
would be difficult to obtain high prediction accuracy. Adiabatic
EAs/IEs were also tested as reaction indices, which resulted in
better quality R-square values of 0.760 and 0.497 for E and N,
respectively. While these values are the highest, and adiabatic
EAs/IEs offer the most reliable prediction results among the
reaction indices investigated here, they still do not present
dramatic improvements (Fig. 2, S3e and S4e†).

By analyzing the above results, we found that most of the
underestimated outliers in the plot of adiabatic IEs vs. nucleo-
philicity (Fig. S4e†) exhibit particularly uneven electron/spin
distributions in molecules, while overestimated outliers gener-
ally show delocalized electron/spin distributions (Fig. S7 and
S8†), suggesting the potential role of electronic distribution in
the molecule. In this respect, we devised a new reaction index,
the GRI (global reactivity index), which can take into account
the local electronic structure of the molecule. It was assumed
that the local reactivity of the site in the reactant molecule
cumulatively contributes to the overall reaction rate. Accord-
ingly, the GRI was dened as a sum of the local reactivities,
based on adiabatic EAs and IEs embedded with the local reac-
tivities (see the Computational Methodology section for details).
While local indices have been traditionally exploited to analyze
the preferred reaction site (i.e., stereoselectivity)15,18,50,51 within
a molecule, we believed that they could also serve as a good
indicator of the local property in dening the reactivity index.
Fig. 2 and S3f† show that the predictions of E and N become
more reliable with the local reactivity consideration, and the
GRI could yield the improved R-square (or Pearson correlation)
values of 0.769 (0.878) and 0.517 (0.719), respectively, which
record a higher accuracy than any other reaction indices
investigated. This suggests the importance of the cumulative
approach of the local electronic structure in the reactivity.
Nevertheless, it is observed that it is still insufficient, and the
RMSE of the predicted N + E is as large as�9, indicating that the
error range of the predicted rate constant kreaction would be�109

M�1 s�1 (eqn (1)). This strongly implies that these regression
approaches relying on a simple linear function of the electronic
properties of a molecule would not serve as a reliable indicator
for the general chemical reactivities.
A machine-learning approach to correlate molecular
properties and reactivities

In order to address the complexity in the relationship between
the properties of molecules and reactivities, a machine-learning
method was applied as an alternative strategy. Among the pre-
vailing machine learning models, e.g. LASSO regression55 (Table
7818 | Chem. Sci., 2020, 11, 7813–7822
S10†), ridge regression56 (Table S11†), Gaussian process
regression57 (Table S12†), support vector machine classica-
tion58 (Table S13†), and random forest classication59 (Table
S14†), the articial neural network (ANN) model was employed
because it exhibited the best performance (see the Computa-
tional Methodology section for details).60,61 The ANN model (2
hidden layers, each having 80 neurons) was trained using the 30
largest local indices as a feature and the electrophilicities/
nucleophilicities of 216/726 molecules in Mayr's database as
a label. The optimization process of hyperparameters is
summarized in ESI Tables S2–S9.† The initial performance of
the model aer the machine-learning training revealed that the
averaged test-set R-square (or Pearson correlation) values could
increase to 0.864 (0.930) and 0.674 (0.821) for electrophiles and
nucleophiles with RMSE values of 2.95 and 4.23, respectively, as
veried by a Monte Carlo cross-validation. The prediction
performance was notably improved compared with those of the
linear regression models, and, in particular, the improvement
in the nucleophilicity is remarkable. This suggests the efficacy
of the machine-learning scheme in the description.

We believed that a further improvement in the reliability can
be potentially made over this initial trial, taking into consider-
ation the intrinsic limitations in reaction indices that only
consider the electronic properties, especially omitting the
structural features of molecules. Structural factors, e.g., steric
hindrance, are oen found to be important in governing the
chemical reactivity of molecules.62 Nevertheless, it has been
difficult to incorporate the molecular structural features in
conventional reaction indices because of (i) the challenges in
expressing structural factors as a numeric index and (ii) the lack
of appropriate reaction indices that can simultaneously contain
electronic and structural information. It should be noted that,
due to this challenge, most of the previous studies on reaction
index methodologies have been carried out within a limited
chemical space, i.e., a class of molecules possessing a similar
functional group, to minimize the effect of structural differ-
ences on the reactivity.16,48–52

In this respect, we attempted to additionally employ struc-
tural features in the initial machine-learning scheme, consid-
ering our choice of molecules from the wide chemical space.
Indeed, the prior difficulties in the implementation could be
successfully resolved by taking advantage of the versatile input
structures of machine-learning models. Firstly, molecular
ngerprinting (FP) methods36,37 were implanted in the machine-
learning to express the molecular structure in the numeric
index. FP methods could convert structural information of
molecules into a simple data form (e.g., binary bits vector),
which could serve as inputs. Secondly, by exploiting the
machine-learning algorithms, the electronic and structural
properties could be simultaneously expressed as a single feature
vector, simply by merging two vectors. With these two changes
in the scheme, we trained ANN models again, and the resulting
performance is presented in Table 1. Markedly, the new model,
trained using both structural and electronic features, resulted
in R-square values of 0.919 and 0.810 for electrophiles and
nucleophiles, respectively, corresponding to an N + E RMSE
value of 5.5. This signies an outstanding improvement over R-
This journal is © The Royal Society of Chemistry 2020
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Table 1 Test set R-square and RMSE values of the models trained with different expressions of electronic features and structural features

Features (electronic) Local reactivity — Local reactivity
Adiabatic
EA/IE

Adiabatic EA/IE,
Parr function

Features (structural) Fingerprint Fingerprint — Fingerprint Fingerprint

Electrophilicity prediction
Performance, test set R2 0.919 0.811 0.864 0.839 0.864
RMSE 2.28 3.48 2.95 3.21 2.95

Nucleophilicity prediction
Performance, test set R2 0.810 0.646 0.674 0.707 0.757
RMSE 3.23 4.41 4.23 4.01 3.65
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square values of 0.864 and 0.674 for E and N, respectively, ob-
tained from the previous ANN model, indicating the decisive
role of structural features in the reactivity.

We could also verify the importance of structural features
combined with the local indices by comparatively altering
machine-learning schemes, as summarized in Table 1. When
simply adopting either structural features (FP) or the local
indices, the R-square values of the model aer the machine-
learning remained signicantly lower than the combined case,
which were 0.811 (electrophilicity) and 0.646 (nucleophilicity)
for FP only and 0.864 and 0.674 for local indices only. Moreover,
when excluding the local indices, the R-square values of the
models trained with the utilization of FP were signicantly low:
0.839 (or 0.864) and 0.707 (or 0.757) for electrophiles and
nucleophiles, respectively, in the case of adiabatic EA/IE or the
merging of adiabatic EA/IE with the Parr function (see Table
S15† for more details). These results not only demonstrate the
effectiveness of our local reactivity expressions but also indicate
that structural information should be combined with the local
reactivity information. They also emphasize that an appropriate
expression of features can improve a machine-learning model
even if the same amount of information is provided.

In addition to feature selection and processing, we carefully
optimized other hyperparameters such as the ANN structure,
the number of local indices, the size of FP vectors, the learning
rate, and the dropout rate. Detailed values and discussions are
provided in the Computational methodology section and Tables
S2–S9.† As a result, we achieved signicantly higher R-square
(Pearson correlation) values of 0.941 (0.971) and 0.840 (0.917)
for electrophiles and nucleophiles, respectively, with the RMSE
of the N + E value corresponding to 4.89 (mean absolute error
(MAE) of the N + E value of 3.38) as depicted and labeled with
Table 2 Predicted and reported stabilities of TEGDME against charged re
“uncertain region” in which a reaction cannot be statistically classified as

Redox mediators (RM) DMPZ TTF

E (RM+) �9.82 �6.84
E + N (TEGDME) �11.68 �8.71
Stability (predicted) Stable Uncertain
Stability (exp.)1 Stable Stable
e�/O2 (exp.)

1 2.08 2.08

This journal is © The Royal Society of Chemistry 2020
the ML model in Fig. 2. It is expected that, now by utilizing the
obtained machine-learned model, highly reactive materials can
be screened out prior to experiments, accelerating the materials
development process in practical applications.
Predicting chemical stabilities in lithium–oxygen batteries
using the ML model

As an example of showing the validity of our prediction model,
the potential side reactions occurring in lithium–oxygen
batteries were investigated. In advanced lithium–oxygen
batteries, redox mediators (RM) play a key role and participate
in intermediate reactions for electron or hole transport.4,63 This
process involves the reversible redox reaction of RM being
solvated and freely diffusing in an electrolyte.4,63 Under practical
operation conditions, however, a charged RM molecule, i.e.,
RM+ or RM�, can be vulnerable to side reactions particularly
with the electrolyte molecules.1,4,63 Previous experimental
results on the side reactions between various RMs and electro-
lytes are summarized in Table 2, including the gas analysis.1

Since the deviation from the e�/O2 ¼ 2 in the gas analysis
indicates the degree of side reactions, DMPZ (5,10-dimethyl-
phenazine) and TTF (tetrathiafulvalene) were found to be stable
with the TEGDME (tetraethylene glycol dimethyl ether) elec-
trolyte, whereas NDA (1,5-naphthalenediamine), TMA (4,N,N-
trimethylaniline), and PPD (1-phenylpyrrolidine) underwent
a signicant degree of side reactions with the electrolyte (e�/O2

> 2). Our machine-learning model could easily reproduce these
trends of the reactivities between the RM+s and TEGDME,
simply from the sum of the predicted electrophilicity of RM+ (E)
and the nucleophilicity of TEGDME (N). It should be noted that
higher values of N + E indicate high reactivity and subsequent
dox mediators. We designated �9.36 < predicted N + E < �0.64 as the
reactive or not

PPD TMA NDA

3.57 1.31 �6.09
1.67 �0.56 �7.96
Unstable Unstable Uncertain
Unstable Unstable Unstable
5.50 4.51 3.00

Chem. Sci., 2020, 11, 7813–7822 | 7819
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side reactions, and, when it is apart from the reaction border
value (N + E¼ �5) by 4.36 (i.e.�5 � 4.36, and MAE + 2s ¼ 4.36),
the accuracy of the prediction is >95%. As tabulated in Table 2,
with an accuracy of >95% for the reactivity, our model
successfully demonstrates that DMPZ+ is stable against
TEGDME, whereas PPD+ and TMA+ are substantially unstable
with high values of N + E, in good agreement with the experi-
mental results. Moreover, the trend of the observed reactivity for
different RMs, that is, PPD (e�/O2 ¼ 5.50) > TMA (e�/O2 ¼ 4.51)
> NDA (e�/O2 ¼ 3.00), is well-matched with that of the predicted
N + E value, i.e., PPD (1.67) > TMA (�0.56) > NDA (�7.96). These
results indicate that the machine-learning model can be effec-
tively utilized for fast screening of the relative magnitude of the
reactivity as well as for classifying a stable/unstable combina-
tion of component materials.

Inspired by the above results, we further constructed a reac-
tivity map for 93 available solvents against the electrophilic/
nucleophilic attack of DMPZ+ and/or DMPZ from the machine-
learning model as depicted in Fig. 3. The x-axis corresponds to
the N + E value, i.e., the logarithm of the rate constant log10(-
kreaction) from eqn (1), for the electrophilic attack of DMPZ+ with
a solvent molecule. The y-axis corresponds to that for the
nucleophilic attack of neutral DMPZ with a solvent molecule.
Higher values along the x-axis and y-axis indicate a high
possibility of the instability of a solvent molecule with charged
DMPZ and neutral DMPZ, respectively. A full list of the N + E
values predicting the reactivity of solvents against DMPZ and
DMPZ+ is provided in Table S16.† From the reactivity map, we
identied 20 solvents that are stable against both DMPZ and
DMPZ+ with more than 95% accuracy: 2-butanol, 2-pentanol, 2-
pentanone, 2-methyl-2-butanol, 3-methyl-2-butanone, 4-methyl-
2-pentanone, 33-dimethyl-2-butanone, 24-dimethyl-3-penta-
none, 12-dimethoxyethane, ethyl acetate, tetrahydrofuran,
diethyl-carbonate, ethoxybenzene, t-butyl methyl ether, diethyl
ether, di-n-propyl ether, n-pentane, ethyl benzene, diisopropyl
Fig. 3 Reactivity map showing N + E values, i.e., log10(kreaction) values,
of 93 solvents against the electrophilic attack of DMPZ+ and the
nucleophilic attack of DMPZ.

7820 | Chem. Sci., 2020, 11, 7813–7822
ether and n-butyl acetate. This list includes 12-dimethoxyethane
(DME), which was previously reported to be stable against
highly oxidative species such as an oxygen radical.11,64–66 The list
also covers well-known electrolytes with high electrochemical
stability,67 such as tetrahydrofuran (THF) and diethyl carbonate
(DEC). In the stability map, 12 solvents were predicted to
undergo a reaction with DMPZ and DMPZ+ with more than 95%
probability, implying that these solvents should not be used
together with DMPZ. Solvents such as alcohols and ethers were
predicted to be chemically stable with the DMPZ species;
however, these solvents cannot be used as an electrolyte in
electrochemical cells because of other issues such as a low
dielectric constant, a narrow electrochemical window or poor
thermal properties. This implies that appropriate selection
criteria, other than chemical stability against specic materials,
should be additionally applied for each application.

Despite its usefulness, our prediction model has several
limitations, which will be further addressed in future work.
First, as observed in Fig. 3 and Table S11,† a large portion of
solvents (61 out of 93) were in the “uncertain region”, i.e.,�9.36
< predicted N + E < �0.64. This error range is larger than the
experimental error (typically lower than�2),27which needs to be
further improved. We believe that the improvement can be
achieved in two ways: (i) larger size of training samples (exper-
imental results). As can be seen in the learning curves of the
nal model (Fig. S2†), the performance can be improved if there
are a larger number of training data. (ii) A more sophisticated
ML model and data processing. In this study, it is shown that
the appropriate choice of the ML model and data-processing
based on scientic knowledge could enhance the prediction
performance, suggesting room for more improvement. Second,
the model cannot cover the whole chemical space, and is
limited by the diversity of Mayr's database,27 which covers
nucleophiles with C-, H-, O-, N-, S- and P-reaction centers and
electrophiles with C-, N-, Cl-, F- and S-reaction centers. Fortu-
nately, most of the organic molecules reported are composed
only of these species (77%, 63 million out of 82 million mole-
cules according to the Chemspider database41) and a large
portion of electrolytes, salts and additives used in energy
devices also consist only of these elements. We believe that the
reactivity of the remaining 23% of compounds can also be
evaluated if the reaction centers, i.e. atoms with high local
reactivity, are one of the abovementioned elements. Indeed, the
molecules containing metal atoms (which are not reaction
centers) are also contained in Mayr's database. However, when
using our model for reactivity prediction, one should be careful
if the atom with a large spin density (Parr function) is not one of
the abovementioned elements. Third, although the time and
resources required for the reactivity prediction were remarkably
reduced compared with those needed for conventional methods
that estimate reaction barriers,11–14 our method still requires
some degree of DFT calculations for each prediction to calculate
electronic information, besides the machine-learning itself.
Fourth, as shown in Fig. 1, the reactivity of rst-order reactions
which comprise another important class of chemical reactions
and diffusion-controlled reactions could not be considered in
our method. First-order reactions generally involve reversible
This journal is © The Royal Society of Chemistry 2020
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self-decomposition reactions such as bond dissociation or
acidic reactions; therefore, a method evaluating bond dissoci-
ation energies or pKa values should be established to predict the
reactivity of rst-order reactions. For prediction of diffusion-
controlled reactivity, the relationship between mass transfer
properties, e.g. viscosity, wettability, and ion diffusivity, and the
reactivity should be studied. Fih, we only considered reactions
between organic molecules in this work; however, side reactions
can be initiated with the interaction between the molecule and
other solid species, such as electrodes and conductive agents,
i.e. catalytic effect of solid materials. We believe that this can
also be predicted using the electrophilicity–nucleophilicity
scheme, because it is known that the local reactivity concept (in
detail, the Fukui function or the Parr function concept) also
works for metals or other solid crystals.68 At the end of the day,
this kind of reaction can be analyzed by our model, when we
have a high-quality and high-quantity database regarding the
reaction between organic materials and solid materials. Finally,
the reactivity of excited molecules cannot be predicted with our
model, because there is no experimental result involving excited
molecules in our database. Furthermore, IE and EA cannot be
dened in the excited state, requiring a new reaction index
expression which can be generally applicable to both ground
and excited states, to construct a general theory for reactivity.

Conclusion

In this study, we developed a new, fast and low-cost screening
model for predicting the reactivity of organic molecules, by
employing a machine-learning approach. Exploiting conven-
tional reaction indices for reactivity predictions over a wide
chemical space proved to be statistically frustrating, and even
introducing local indices resulted in only marginal enhance-
ment. Applying a machine-learning approach to this was
demonstrated to remarkably improve the prediction capability
of reaction indices methodologies, especially when both elec-
tronic information and structural information were simulta-
neously provided for training. The optimized model resulted in
test set RMSE values of 1.93 and 2.96 for electrophilicity and
nucleophilicity prediction, respectively, representing
outstanding results compared with those obtained from the
conventional reaction indices methodology. Furthermore, the
model accurately predicted the experimental results for the
reaction between known electrolytes and redox mediators in
lithium–oxygen batteries. For further demonstration, we con-
structed a reactivity map visualizing the reactivity between 93
available electrolytes and a representative redox mediator
material, which could guide the rational design of the lithium–

oxygen battery system. We believe that the machine-learning
model suggested in this work will not only help accelerate the
screening of materials for electrochemical systems that contain
various chemical interfaces but also provide general insights
into the relationship between molecular properties and reac-
tivity. Finally, this work demonstrates that a machine-learning
approach can be a useful tool for drastically improving the
performance of an empirical model, suggesting its future
potential applicability.
This journal is © The Royal Society of Chemistry 2020
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