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Ab initio nonadiabatic molecular dynamics of
charge carriers in metal halide perovskites

Wei Li, *a Yalan She,a Andrey S. Vasenko b,c and Oleg V. Prezhdo *d

Photoinduced nonequilibrium processes in nanoscale materials play key roles in photovoltaic and photo-

catalytic applications. This review summarizes recent theoretical investigations of excited state dynamics

in metal halide perovskites (MHPs), carried out using a state-of-the-art methodology combining nonadia-

batic molecular dynamics with real-time time-dependent density functional theory. The simulations allow

one to study evolution of charge carriers at the ab initio level and in the time-domain, in direct connec-

tion with time-resolved spectroscopy experiments. Eliminating the need for the common approximations,

such as harmonic phonons, a choice of the reaction coordinate, weak electron–phonon coupling, a par-

ticular kinetic mechanism, and perturbative calculation of rate constants, we model full-dimensional

quantum dynamics of electrons coupled to semiclassical vibrations. We study realistic aspects of material

composition and structure and their influence on various nonequilibrium processes, including non-

radiative trapping and relaxation of charge carriers, hot carrier cooling and luminescence, Auger-type

charge–charge scattering, multiple excitons generation and recombination, charge and energy transfer

between donor and acceptor materials, and charge recombination inside individual materials and across

donor/acceptor interfaces. These phenomena are illustrated with representative materials and interfaces.

Focus is placed on response to external perturbations, formation of point defects and their passivation,

mixed stoichiometries, dopants, grain boundaries, and interfaces of MHPs with charge transport layers,

and quantum confinement. In addition to bulk materials, perovskite quantum dots and 2D perovskites

with different layer and spacer cation structures, edge passivation, and dielectric screening are discussed.

The atomistic insights into excited state dynamics under realistic conditions provide the fundamental

understanding needed for design of advanced solar energy and optoelectronic devices.

1 Introduction

Solar cells based on metal–halide perovskites (MHPs) have
been attracting intense attention because of their low cost and
high power conversion efficiency (PCE) that evolved rapidly
from 3.5% to 25.2% over the past decade.1 The champion
efficiency of perovskite solar cells (PSCs), 25.2%, is comparable
to those of commercially available solar cell technologies, such
as 26.3%2 for crystalline silicon and 23.3%3 for copper indium
gallium selenide solar cells. It is now commonly recognized
that the superior performance of PSCs originates from remark-
able optoelectronic properties, including small exciton
binding energies, high absorption coefficients, large carrier

lifetime and diffusion lengths, and inexpensive fabrication
cost,4,5 which have been linked with unusual properties com-
bining features of inorganic, organic and even liquid matter,
and leading to atypical defect physics,6 direct-to-indirect
band gap transitions,7 polaron screening,8,9 ferroelectric
domains,10,11 Rashba splitting,12 etc. Nevertheless, the optimal
PCE of PSCs is still below the radiative efficiency limit accord-
ing to the Shockley–Queisser theory, which reaches 33.7% at
the band gap of 1.34 eV.13 Fundamental understanding of the
photo-physics and excited-state properties, in addition to
material development and device optimization, could pave the
way for further improvement of PSC performance.

Nonradiative charge recombination is very common in
solar cells due to the presence of several recombination chan-
nels, such as bimolecular recombination, trap-assisted recom-
bination, and both phonon and Auger mechanisms of energy
losses. Nonradiative recombination dissipates electronic
energy to heat, lowers density of photogenerated carriers, and
limits open circuit voltage, constituting the major pathways for
efficiency losses in photovoltaic devices. By contrast, radiative
recombination leads to emission of photons, i.e., lumine-
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scence. Luminescence quantum yield would reach unity if non-
radiative recombination were negligible. For PSCs, nonradiative
recombination dominates radiative recombination, since the
early reports demonstrated that emission quantum efficiencies
in state-of-the-art devices were relatively low.14 To further
improve PSCs performance towards the Shockley–Queisser
efficiency limit, it is imperative to eliminate all possible non-
radiative recombination pathways. Numerous strategies have
been devoted to this topic, including chemical surface treat-
ment,15 compositional engineering,16 exposure to environ-
mental factors such as oxygen, moisture, and light,17 reduction
of dimensionality,18 variations in temperature, pressure, and
electric field,19–21 and ferroelectric polarization tuning.10 Many
types of time-resolved ultrafast spectroscopies, including photo-
luminescence (PL), terahertz (THz), and transient absorption
(TA) measurements, have been utilized to study evolution of
charge carriers, exemplifying these realistic factors in PSCs and
providing huge amounts of data that are typically interpreted
phenomenologically. The mechanisms responsible for carrier
relaxation and energy flow under realistic conditions are only
partially established and often remain controversial.

Nonadiabatic molecular dynamics (NA-MD) modelling can
generate fundamental insights into the coupled electron-nuclei
dynamics at the atomistic level, complementing massive experi-
mental spectroscopic investigations. The NA-MD methodology
is nontrivial and requires both input from accurate electronic
structure calculations and sophisticated algorithms for evolving
quantum mechanical electrons coupled to classical or semiclas-
sical nuclei. Many of the existing methodologies are exceedingly
expensive for application to MHPs. Time-domain density func-
tional theory (TD-DFT) provides a rigorous and efficient atomis-
tic description of structural and electronic properties of MHPs,
explicitly considering their time evolution, from the ab initio
level of theory. Ab initio NA-MD has been widely used to simu-
late nonradiative trapping and relaxation, charge and energy
transfer, photochemical reactions, and other nonequilibrium
processes in a broad range of molecular, condensed matter,
and nanoscale systems, providing structure–property relation-
ships and design principles for creating better materials.22–26

This review focuses on application of the TD-DFT/NA-MD
methodology, as developed in our group27 and by others,28–32

to MHPs. It highlights how TD-DFT/NA-MD can be used to
provide fundamental understanding of excited state processes
in MHPs, in direct connection with experiments. The ab initio
atomistic description of the photo-induced charge carrier
dynamics, as they occur in nature, establish detailed mecha-
nisms of charge and energy flow, identify the key roles played
by electron–vibrational and electron–electron interactions, and
generate guidelines for further improvement of performance
of PSCs and related devices.

This review discusses only representative works dedicated
to theoretical understanding of the excited state dynamics in
PSCs, and there are many related studies that are not men-
tioned here. Readers are referred to other reviews for compre-
hensive accounts of different topics in PSCs.33–40 The structure
of the current review is as follows: section 2 outlines methodo-
logical aspects of NA-MD and TD-DFT. Section 3 exemplifies
modeling of charge recombination dynamics of perovskites
under external stimuli, such varying temperature, pressure and
electric fields. Section 4 illustrates simulations of nonradiative
trapping and relaxation process in perovskites containing
defects. The unusual defect properties of PSCs are highlighted.
Section 5 is devoted to discussion of photoexcitation dynamics
in 2D layered perovskites. Section 6 discusses hot carrier
cooling in low-dimensional perovskites. The last Section pro-
vides an outlook of the field.

2 Simulation methodology

The following subsections provide an introduction into
NA-MD and TD-DFT in the Kohn–Sham (KS) representation.

2.1 Nonadiabatic molecular dynamics

NA-MD describes the evolution of a coupled electron-nuclear
system involving transition between different electronic states.
Motion of classical nuclei drives quantum mechanical evol-
ution of electrons, in turn, influences classical nuclear

Wei Li

Wei Li completed his PhD in
Physical Chemistry with Prof.
Hong-Xing Zhang at Institute of
Theoretical Chemistry of Jilin
University in 2017. In 2014, he
visited Prof. Oleg Prezhdo’s
group at University of Southern
California. Since 2018, he is a
professor of Chemistry at Hunan
Agricultural University. His
current research interests focus
on photoexcitation dynamics in
nanoscale solar energy
materials.

Yalan She

Yalan She is a graduate student
in the School of Chemistry and
Materials Science at Hunan
Agricultural University under the
supervision of Prof. Wei Li since
2020. Her research efforts
mainly focus on the photo-
excitation dynamics in lead-free
double perovskites.

Review Nanoscale

10240 | Nanoscale, 2021, 13, 10239–10265 This journal is © The Royal Society of Chemistry 2021

Pu
bl

is
he

d 
on

 2
5 

M
ai

 2
02

1.
 D

ow
nl

oa
de

d 
by

 F
ai

l O
pe

n 
on

 2
3.

07
.2

02
5 

09
:1

0:
59

. 
View Article Online

https://doi.org/10.1039/d1nr01990b


dynamics. There exist several mixed quantum-classical
approaches for modeling coupled electronic-nuclear dynamics.
In Ehrenfest dynamics,41–43 also known as the mean-field
approximation, classical nuclei are propagated along the
potential energy surface that is an average over currently occu-
pied electronic states. Correlations of nuclear motions to
different electronic states are captured by surface hopping
approaches. Recent reviews give a detailed description of
various NA-MD methods.44–47

2.2 Fewest switches surface hopping

Tully’s fewest switches surface hopping (FSSH)48 is by far the
most popular NA-MD algorithm due to its robustness and
computational simplicity. FSSH prescribes a probability of
hopping between electronic states based on solution of the
time-dependent Schrodinger equation (TD-SE). If the TD-SE is
solved in the adiabatic basis, with ci representing the quantum
mechanical amplitude for state i, then the FSSH probability is
given by:

gjk t;Δtð Þ ¼ max 0;
bjkΔt
ammðtÞ

� �
ð1Þ

bjk ¼ �2Reða*jkdjk � ṘÞ; ajk ¼ cjc*k ð2Þ

Here, gjk(t,Δt ) is the hopping probability between states j
and k within a sufficiently small time interval Δt. djk � Ṙ is the
nonadiabatic coupling (NAC), as we will introduce below. To
determine whether the system should hop to a new state or
remain in the current state, hopping probability is compared
to a uniformly distributed random number. This feature
ensures the correct probability flux from one state to another.
Velocity adjustment is made in the direction of the NAC vector
to conserve the total energy during a hop. Hop will be rejected
if there is inadequate energy for velocity rescaling. The hop-
rejection rule creates detailed balance between upward and

downward transitions. The FSSH algorithm can be simplified
by replacing the velocity rescaling and hop rejection with mul-
tiplication of the hopping probability with the Boltzmann
factor for transitions upward in energy, or the Fermi–Dirac dis-
tribution factor, if ensembles of electrons are considered.49

The replacement is valid if the distribution of energy within
vibrational modes is Boltzmann at the time of the transition.
This simplification leads to significant computational savings,
and then a ground state nuclear trajectory in place of multiple
excited state trajectories can be used directly. This technique is
often referred to as the classical path approximation (CPA) or
neglect of back reaction approximation (NBRA).50

A notable generalization of the FSSH algorithm, to include
many-particle transitions and super-exchange processes, is
provided by global flux surface hopping (GFSH).51

2.3 Decoherence-induced surface hopping

One long-recognized shortcoming of the Ehrenfest method,
the standard FSSH algorithm, and other NA-MD approaches is
the issue of over-coherence among electronic amplitudes.52,53

The physical origin of this deficiency is that NA-MD treats
nuclei classically and neglects quantum aspects of electron-
nuclear coupling. From a theoretical viewpoint, decoherence is
defined via the reduced density matrix, whose off-diagonal
elements describe the coherences. Solution of the TD-SE for
electrons, subject to the classical field of nuclei, does not rep-
resent decay of off-diagonal elements of the reduced electronic
density matrix, as it happens in a fully quantum electron-
nuclear calculation. Neglect of decoherence typically leads to
faster transitions. Decoherence effects are important when the
decoherence time is significantly shorter than the transition
time. The quantum Zeno effect illustrates the strong influence
of decoherence on quantum transitions.54 Decoherence can be
ignored if the relaxation process occurs rapidly by successive
hops within a dense manifold of states of valence and conduc-
tion bands in systems such as carbon nanotubes,55,56
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graphene,57 and quantum dots.58 Then, the FSSH algorithm
can be used directly. A number of groups have been working
on fixing the overcoherence issue of FSSH.52,59–69 Introduction
of decoherence by means of a stochastic wave-function col-
lapse42 provides the physical mechanism for surface hopping,
as implemented in the decoherence-induced surface hopping
(DISH) approach.59 DISH provides a unified description of
decoherence and NA transitions, extending the quantum-clas-
sical simulations to large quantum systems in macroscopic
environments.

2.4 Time-domain density functional theory

The coupled electron-nuclei dynamics can be characterized in
TD-DFT by time-dependent single-electron KS orbitals, φp(r, R,
t ), whose evolution is determined by the TD-KS:

iℏ
@φpðr;R; tÞ

@t
¼ Hðr;R; tÞφpðr;R; tÞ ð3Þ

Expanding φp(r, R, t ) in the adiabatic basis φ̃pðr;RðtÞÞ,

φp r;R; tð Þ ¼
XNe

k¼1

cpkðtÞ φ̃pðr;RðtÞÞ
��� � ð4Þ

inserting eqn (4) to eqn (3) and projecting both sides of the
resulting equation onto the adiabatic orbital basis yields the
following equations-of-motion (EOM) for the time-dependent
expansion coefficients:

iℏ
@cpkðtÞ

@t
¼

XNe

m¼1

cpmðtÞðεmδkm � dkm � ṘÞ ð5Þ

Here, εm is the eigenvalue of the adiabatic basis. The last
term in eqn (5) is the NAC:

dkm � Ṙ ¼ hφ̃k r;RðtÞð Þj∇Rjφ̃m r;RðtÞð Þi � Ṙ ð6Þ
The first term of the RHS of eqn (6) characterizes sensitivity

of adiabatic KS orbitals to nuclear motions, and the second
term is the corresponding nuclear velocity. In order to avoid
the expensive gradient calculation in the first term of the RHS
in eqn (6), the following 2-point numerical differentiation
according to Hammes–Schiffer and Tully70 is used:

φ̃k r;RðtÞð Þj∇Rjφ̃m r;RðtÞð Þh i � Ṙ ¼
�
φ̃k r;RðtÞð Þj @φ̃m r;RðtÞð Þ

ϑt

�

� 1
2Δt

�	
φ̃kðtÞjφ̃p tþ Δtð Þ�� 	

φ̃k tþ Δtð Þjφ̃pðtÞ
�


ð7Þ
It is important to note that the NAC numerically calculated

from eqn (7) may suffer from the phase inconsistencies issue,
which can notably influence the charge dynamics. Phase con-
sistency correction is required when simulating the nonadia-
batic dynamics, as demonstrated by Akimov.71

2.5 PYXAID package

The TD-DFT/NA-MD calculations introduced above can be
carried out using the PYXAID package,50,72 as developed by

Akimov and Prezhdo. It is a Python/C++ based software for
modeling quantum dynamics in systems composed of hun-
dreds of atoms and involving thousands of electronic states.
PYXAID implements multiple trajectory SH algorithms, includ-
ing FSSH,48 GFSH,51 and DISH,59 based on the CPA/NBRA.
PYXAID includes several advanced functionalities, for instance,
use of many-electron representation of the TD-KS equations,
direct simulation of photoexcitation via explicit light–matter
interaction, and Coulomb interactions between charges.
PYXAID can adapt to several commercial and open-access com-
putation packages including VASP,73 Quantum Espresso,74

DFTB+,75 CP2K,76 and QMflows.77 The source code and hands-
on tutorials are available on the website (https://quantum-
dynamics-hub.github.io/pyxaid/index.html). More recently, Li,
Prezhdo and Akimov developed the PYXAID2 package (https://
github.com/Quantum-Dynamics-Hub/pyxaid2), utilizing the
dynamic modules of the Libra code,78 to include, for instance,
spin–orbit coupling (SOC) in NA-MD simulations. In addition to
PYXAID, other NA-MD codes capable of simulating excited state
dynamics of condensed matter systems in the time-domain are
available. For example, the Hefei-NAMD package of the Zhao
group,30 which shares many common functionalities with the
PYXAID code. The TDAP package of the Meng group,79 which is
designed for modelling interaction between laser fields and
solid-state materials in the basis of numerical atomic orbitals.
The Kilin group80 developed the NA-MD method based on the
Redfield quantum master equation in the density matrix form-
alism. Other NA-MD codes include the NEXMD software of the
Tretiak group,81 the NEWTON-X platform of the Barbatti
group,82 the JADE code of the Lan group,83 and the SHARC
package of the González group.84 For a comprehensive account
of NA-MD codes, readers are referred to the recent reviews by
Crespo-Otero et al. and Smith et al.45,46,85

3 Nonradiative electron–hole
recombination under varying external
conditions

MHPs share the chemical formula of ABX3, where “A” denotes
the monovalent organic or inorganic cation (i.e., MA+, FA+, and
Cs+), “B” denotes the divalent cation (i.e., Pb2+ and Sn2+), and
“X” denotes the halide anion (i.e., Cl−, Br−, and I−, or their
mixture), as illustrated in Fig. 1. By using different combi-
nation of elements, multidimensional perovskite structures
pertaining to the same chemical formula can be formed. Two
divalent cations “B” can be replaced with a pair of mono- and
tri-valent cations. The ideal crystal structure of perovskites can
be described as a network of corner-sharing [BX6]

4− octahedra
with “A” cations filling the cuboctahedral cavities.86 Use of in-
organic (i.e., Cs+) vs. organic (i.e., MA+) cations leads to
different symmetries of the “A” species, spherical (Cs+) vs.
non-spherical (MA+). This enables hybrid perovskites to exhibit
additional orientational disorder and polarization compared
to traditional inorganic semiconductors. Importantly, the
crystal structure of MHPs is rather soft and anharmonic, as
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reflected by their low thermal conductivities, small bulk
moduli, and large thermal expansion coefficients as well as
considerable atomic displacements due to thermal
fluctuations.87–89 Distortions of the [BX6]

4− inorganic octa-
hedra can thus happen easily under external perturbations
such as pressure, temperature, electric field, etc. The degree of
distortion of the [BX6]

4− octahedra can be characterized by the
Goldschmidt tolerance factor, as introduced elsewhere.90

Compressing a semiconductor crystal by hydrostatic
pressure can decrease interatomic distances and engineer crys-
talline structures, presenting a means to tailor the electronic
properties of materials. Pressure engineering has been suc-
cessfully applied to many III–V semiconductors. Appling
pressure in MHPs causes lattice deformation and alters the
Pb–X bond length and Pb–X–Pb bond angle, as well as the
interlayer spacing in layered perovskites. As a result, a variety
of structural changes are introduced, including phase tran-
sitions, local distortions of the [PbX6]

4− octahedra, and partial
amorphization.91–94 High pressure explorations also provide
possibilities for new physical phenomena, such as the direct-
indirect band gap transition,95 metallization,96 and dielectric
tuning,97 enabling intriguing properties for applications in
next generation photovoltaics. A number of groups reported

anti-correlation between band gap and carrier lifetime under
pressure in 3D MAPbI3 perovskite,

98,99 as well as stable 0D and
2D structures.91,100,101 This is uncommon since, according to
the energy gap law,102 the lifetime decreases with decreasing
band gap.

Using NA-MD simulation, Li et al.103 rationalized the ato-
mistic origin of the anticorrelation between carrier lifetime
and band gap in the MAPbI3 perovskite under compressive
strain. Their results indicate that increasing pressures decrease
Pb–I bond lengths and Pb–I–Pb angles, which brings the Pb
and I atoms closer to each other and enhances the antibond-
ing coupling between the Pb-s and I-p orbitals, contributing to
the upshifting of the valence band maximum (VBM). As a
result, the band gap of MAPbI3 is smaller at higher pressure.
In addition, higher pressure leads to larger fluctuation of Pb
and I atoms, while suppressing the motion of MA cations. The
destabilization of the inorganic lattice localizes electron and
hole wavefunctions, decreasing their overlap, which is consist-
ent with the mechanism previously proposed by Uratani
et al.104 Moreover, the decreased overlap between VBM and
conduction band minimum (CBM) accelerates the coherence
loss, and prolongs the charge carrier lifetime further, Fig. 2a.
The decoherence in the time-domain is equivalent to the
Franck–Condon overlap factor in the frequency domain, which
reflects the vibrational density of states.105,106 Smaller Franck–
Condon factor, corresponding to faster decoherence, leads to
slower excited-to-ground state transitions, according to the
Fermi golden rule. As a result, nonradiative electron–hole
recombination is reduced. The detailed atomistic understand-
ing of the anticorrelation between carrier lifetime and energy
gap of lead halide perovskites under compressive strain can be
useful for further improvement of perovskite-based opto-
electronic devices.

Ghosh et al. investigated the structures, electronic pro-
perties, and nonradiative recombination dynamics of FAPbI3
under tensile strain by expanding the lattice.107 It was shown
that the applied tensile strain elongates the Pb–I bonds and
increases the Pb–I–Pb bond angle, leading to a decreased
[PbI6]

4− octahedral tilting and a more symmetric phase of the
entire lattice, as confirmed experimentally. The applied tensile
strain changes the VBM and CBM levels, Fig. 2b and c. The
data showed that the VBM levels shift down because of the
decreased antibonding coupling of Pb-s and I-p orbitals due to
elongated Pb–I bonds, while the CBM remains mostly
unaffected because it is a nonbonding state. As a result, the
band gap increases in an expanding lattice. NA-MD simulation
further demonstrate that charge recombination slows down
under tensile strain. The difference in the charge recombina-
tion rate can be explained in terms of the interplay between
band gap, NAC, and decoherence time. When the lattice
expands, spatial fluctuations of the inorganic [PbI6]

4− increase
since there is more space to distort the [PbI6]

4− octahedron
geometry, together with the reduced VBM–CBM overlap,
leading to a larger NAC. The larger band gap indicates that
more vibrational quanta are needed to absorb the energy dissi-
pated from the electronic subsystem, and typically slows down

Fig. 1 (a) Typical crystal structures for ABX3 perovskites (A = Cs+, MA+,
FA+, etc.; B = Sn2+, Pb2+, etc.; X = Cl−, Br−, I−, etc.). Illustration of (b)
radiative recombination, (c) non-radiative band-to-band recombination
and trap-assisted recombination, (d) Auger recombination, which can
contribute to both band-to-band and trap-assisted processes.
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electron–hole recombination. The larger fluctuations of in-
organic atoms under tensile strain activate a wider range of
phonon modes available to couple to the electronic subsystem,
leading to a faster decoherence process. Larger band gap and
faster decoherence compete successfully with larger NAC in
the FAPbI3 perovskite with tensile strain, extending charge
carrier lifetime, which is advantageous for solar cells oper-
ation. Long and coworkers performed a similar investigation
and demonstrated that lattice expansion of mixed MA/FA per-
ovskites suppresses nonradiative electron–hole recombination
with the same mechanism.108

The above works demonstrate that it is viable to fine-tune
the lattice expansion or contraction to regulate the Pb–X bond
length, the Pb–X–Pb bond angle, and distortion of [PbX6]

4−

octahedra to optimize the photovoltaic performance of perovs-
kite materials. The internal strain arising from compositional
engineering induces similar effects. For instance, one may con-
sider changing both A-site organic (MA+, FA+, GA+) or in-
organic (Cs+) cations,111 B-site cations (Pb2+, Sn2+),112 and
halides (I−, Br−, Cl−)113,114 to achieve stable structures with
desirable optoelectronic properties. Recent experiments
reported that the lattice mismatch between perovskite films
and substrates can induce significant strain within perovs-
kites.115 An alternative approach is to fine-tune the growth
process during fabrication to incorporate residual compressive
or tensile strain in the polycrystalline perovskite thin films,
which is worthy of further investigation theoretically.

Solar cell devices are generally exposed to various weather
conditions and subjected to heating during operation. It is
thus important to investigate temperature-dependent photo-

physical properties of perovskite absorbers. Due to the novelty
of PSCs devices, temperature-dependent studies in PSCs have
so far been quite limited compared to the numerous studies
on improving their efficiency. It is well-established that temp-
erature strongly influences the dynamic properties of
MAPbI3.

116–120 For organic–inorganic hybrid perovskites,
rotational motion of the organic cation couples to fluctuations
of the inorganic lattice, leading to tilting of the [PbX6]

4− octa-
hedra. Temperature variations influence vibrations and
rotations of the organic cations, mediate the organic–inorganic
interactions, and correspondingly change the structural, elec-
tronic, and optical properties of hybrid perovskites. An
unusual phenomenon is observed in MAPbI3: the energy gap
increases, up to a few tens of meV, with increasing
temperature,87,121 although the change is not significant as
compared to compositional engineering. This phenomenon
contrasts with conventional semiconductors in which the
energy gap decreases with rising temperature.122,123 Moreover,
several experimental reports proposed the negative thermal
quenching mechanism in MAPbI3, namely, bimolecular band-
to-band recombination slows down with rising temperature,
and the decreased charge recombination extends carrier life-
time, resulting in an increase in Voc and PCE.19,124 This is also
unexpected considering that the performance of semi-
conductor solar cells is known to decrease with increasing
temperature. Understanding how temperature affects the struc-
tural dynamics of organic cations and inorganic sublattice and
the charge-carrier dynamics of PSCs is therefore essential.
However, these temperature-dependent photophysical
phenomena have been described using simple models and

Fig. 2 (a) Excited-state population decay in MAPbI3 at different pressures. Reproduced from ref. 103 with permission from American Chemical
Society, copyright 2020. (b) Changes of the band gap and (c) the CBM and VBM levels under tensile strain. Reproduced from ref. 107 with permission
from American Chemical Society, copyright 2019. (d) Spectral densities and (e) pure-dephasing functions for MAPbI3 at different temperatures.
Reproduced from ref. 109 with permission from American Chemical Society, copyright 2020. (f ) Evolution of the Pb–Br–Pb bond angle and band
gap in CsPbBr3 at different temperatures. Reproduced from ref. 110 with permission from American Chemical Society, copyright 2018.
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phenomenological interpretations of the time resolved photo-
luminescence measurements.125 Fundamental mechanisms
underlying these temperature-related phenomena in PSCs
required more detailed investigations.

Li et al. rationalized the unusual temperature dependence
of nonradiative carrier relaxation in MAPbI3 perovskite using
NA-MD simulations.109 They demonstrated that the atomistic
mechanism of this peculiar behavior lies in the complex inter-
play of the inorganic and organic components of the hybrid
perovskite. The distorted Pb–I lattice localizes electron and
hole charge densities and enhances charge separation, a
mechanism discussed above. The decreased charge density
overlap weakens NAC, extending charge carrier lifetime. It was
also found that rising temperature widens the band gap, in
contrast to most semiconductors, in which temperature
shrinks the band gap. Distortion of [PbX6]

4− decreases the Pb–
Br–Pb bond angle, weakens the anti-bonding coupling of Pb-s
and I-p orbitals, and shifts down the VBM energy. CBM
remains almost unchanged since it is a non-bonding state of
Pb-p orbital. The two effects lead to increased band gap.
Interestingly, rising temperatures decrease both inelastic and
elastic electron–phonon scattering. The loss of quantum
coherence slightly slows down at higher temperature, Fig. 2d
and e, resulting in a reduced homogeneous optical linewidth,
which is also unusual for most semiconductors. A combined
experimental and theoretical work by Li, Madjet, and Miller126

demonstrated that impulsively excited vibrational modes drive
the structural distortion of MAPbI3 after photoexcitation.

Recent experiments suggested that all-inorganic perovskites
CsPbX3 exhibit a similar temperature dependence of the
charge carrier relaxation as the organic–inorganic hybrid
perovskites.127–129 Hybrid perovskites utilizing polar A-site
organic cations exhibit additional orientational disorder, com-
pared to all-inorganic perovskites, which contain non-polar
spherical inorganic Cs+ cations, suggesting they may have
different lattice dynamics. Interestingly, many experimental
and theoretical investigations have reported highly anharmo-
nic nuclear motion in MHPs, including all-inorganic
CsPbBr3,

130–132 which is unusual for efficient optoelectronic
materials. The anharmonicity in MHPs originates from the
double-well potential experienced by the halogen atoms vibrat-
ing perpendicularly to the bond connecting two Pb atoms, and
can be captured by MD simulation based on DFT.133,134 By
employing a combination of TD-DFT and NA-MD, Li et al.
demonstrated that anharmonic motions of Pb and Br atoms
modulate NA electron–phonon coupling and non-radiative
recombination dynamics in CsPbBr3,

110 rationalizing the
experimental observation. They found that, as temperature
increases, the atoms in CsPbBr3 undergo substantial anharmo-
nic motions. Stronger anharmonicity accelerates the coherence
loss and increases carrier lifetimes despite an increased NA
electron–phonon coupling at higher temperatures. The impor-
tance of anharmonic effects for optoelectronic properties of
perovskites has been highlighted in a number of
works.130,133,135 In particular, it was reported that anharmonic
motions result in narrowing of the Urbach tail in the absorp-

tion spectrum of CsPbBr3.
130 Mayers et al.131 linked the large

anharmonic displacement observed in hybrid perovskites with
charge and orbital fluctuations and variation in the nonlinear
electron–phonon coupling, in contrast to typical inorganic
semiconductors. The data also show that rising temperature
widens the CsPbBr3 band gap, Fig. 2f, with the same mecha-
nism applicable to MAPbI3.

Zhou et al.136 applied unsupervised machine learning to
NA-MD and further rationalized this abnormal temperature
dependence of carrier relaxation in MAPbI3. They found that
fluctuations in MAPbI3 structure are more important that the
nuclear velocity in determining the NA coupling strength, and
subsequently, the charge recombination dynamics. This is
unexpected because NA electron–phonon coupling depends
explicitly on the nuclear velocity. Moreover, they demonstrated
that MA+ cations also influence charge recombination, even
though they do not contribute to electron or hole wavefunc-
tions. This is because rotational and center-of-mass motions
of MA+ couple to fluctuation of the [PbI6]

4− lattice. The I–I–I
bond angle provide a better measure of NA coupling and band
gap than octahedral Pb–I–Pb bond angle, as supported by
machine learning analysis, Fig. 3. Hence, the I–I–I bond angle
is the most dominant factor governing nonradiative electron–
phonon relaxation. The unsupervised machine learning ana-
lysis of NA-MD enables extraction of the most crucial factors
influencing charge-phonon dynamics, which is of particular
importance for PSCs performance.

In contrast to the anomalous temperature dependence of
charge carrier relaxation in hybrid perovskites in the bulk
phase, the nonradiative recombination at the interface
between perovskite and other charge transporting materials
follows the same trend with increasing temperature as in con-
ventional semiconductors. Long and coworkers137 investigated
the nonradiative electron–hole recombination in the MAPbI3/
NiO interface, and found that interfacial charge recombination
is accelerated by a factor of 2 with temperature elevated from
100 K to 300 K. The variation of the carrier lifetimes with
temperature is insignificant because temperature-induced
thermal motions accelerate loss of quantum coherence, which
competes with the larger NAC due to stronger electron-
vibrational interaction at higher temperature, Fig. 3f and g.
Atomistic insights into the weak temperature dependence of
charge recombination at interfaces between perovskites and
charge extraction layers advance our fundamental understand-
ing of the mechanisms of operation of PSCs.

In addition to the mechanical strain and temperature, the
electronic and optical properties of hybrid perovskites are
influenced by external electric fields. Han and Kilin138 theor-
etically explored the influence of external electric fields on the
optoelectronic properties of MHPs considering evolution of
the reduced density matrix in the Redfield theory formalism.
They adopted a model consisting of a CsPbBr3 slab sand-
wiched between dye (hole transport layer) and TiO2 (electron
transport layer) with external electric fields normal to the
surface of the perovskite slab. The applied external electric
fields ranging within 50–100 meV Å−1. According to their
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study, band gap increases linearly, and the conductivity
diminishes exponentially with decreasing electric field
strengths, Fig. 3h. NA-MD simulation of the interfacial elec-
tron and hole transfer showed that holes live longer than elec-
trons at various electric fields, Fig. 3i. This is because the CB
is denser near band gap than the VB, providing more charge–
phonon scattering channels. They also concluded that the
charge carrier dynamics depend on the direction of external
electric field, i.e., a positive electric field facilitates the relax-
ation of both electrons and holes whereas a negative electric
field facilitates the relaxation of electrons but inhibits the
relaxation of holes. This is because the sub-gap state shifts at
different electric fields, activating the energy-gap law,102 i.e.,
larger gap favors longer carrier relaxation. This work provides
important insights into the relationship between external elec-
tric fields and the photophysical properties of PSC devices.

4 Unusual defects properties

Formation of intrinsic defects is inevitable in real situations
during crystal growth and post-annealing treatment. The
chemical and physical behavior of semiconductors, and their
electronic properties in particular, are sensitive to presence of
defects. A small concentration of free carriers in some conven-
tional semiconductors is a direct consequence of defects.
Defects are usually associated with dangling chemical bonds,
which locally perturb lattice structure, modify atomic motions,
and may (or may not) introduce states into the semiconductor
band gap. Literature discussions of positions of defect energy
levels center on shallow and deep gap states.139 Physically, a
shallow state corresponds to a large orbital for a bound elec-
tron, typically 10–20 bulk interatomic distances in size. The
energy gap between a shallow state and a band edge is in the
range of a few kBT. In contrast, deep states correspond to small

orbitals a few interatomic distances in size. The energy gap
between a deep state and a band edge is much larger than
kBT. Shallow states are considered to be benign, offering a
desirable means to optimize semiconductor electronic pro-
perties. In contrast, deep states introduce recombination
centers that are capable of trapping free charge carriers, facili-
tating nonradiative, and sometimes radiative, electron–hole
recombination.

Defects in solids can be classified into point defects, grain
boundaries (GBs), extended surfaces, defect clusters, etc. Point
defects in PSCs are particularly important because they play
crucial roles in determining the materials’ performance. The
point defects can be further classified into missing lattice ions
(vacancies), ions occupying irregular sites (interstitials), and
impurity ions occupying regular lattice sites (substitutional
defects). Anti-site disorder, in which a lattice ion replaces
another lattice ion, can also be easily formed in hybrid perovs-
kites. It has been observed that formation of charge traps in
PSCs is correlated with these lattice point defects. Defects
usually introduce deep gap states in conventional semi-
conductors, and thus, decrease device performance.140,141

However, superior photovoltaic performance is obtained for
PSCs, raising strong fundamental and applied interest. Many
first-principle calculations on various perovskites have been
carried out in the past decade.6,142–149 It has been widely
recognized that most deep level defects have high formation
energy, whereas shallow level defects are easy to form. This be-
havior is known as “defect tolerance” and is frequently men-
tioned in the community.6,150 Interpretation of the calculation
is complicated by size of a simulation model, employed level
of theory, and various experimental conditions. Experimental
results have confirmed existence of multiple deep level defects
in perovskite films through a series of characterization
techniques.151–154 In addition, although shallow traps do not
form charge recombination centers, they may act as uninten-

Fig. 3 Probability distributions of (a) NAC between HOMO and LUMO, (b) band gap, and (c) I–I–I, (d) I–Pb–I, (e) Pb–I–Pb bond angles. These
angles have the highest mutual information with NAC and band gap among all geometric features and atomic motions. Reproduced from ref. 136
with permission from American Chemical Society, copyright 2020. Averaged NAC between states in the valence band for hole transfer across the
MAPbI3/NiO heterojunction at (f ) 100 K and (g) 300 K. Reproduced from ref. 137 with permission from Royal Society of Chemistry, copyright 2019.
(h) Influence of external electric field on energy gap and conductivity (absorbance at zero energy) of the thin film. (i) Relaxation time of electrons
and holes as a function of excess energy for the thin film under various external electric field strengths. Reproduced from ref. 138 with permission
from American Chemical Society, copyright 2020.
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tional doping sources and accelerate degradations in
PSCs.155,156 It is still not fully clear which defects are most
likely to form, what happens to defect sites under PSC operat-
ing conditions, and which defects play the most crucial role in
nonradiative energy losses.

Many first-principles calculations focused on point defects
in PSCs, but mostly were limited to ground state properties,
i.e., defect structure and formation energy, charge transition
level, electronic and optical properties, without proper treat-
ment of elastic and inelastic electron–phonon interactions.
In our recent perspective,157 we reviewed the roles of iodine
interstitial,158,159 iodine vacancy,160,161 and Pb vacancy162 in
the charge carrier trapping and relaxation. We highlighted that
charge recombination is sensitive to the oxidation state of
these defects.163,164,165

Chu et al.88 have investigated the influence of various point
defects on nonradiative electron–hole recombination in
MAPbI3. They focus on five point defects with low formation
energy: iodine interstitial (Ii), MA substituted by iodine (MAI)
or Pb (MAPb), Pb vacancy (PbV), and iodine vacancy (IV). They
show that Ii and PbV introduce shallow defect levels near the
VBM, while MAPb and IV introduce shallow defect levels near
the CBM, Fig. 4a–f. MAI is a deep level defect with energy 1.4
eV above the VBM. For all systems, thermal fluctuations of the
defect levels along MD trajectories are larger compared to fluc-
tuations of the VBM and CBM states, as rationalized by the
fact that defect states are usually associated with broken bonds
that are mobile during MD. The defect states are generally
more localized in MHPs compared to conventional semi-
conductors due to the soft Pb–I inorganic lattice, and as a
result, the localized defect states overlap less with VBM or
CBM, leading to a small NAC and slow charge trapping and
recombination. The simulated phonon spectra further demon-
strate that only low-frequency modes participate in the non-
radiative electron–phonon relaxation processes because of the
soft Pb–I lattice composed of heavy elements.

For a typical photoexcitation process, recombination of elec-
tron and hole can occur either bypassing defect or via defect,
Fig. 4g. By-defect recombination is known as trap-assisted elec-
tron–hole recombination and is generally complicated when
multiple trap states are involved. Fig. 4h characterizes recombi-
nation via the two pathways. The results show that charge
recombination in the defective systems is similar to that in the
pristine system. Surprisingly, Ii shows the longest lifetime,
suggesting that it could suppress the recombination process.
This is in agreement with the previous time-domain ab initio
investigation of Ii in MAPbI3.

159 The conclusions are applicable
not only to hybrid perovskites, but also to the all-inorganic
CsPbI3 perovskite, which still has a soft inorganic lattice and
low-frequency phonons even in the absence of organic cations,
as reported in another work by Chu and Prezhdo.166 Such
peculiar defect tolerance against nonradiative charge recombi-
nation has been rationalized by Zhang et al.167 from the view-
point of the strong lattice anharmonicity associated with deep
level defects, based on the first-principle calculations. The con-
clusion drawn from these works is that both hybrid and all-in-

organic perovskites demonstrate unique defect tolerance. We
expect this feature to be valuable in the design of novel semi-
conducting materials that have similar lattice properties.

Major losses undermining the performance of PSCs arise
from inferior charge carrier transport at the contact layers.
Two-dimensional transition metal dichalcogenides (TMDs),
such as MoS2, are promising hole transport materials, owing
to their excellent charge mobility. However, the MAPbI3/MoS2
interface shows a type I energy alignment due to the large
work function (WF) of MoS2 with respect to MAPbI3, unfavor-
able for transfer of photo-excited holes from MAPbI3 to MoS2.
Experimental work by Peng et al.168 found that creation of
sulfur vacancies (SV) in MoS2 with varying concentrations
results in ultrafast hole transfer from perovskite to MoS2.

Using NA-MD, Shi et al.161 studied in detail how vacancy
engineering affects the interface properties and the excited
hole transport at TMD/perovskite interfaces. A relatively large
WF of 4.35–5.49 eV was found in the pristine MoS2/perovskite
interface, inducing a negative band offset to form type I energy
alignment, Fig. 5, hampering the hole transfer. Different
surface terminations and MA arrangement in MAPbI3 change
the WF slightly. Introduction of SV in MoS2 leads to p-type
doping, and correspondingly decreases the WF, but this is still
insufficient to reverse the band offset. Interfacial iodine atoms

Fig. 4 (a to f) Evolution of VBM, CBM, and trap state energies for
defective and pristine MAPbI3 at 300 K. (g) Illustration of the direct and
by-defect electron–hole recombination processes. (h) Charge recombi-
nation percentage for pristine and defective systems after 2 ns.
Reproduced from ref. 88 with permission from American Association for
The Advancement of Science, copyright 2020.
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can diffuse across the MAPbI3/MoS2 interface to occupy the SV
site in MoS2 under thermal fluctuations, creating IV and an
I-filled-SV defect at the MAPbI3 interface. Nudged elastic band
calculations show that relatively small iodine diffusion barriers
facilitate this process, Fig. 5. Importantly, such a “SV-to-IV”
chain generation of vacancies will induce an interfacial dipole
moment and reverse the band offset between MoS2 and
MAPbI3. NA-MD simulations show that the hole transfer from
MAPbI3 to MoS2 will take place within several hundred femto-
seconds, faster than the electron–hole recombination at
vacancies by three orders of magnitude, further supporting
excellent performance of MoS2 as a hole transport layer.

Even though some point defects may be detrimental to
carrier lifetimes in PSCs, they can be passivated using the
impurity doping engineering strategy. For example, IV in
MAPbI3 is a shallow donor, and can change into a deep accep-
tor when it is negatively charged (IV

−1).163 In the IV
−1 system,

two Pb2+ ions near the vacancy site approach each other to
form a Pb dimer169 due to Coulomb attraction and create a
deep level in the band gap, acting as a nonradiative electron–
hole recombination center. Our previous work showed that
nonradiative charge recombination in MAPbI3 was extremely
sensitive to the charge state of the iodine vacancy.163 IV

−1 accel-
erated charge recombination by several orders of magnitude,
whereas the positively charge iodine vacancy IV

+1 was electroni-
cally benign. In this case, IV can be regarded as the DX center
that involves transition between shallow and deep levels
accompanied by large atomic displacements.

Motivated by this idea, Wang et al.170 used NA-MD simu-
lation to demonstrate that introduction of Br, which is more
electronegative than iodine, can strengthen its chemical bond
with Pb and prevent large atomic displacements associated
with defect charging, Fig. 6. This efficiently mitigates defect

states and weakens NA electron–phonon coupling, extending
the carrier lifetime from 3.2 ns in IV

−1 to 19 ns in the Br-doped
IV

−1 system. Another work by Long and Prezhdo171 reported
passivation of the iodine interstitial defect in MAPbI3 by alkali
ions. They demonstrated that the monovalent alkalis bind
strongly to the interstitial iodine, and as a result, the energy of
formation of the iodine interstitial defect increases signifi-
cantly and defect concentration decreases. The defect level is
removed since the introduced alkali eliminates the unsatu-
rated valence of the interstitial iodine, extending the charge
carrier lifetime, Fig. 6. These works generate an atomistic
understanding of passivation effects by impurity doping in
MAPbI3 perovskites, providing a route to improve carrier life-
times and device performance.

Recent work by Li et al.172 demonstrated that alkali doping
of the IV defect in MAPbI3 can also eliminate trap states and
decrease charge recombination rate. They calculated the for-
mation energy of MAPbI3 with and without the IV defect after
Li+-doping at the interstitial site (Lii) or the B-site (Lipb), i.e., at
a Pb atom near the vacancy site, and found that alkali cations
prefer to occupy the B-site of the perovskite lattice. IV intro-
duces a sub-gap state capable of trapping holes and supported
by Pb-p orbitals that interact across the vacancy site.
Substitution of a Pb atom near IV with an alkali metal breaks
the Pb-p bonding state and removes extraneous electrons from
the conduction band. NA-MD/TD-DFT simulation demon-
strated that carrier lifetimes increase in the order IV → Li →
Na → K, agreeing with experimental observations. K+-Doped IV
system shows carrier lifetime exceeding 100 ns which is 3
times longer than the undoped system. Moreover, alkali
doping perturbs system symmetry and localizes electron and
hole charge densities, which weakens the NA coupling and
accelerates the loss of quantum coherence in the electronic

Fig. 5 PDOS of the MAPbI3/MoS2 interface for (a) pristine, (b) Iv, (c–d) SnV (n = 1–2), (e) S3V(2), and (f–h) corresponding I-filled configurations. (i–k)
The calculated energy barriers of the Sv-to-Iv process. (l–o) Time evolved interface dipole moment at 300 K. Reproduced from ref. 161 with per-
mission from American Chemical Society, copyright 2020.
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subsystem, slowing down the nonradiative charge recombina-
tion. This work provided detailed insights into the mechanism
of defect passivation by alkali doping.

Long and coworkers173 reported passivation of the Pb
vacancy in MAPbI3 by water molecules. According to their find-
ings, coexistence of a neutral Pb vacancy and water molecules
shortens the carrier lifetime since it enhances the NAC and
introduces a deep electron trap level. A negatively charged Pb
vacancy interacts with water molecules, breaks the iodine
dimer and eliminates the electron trap state, thereby, increas-
ing the carrier lifetime and making it even longer than in the
pristine system. In another work, Long and coworkers174 inves-
tigated passivation of the iodine vacancy in MAPbI3 by water
molecules and a series of Lewis bases. They found that mono-
dentate water, thiophene, and pyridine molecules can passi-
vate one under-coordinated Pb ion, while bidentate 2-mer-
capto-pyridine (2-MP) and d-4-tert-butylphenylalanine (D4TBP)
molecules can passivate two under-coordinated Pb ions. As a
result, bidentate 2-MP and D4TBP bind more strongly than the
monodentate passivators, this efficiently localizes VBM and
CBM charge densities and decreases the NAC, leading to
slower charge carrier recombination. These studies established
the detailed mechanisms of defect passivation, and suggested
specific guidelines for choosing passivating molecules to
further improve PSC performance.

Another promising passivation strategy by oxygen treatment
was recently reported.175,176 It was demonstrated that oxygen
molecules can have a positive effect on the charge carrier life-
time, despite undermining the stability of perovskite
materials.177–179 In addition to defect passivation, many works
demonstrated that oxygen deteriorates stability of the MAPbI3
crystal with light soaking.180 This is because transfer of photo-
excited electrons from perovskite to adsorbed oxygen molecules

assists the formation of superoxide and facilitates the degra-
dation.181 Long and coworkers182 demonstrated that formation
of superoxide in MAPbI3 can be suppressed by introducing the
electron accepting perylene diimide (PDI) molecule. A single
oxygen molecule introduces a sub-gap state capable of trapping
electron in MAPbI3, with electron trapping occurring within
1 ns. Introduction of a PDI molecule into the O2-MAPbI3 hybrid
system creates another gap state above the O2-related trap state.
NA-MD simulation revealed that CB electrons were trapped by
the PDI-trap state rapidly, on the timescale of ∼100 ps, reducing
charge trapping by the O2-related state, which usually causes
degradation and deteriorates optoelectronic properties.

Defect migration has been demonstrated to be the origin of
anomalous properties in PSCs, including low photoconductiv-
ity response, current–voltage hysteresis, and switchable photo-
voltaic photocurrent. First-principle calculations predicted that
the energy barrier for iodide migration is about 0.16 eV,149

which gives the migration rate 7.7 × 10−10 s−1 according to the

Arrhenius equation k ¼ kBT
ℏ

exp � Ea
RT

� �
. The nanosecond ion

migration time falls into the range of nonradiative carrier life-
time in PSCs, as observed in many experimental and theore-
tical works.4,5,157 The similarity in the timescales for the
charge recombination and ion migration raises important
questions of whether the two processes influence each other.
Tong and Prezhdo183 investigated the possible synergy
between ion migration-induced Pb–I lattice distortion and
charge carrier recombination in MAPbI3 using NA-MD simu-
lations. After the start of migration of an iodide ion, the NAC
value reaches its maximum value at approximately 2 ps, and
reaches the second maximum value at approximately 3 ps.
Both are very close to the two peaks in the distortion curve, as
shown in Fig. 7, which shows that the strong distortion is

Fig. 6 Electron–hole recombination channels for the Iv
−1 defect in (a) MAPbI3 and (c) MAPb(I0.96Br0.04)3. (b and d) Evolution of populations of the

key states defined in (a) and (c), respectively. Reproduced from ref. 170 with permission from Wiley-VCH, copyright 2019. (e) Pure-dephasing func-
tions and (f ) electron–hole recombination dynamics for the HOMO–LUMO transition in alkali-doped systems. Reproduced from ref. 171 with per-
mission from Wiley-VCH, copyright 2020. Projected density of states (PDOS) for defective MAPbI3 containing an iodine vacancy without (g) and with
(h) Li doping. Reproduced from ref. 172 with permission from American Chemical Society, copyright 2021.
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related to the increase in NAC. The migration of iodide ions is
divided into pre-migration, migration, and post-migration. Pre-
migration refers to the local equilibrium structure. Migration
is the period when the iodide is moving between two local
equilibrium structures. Post-migration is the period when the
iodide has reached the new local equilibrium position but has
not fully relaxed there yet. These three regimes give rise to
different charge recombination dynamics. The nonradiative
relaxation is fastest during migration of iodide ions, causing
an order of magnitude reduction in the carrier lifetime. The
simulation results demonstrate that different processes, such
as ion migration and charge carrier recombination, are
strongly correlated in PSCs, and that defects, considered
benign for equilibrium geometries, can be very detrimental
under non-equilibrium conditions.

Polycrystalline perovskite thin films contain interfaces
between single-crystal grains known as GBs, which could sig-
nificantly impact the optoelectronic performance of the
devices. There has been ongoing debate in the PSCs commu-
nity concerning the influence of GBs on charge carriers. Initial
time-resolved photoluminescence spectroscopy studies
suggested that GBs are detrimental to the charge carrier life-
times and device performance in MAPbI3.

184,185 Previous work
by Long and Prezhdo186 rationalized this observation and
argued that doping GBs with Cl atoms can slow down non-
radiative recombination. In contrast, Zhu and co-workers187

pointed out that nonradiative recombination loss happens pri-
marily along the non-GB regions of MAPbI3, suggesting favor-
able GBs properties. Using first-principle calculations, Yin
et al.188,189 showed that another GB structure in MAPbI3
created no charge trap states, which was important for main-
taining long carrier lifetimes. Yun et al.190 further demon-
strated that GBs in hybrid perovskites facilitate charge separ-

ation and transport through several experimental characteriz-
ations. However, only negative influences were reported for
GBs of all-inorganic CsPbBr3 perovskites.191–193 The diverse
and controversial experimental results raise important ques-
tions regarding the precise nature of perovskite GBs in deter-
mining the carrier lifetime and PSCs performance.

Using NA-MD/TD-DFT, Long and Prezhdo194 investigated in
detail the nonradiative recombination dynamics at the ∑5
(310) GB of the MAPbI3 perovskite. Such low index GBs can be
conveniently imaged by transmission electron microscopy.
They showed that the GB structure has a decreased band gap
and shallow defect states with localized electron and hole
wavefunctions, which help dissociate the photogenerated exci-
tons. Reduction of the crystalline symmetry and the shallow
trap states associated with the GB structure helped to separate
electrons and holes, and to activate a broad range of phonon
modes to couple with the charge carriers. Despite a stronger
electronic–vibrational interaction and a smaller band gap, the
decreased overlap of electron and hole wavefunctions reduced
the NAC in the GB structure, maintaining the excited state life-
time as in the pristine system, Fig. 8. Involvement of more
phonon modes in the GB system led to sub-10 fs coherence
loss in the electronic subsystem, further helping to maintain
long-lived charge carriers. Another work by Long and
coworkers195 investigated the impact of a different low index
∑5(210) GB structure on the charge dynamics in the all-in-
organic CsPbBr3 perovskite. Interestingly, this GB structure
had a larger NAC than the pristine CsPbBr3 system, whereas

Fig. 7 (a) Averaged degree of distortion of the [PbI6]
4− octahedra adja-

cent to the migrating iodine. (b) Distances from the migrating iodine ion
to the initial location (position P) and the final location (position V). (c)
Time-dependent absolute NAC value during iodine migration. (d)
Electron–hole recombination in the perovskite undergoing iodine
migration. Reproduced from ref. 183 with permission from American
Chemical Society, copyright 2020.

Fig. 8 (a) Distributions of HOMO and LUMO charge densities for pris-
tine MAPbI3 and Σ5(310) GB in their optimized ground state structures
and at room temperature. (c) Pure-dephasing functions and (d) non-
radiative charge recombination dynamics of pristine MAPbI3 and Σ5(310)
GB. Reproduced from ref. 194 with permission from American Chemical
Society, copyright 2019. (b) Charge densities of the key electronic states
participating in charge trapping and recombination in MAPb@pristine
MAPbI3, MAPb@Σ5(310) GB of MAPbI3, K-doped MAPb@Σ5(310) GB of
MAPbI3, and Rb-doped MAPb@Σ5(310) GB of MAPbI3. Reproduced from
ref. 195 with permission from American Chemical Society, copyright
2019.
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the relative trend for the other quantities remained similar to
MAPbI3 with and without the ∑5(310) GB.194 As a result, non-
radiative recombination was accelerated moderately at the ∑5
(210) GB of CsPbBr3. The NAC was larger in the ∑5(210) GB of
CsPbBr3, in contrast to the ∑5(310) GB of MAPbI3.

194 This
could be ascribed to the involvement of a broad range of
phonon modes in the NA relaxation due to symmetry breaking
of the GB structure. These simulation results demonstrated
that GBs can have both positive and negative influence on
charge carrier dynamics in perovskites, as reported
experimentally.

Previous experimental and theoretical works show that
point defects easily accumulate at GBs.196 Though MAPbI3
bulk is defect tolerant, GBs may be not. If deep level defects
are presented at GBs, then they should be identified and passi-
vated. Various attempts have been made to passivate GBs of
MHPs. Long and Prezhdo197 studied passivation of point
defects at the ∑5(310) GB of MAPbI3 by alkali ions using
NA-MD simulations. They considered six configurations,
including bulk MAPbI3 with and without the MAPb defect, the
Σ5(310) GB of MAPbI3 with and without the MAPb defect, and
the Σ5(310) GB with the MAPb defect passivated by either K, or
Rb. They found that the MAPb defect creates no sub-gap states
and has little influence on the VBM and CBM of bulk MAPbI3.
As a result, the charge carrier lifetime is almost unchanged in
the presence of the MAPb defect in bulk MAPbI3. In contrast,
the MAPb defect forms an I-dimer in the GB system, and gener-
ates a deep sub-gap state, mediating recombination of photo-
excited electrons and holes, and reducing the charge carrier
lifetime. Furthermore, introduced K and Rb ions bind to the
unsaturated halogen atoms, break the I-dimer, and remove the
sub-gap state in the GB system. K- and Rb-doping weaken the
NAC, decreases overlap of electron and hole charge densities,
and shortens coherence in the electronic subsystem by intro-
ducing additional vibrational degrees of freedom. These
factors lead to an increase of the charge carrier lifetimes by a
factor of ∼2 compared to the pristine MAPbI3 perovskite.
Future investigations should further connect different GBs
structures in MHPs with optoelectronic properties, given the
high number of controversial reports concerning the nature of
GBs in PSCs, and assist in development of means to passivate
GBs, if they act as nonradiative recombination center.

5 Photoexcitation dynamics in 2D
perovskites

Quasi 2D layered perovskites exhibit superior environmental
stability than their 3D counterparts, attracting much attention
for applications in photovoltaics and optoelectronics.198–200

The most common resultants are (100)-oriented 2D halide per-
ovskites which can be classified in Ruddlesden–Popper (RP)
phase, Dion–Jacobson (DJ) phase, alternating cations in the
interlayer space (ACI), and those based on alkyl diammonium
cations (DC). Among these configurations, the RP and DJ
phases have been under most investigation at present. The

general formula of 2D perovskites is given as (A′)2(A)n−1BnX3n+1

(RP phase) and (A″)(A)n−1BnX3n+1 (DJ phase). Here, A′ and A″
are bulky monovalent and divalent organic cations, acting as
insulating layers to separate layers of the inorganic framework.
A, B, and X are the monovalent organic cation, divalent metal
cation, and halide anion, respectively, present in the 3D per-
ovskites discussed above. n denotes the number of layers. van
der Waals interactions between the capping organic cations
and the [BX6]

4− framework, present in 2D perovskites, create
additional energy required to break the perovskite structure.
The outside chains of the capping organic cations are hydro-
phobic, leading to superior resistance to high-moisture and
continuous lighting conditions. Unfortunately, photovoltaic
efficiency of 2D perovskites is still relatively low because of the
low absorption coefficients, large exciton binding energies,
and poor out-of-plane charge transport caused by the insulat-
ing molecular cations. Many works have been devoted to opti-
mizing 2D PSCs by lowering the band gap and reducing non-
radiative electron–hole recombination through a variety of
engineering strategies, such as introducing molecular cations
with delocalized π-electrons, alternating the number of in-
organic layers, doping with monovalent cations, and regulating
crystallization kinetics.199,201–203 Fundamental understanding
of the photophysical processes governing the performance in 2D
perovskites benefits from the quantum dynamics simulations.

The photophysical properties of 2D perovskites depend sig-
nificantly on the long chain spacer cations, which not only
define the thickness of the inorganic layers, but also influence
their properties through steric distortion of the [BX6]

4− in-
organic octahedra, electrostatic interactions and dynamic
charge screening. At the same time, the spacer cations usually
do not contribute to the band edge electronic properties
directly. Using NA-MD simulations, Neukirch and coworkers204

investigated the non-radiative charge carrier recombination
and dephasing processes in monolayer MHPs with RP and
DJ phases differing in spacer cations. The investigated
RP-phase A′2PbI4 perovskite contained two widely explored
long-chain organic amine cations, CH3(CH2)3NH3

+ (BA) and
C6H5(CH2)2NH3

+ (PEA). The DJ-phase APbI4 perovskite con-
tained the structurally well-characterized (aminomethyl)piperi-
dinium (3AMP) cation. They demonstrated that phonon-
induced structural fluctuations strongly influence instantaneous
charge localization and play critical roles in nonradiative charge
recombination of 2D perovskites. They showed that the spacer
divalent cation 3AMP in the DJ-phase perovskite introduced
non-covalent interactions and induced interlayer coupling
between perovskite slabs, which was absent in the RP-phase
perovskite, efficiently stiffening the interlayer packing and redu-
cing thermal fluctuations of the inorganic octahedra, Fig. 9.
This leads to delocalization of band edge charge densities and
smaller NAC, suppressing the charge recombination. The ana-
lysis revealed the atomistic origin of the lifetime difference in
photoactive 2D perovskites with the DJ and RP phases.

Zhang et al.205 studied the hot electron cooling dynamics in
2D-layered perovskites compared to 3D perovskites, with
emphasis on the role of spacer cations. Their results demon-
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strated that hot electron relaxations in 2D (BA)2(MA)Pb2I7 was
faster than in 3D MAPbI3, in agreement with experiment. They
also studied the role of spacer cations in the carrier recombi-
nation. The large BA spacer cations in 2D (BA)2(MA)Pb2I7
coupled more strongly to the Pb–I sub-lattice, leading to defor-
mation of the inorganic framework and enhanced electron–
phonon interactions, Fig. 9. Variation of NAC explained the
lifetime differences in these systems.

Electrostatic charge screening influences the behavior of
photogenerated charge carrier in 2D layer perovskites.206,207

Yin et al.208 carried out a joint experimental and theoretical
investigations of the charge screening effect in 2D perovskites
by combining ultrafast transient reflectance spectroscopy and
time-domain NA-MD simulations, and demonstrated that the
dielectric constant of the long chain spacer cations play an
important role in regulating the electron cooling rate. They
found that (EA)2PbI4 (EA = HOC2H4NH3

+) with a high dielec-
tric constant organic spacer exhibits slower electron cooling
compared to (AP)2PbI4 (AP = HOC3H6NH3

+) and (PEA)2PbI4
with low dielectric constants. The larger dielectric constant of
the spacer cations better screened Coulomb interactions
between electrons and holes, leading to a smaller NAC and a
slower nonradiative intraband carrier relaxation, Fig. 10. The
simulations results agreed well with the experimental charac-
terizations. These simulations shed light on the importance of
spacer cation engineering for further optimization of 2D
layered perovskite optoelectronic devices.

Fig. 9 (a) The excited state population in (BA)2PbI4, (PEA)2PbI4, and (3AMP)PbI4. (b) Probability distribution of absolute instantaneous NAC with
magnitude larger than 1.5 meV. (c) VBM and (d) CBM charge densities for the (BA)2PbI4 configuration with the highest NAC. (e) VBM and (f ) CBM
charge densities for the (3AMP)PbI4 configuration with the highest NAC. Reproduced from ref. 204 with permission from Royal Society of Chemistry,
copyright 2020. Averaged absolute NAC in (g) [BA(a)–MA(f)] and (h) [BA(f )–MA(a)]. The negative and positive indices on the axes denote orbitals in
the valence and conduction bands. (i) (BA)2(MA)Pb2I7 structure illustrating the Pb1–I1 and Pb1–I2 bonds used to trace the structural fluctuations in
the [Pb2I7]

3− framework. ( j) Trajectories showing the Pb1–I2 bond length (r2) as a function of the Pb1–I1 bond length (r1). The solid circles in red, blue,
and green refer to the mean values of r2 and r1 for the BA(a)–MA(a), BA(a)–MA(f), and BA(f)–MA(a) simulations, respectively. Reproduced from ref.
205 with permission from American Chemical Society, copyright 2019.

Fig. 10 (a–c) Hot electron relaxation and electron–hole recombination
after a high-energy excitation, (d–f ) averaged absolute NAC (in meV),
and (g–i) hot electron relaxation dynamics in (PEA)2PbI4, (AP)2PbI4, and
(EA)2PbI4. Reproduced from ref. 208 with permission from American
Chemical Society, copyright 2019.
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Jankowska and Prezhdo11 investigated the influence of local
electric order on the nonradiative electron–hole recombination
in a ferroelectric lead halide perovskite using NA-MD simu-
lations. The simulation focused on (BA)2PbCl4 with a room-
temperature stable ferroelectric phase, in which all polar C–N
bonds were fully aligned. The considered structures also
included the anti-ferro form with zero net electric dipole
moment, and a mixed form of aligned and anti-aligned C–N
bond pairs. The results demonstrated that electron–hole
recombination was slower in the ferroelectric phase than the
paraelectric phase. The band gaps and electronic properties
were similar for all configurations; however, the NAC strengths
were different due to charge separation induced by the cation
ordering. In particular, the ferroelectric phase generally exhibi-
ted weaker NAC and larger band gap, Fig. 11, both factors
favoring slower nonradiative carrier recombination. Fewer
high-frequency phonon modes coupled to charges in the ferro-
electric system, due to collective motions in the ordered phase,
further rationalizing the reduced NAC. The simulations high-
lighted the important role of electric ordering in the charge
carrier dynamics of MHPs. Even if the electric order is present
only locally, and no thermodynamically stable electric phases
are formed, still it can have a strong influence on the charge
properties.

Long and Prezhdo209 investigated layer-dependence of non-
radiative electron–hole recombination in RP-phase 2D perovs-
kites using NA-MD. Focusing on (BA)2(MA)n−1PbnI3n+1 with n = 1
and 3, they showed that the trilayer (BA)2(MA)2Pb3I10 system
had a smaller band gap owing to the weaker quantum confine-
ment effect, compared to monolayer (BA)2PbI4. The small MA
cations in the trilayer system rotated more freely than the
larger BA cations between the layers, leading to distortion of
the Pb–I inorganic lattice and larger NAC. The smaller band

gap and enhanced NAC should, in principle, accelerate charge
recombination. However, the nonradiative relaxation in the tri-
layer system involved more high frequency modes due to the
participation of lighter MA cations. This resulted in rapid loss
of quantum coherence due to enhanced elastic electron–
phonon scattering. The coherence loss suppressed charge
recombination, extending the excited state lifetimes, Fig. 11, in
agreement with the experiments. Another work of Long and
coworkers210 also found a similar effect of quantum coherence
by focusing on the 2D MA3Bi2I9 perovskite interfaced with the
3D MAPbI3 perovskite. These findings emphasized the positive
influence of rapid loss of quantum coherence on charge
carrier lifetimes in perovskite solar cells and related opto-
electronic devices.

Experiments211,212 highlighted the importance of edge
states in accelerating exciton dissociation and recombination
of 2D perovskites. Long and Prezhdo213 carried out NA-MD
simulations of the RP-phase (BA)2(MA)n−1PbnI3n+1 2D perovs-
kite with and without edges. Their results showed that charges
get localized at perovskite edges. In particular, holes exhibit
stronger localization than electrons because iodine and Pb
atoms exhibit different chemistries. The undercoordinated
non-metal iodine atoms at perovskite edges create localized
states near the VBM capable of supporting holes. In compari-
son, metal Pb atoms are much more flexible to heal defects
associated with unsaturated bonds, and therefore, chemically
unsaturated Pb atoms confine electrons to a lesser extent. This
is true for many nanoscale materials.214 It is worth noticing
that localization of charges occurs not only at edges but also in
bulk regions of 2D perovskites. The reason is that thermal
atomic fluctuations induce distortion of the Pb–I lattice,
leading to charge separation into different regions, as evi-
denced by the VBM and CBM charge density plots, Fig. 11.

Fig. 11 (a) Correlation of band gap (BG) versus NAC for ferro, anti-ferro, and mixed (BA)2PbCl4. Reproduced from ref. 11 with permission from
American Chemical Society, copyright 2017. (b and c) Pure-dephasing functions and electron–hole recombination dynamics for bulk, edge, and
edge* in (BA)2PbI4. Edge represents the HOMO–LUMO transition, while edge* is associated with the (HOMO−1)–(LUMO+1) transition, excluding
HOMO and LUMO, which are the edge states. Reproduced from ref. 213 with permission from American Chemical Society, copyright 2019. (d)
HOMO and LUMO charge densities for (BA)2PbI4 and (BA)2(MA)2Pb3I10. Reproduced from ref. 209 with permission from American Chemical Society,
copyright 2018.
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This mechanism is different from polaron formation. The
localization of charges at the edges is preserved under thermal
fluctuations. The nonradiative recombination of electron and
hole localized at edges takes a long time, because the well-sep-
arated charges lead to a small NAC and a rapid loss of
quantum coherence between them. Another work of Long and
coworkers215 investigated the role of edge states on exciton dis-
sociation and recombination in MAPbI3 bulk. Their study
showed that edge states get localized due to breaking of lattice
symmetry, decreasing the NAC and slowing down the charge
recombination. These findings uncovered the important roles
played by edges in MHPs and their dependence on edge chem-
istry and termination.

6 Hot carrier fluorescence and
cooling

In photovoltaic cells, absorption of a photon with energy larger
than the fundamental band gap produces “hot” carriers, which
then relax to the VBM or CBM by exchanging energy with
phonons. Harvesting hot carriers provides a promising route for
increasing device efficiencies, since theoretically, efficiencies
can be increased by 10% and more, compared to cold carrier
utilization. One can use the extra energy stored in hot carriers
to generate more carriers or extract hot carriers at contacts
before their extra energy is converted to into heat, and the car-
riers are trapped or recombine. A reduced hot carrier cooling
rate in solar absorbers is desirable for realizing efficient device
operation. However, the carrier thermalization process in MHPs
typically occur on a timescale of a few hundred femtoseconds,
according to the ultrafast time-resolved spectroscopy
characterization.216,217 The sub-picosecond cooling times for
hot carriers makes extracting them extremely challenging.
Finding ways to slow down the carrier thermalization process
can be important in further development of PSCs. Considerable
experimental and theoretical efforts focus on this topic. Using
first principle calculations, Kawai et al.218 demonstrated that
the sub-picosecond carrier cooling proceeds mainly through
coupling to vibrations of the inorganic lattice. They also ration-
alized the slow hole cooling, reported experimentally from time-
resolved spectroscopy measurements, to the narrow density of
states in the spectral region of 0.6 eV above the VB top, which
reduces the number of relaxation paths for the cooling.218 By
measuring the carrier cooling rate of MAPbI3 as a function of
excitation energy density, Yang et al.219 demonstrated the exist-
ence of a phonon bottleneck effect, which causes a marked
slowdown of carrier cooling at higher excitation densities. The
same phenomena were also reported by other groups.220,221 The
slow cooling process can be explained in terms of the sup-
pressed intraband transition rate close to band edges, and
through other mechanisms, i.e., formation of polarons,9

phonon up-conversion,222 dielectric screening,223 quantum con-
finement,221 low elastic stiffness of the lattice,224 and Auger
heating.225 Utilizing ultrafast “pump–push–probe” spectroscopy
on MHP nanocrystal films, Bakulin and coworkers226 found

that the addition of cold carriers to the sample increases the
carrier cooling rate, competing with the phonon bottleneck.
Fundamental understanding of the charge carrier cooling and
correlating these processes with perovskite structures will guide
the design of efficient PSC devices.

Hot carrier cooling in MHPs can be tuned by compositional
engineering. Madjet et al.227 carried out a time-domain
ab initio investigation of carrier cooling dynamics in MAPbI3
with and without Cl doping using NA-MD simulations. They
identified the timescales of carrier cooling at different excess
energies and phonon modes involved. They found that, for
pristine MAPbI3, electron and hole cooling proceeds within
∼700 fs, agreeing well with experiments. Hole relaxation was
faster than electron relaxation, and Cl doping increased the
difference, Fig. 12. This is because the VB supporting holes is
denser than the CB supporting electrons. Denser electronic
states lead to smaller energy level spacing, and NAC is inver-
sely proportional to the level spacing. The reported correlation
between the carrier cooling rate and density of states is consist-
ent with the observation by Kawai et al.218 Importantly, Cl
doping extended both electron and hole cooling time. This is
because the disorder created by the dopants induced moderate
localization of wavefunctions in the conduction and valence
bands, and the NACs between states inside both VB and CB
were reduced. The authors showed further that the carrier
intraband relaxation coupled strongly to the low-frequency
modes associated with motions of I and Pb atoms. High-fre-
quency modes related to the vibrational motion of MA also
contributed to the carrier cooling, in contrast to the non-
radiative relaxation across the band gap that nearly exclusively
involves low-frequency phonons. The simulations showed that
mixing halogen atoms in the perovskite materials is an
efficient means to suppress the hot carrier cooling process to
maximize extraction of hot carriers for realizing high-perform-
ing PSC devices.

Similar to the halogen anion doping, cation mixing is also a
practical and successful means for regulating carrier cooling
rates. Madjet et al.228 investigated intraband carrier relaxation
in MHPs with three different cations, FAPbI3, MAPbI3, and
CsPbI3, using NA-MD. The simulated carrier intraband relax-
ation times for each system agreed with experiments conducted
at low excitation pump fluences. The carrier cooling process was
mediated by the vibrational motions of I and Pb atoms.
Interestingly, the hot carrier cooling dynamics were cation
dependent. Longer carrier thermalization time was obtained for
CsPbI3 compared to the organic cations (MA and FA) based per-
ovskites. The bulk modulus of FAPbI3 and MAPbI3 is smaller,
and hence they are softer than CsPbI3. Larger size FA and MA
are more likely to interact with the inorganic lattice, leading to
deformation of the [PbI6]

4− inorganic octahedra, while this
effect was insignificant in CsPbI3. Interaction of the organic
cations and the inorganic lattice alter the NAC and phonon
modes participating in the nonradiative carrier relaxation. For
MAPbI3 and FAPbI3, strong coupling of organic cation libration
and torsion modes to low-frequency modes associated with Pb
and I facilitated nonradiative carrier relaxation. This was further
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confirmed by considerable slowing of hot carrier cooling when
the organic cations were artificially frozen, Fig. 11. Moreover,
contribution of Cs to the VB and CB was negligible, while FA
contribution was much more pronounced, as shown by the
joint experimental and theoretical investigations.16 The
increased density of states in the presence of organic cations
decrease the energy level spacing, and hence, increase the NAC.
As a result, MAPbI3 and FAPbI3 showed faster carrier cooling
than CsPbI3, Fig. 12.

Intrinsic point defects can influence not only nonradiative
electron–hole recombination but also hot carrier cooling. Lin-
Wang Wang and coworkers230 studied the influence of the
interstitial I2 defect on the carrier cooling process in MAPbI3
using NA-MD simulation with a density matrix formalism.
Their results show that incorporation of interstitial I2 produces
linear I4 moieties within the inorganic cage. The interstitial I2
could also form additional bonds with nearby Pb atoms from
[PbI6]

4− octahedra. Such structural changes distort the Pb–I
lattice, modulating the electronic properties and excited state
dynamics of MHPs, Fig. 13. For example, the interstitial I2
system shows reduced DOS in the region near the CBM. In
addition, the charge density of the CBM mainly localizes at the
formed I4-species in the defective system, whereas Pb-p orbi-
tals dominate the CBM in pristine MAPbI3. In contrast, the VB
shows almost no changes after incorporation of the interstitial
I2 defect. NA-MD simulations demonstrated that the intersti-
tial I2 system exhibited a significantly prolonged electron
cooling time and a modestly increased hole cooling time, as
compared to pristine MAPbI3. This can be rationalized by the
following points. First, interstitial I2 increases the contribution
of I-p orbitals to the CBM, inducing changes of wave functions
distribution. Second, the interstitial I2 defect localizes the CB
charge densities on the I4 moiety, decreases the overlap
between CB states, and correspondingly weakens the NAC.

This work provided valuable insights into the long-lived hot
electrons in PSCs achieved by the interstitial I2 defect.

Experiments uncovered high-energy fluorescence in a
hybrid organic–inorganic perovskite, corresponding to long-
lived hot charge carriers.231 However, the same phenomenon
was absent in an all-inorganic perovskite. Long and Prezhdo232

rationalized the hot fluorescence in MAPbBr3 using NA-MD.
Their results suggested that reorientational motions of dipolar
MA molecules influence the emission energy and carrier life-
time. Particularly, MAPbBr3 exhibits higher and lower band
gap structures depending on MA orientations. The higher
band gap structures have aligned MA cations characteristic of
large “pancake” polarons, whereas the lower band gap struc-
tures arise from small polarons. Electron and hole wavefunc-
tions of large polarons in the higher band gap structures are
delocalized, leading to larger NAC and faster nonradiative
charge recombination responsible for fluorescence decay. In
comparison, electron and hole wavefunctions associated with
small polarons produced lower band gap structures. Because
small electron and hole polarons are strongly localized,
Fig. 13a, the NAC between them is small, and the charge
recombination is long. These results explained the shorter,
several hundred picoseconds lifetime of hot fluorescence with
respect to the nanosecond decay of the lower energy fluo-
rescence. The simulation demonstrated that reorientation of
the organic cations can lead to formation of different types of
polarons, which explained long-lived hot fluorescence in
organic–inorganic hybrid perovskites. In general, different
types of structures in MHPs associated with defects, halide
rich and poor phases, local electric order, etc. can act as
different chromophores exhibiting emission at different ener-
gies and with different lifetimes.

Semiconductor quantum dots (QDs) represent a class of
quasi-zero-dimensional materials whose size is smaller than

Fig. 12 Visualization of the averaged absolute NAC (in meV) between states in the space of KS orbital indices for (a) MAPbI3 and (b) Cl-doped
MAPbI3. Reproduced from ref. 227 with permission from Royal Society of Chemistry, copyright 2016. 2D map representing (c) electron and (d) hole
relaxation dynamics. Average absolute NAC (in meV) for MAPbI3 when the MA molecules are free to move (e) and when they are frozen (f ).
Reproduced from ref. 228 with permission from American Chemical Society, copyright 2017. Cooling time of hot electrons (g) and hot holes (h) as a
function of excess energies in CsPbI3 (solid circles), FAPbI3 (blue squares), and MAPbI3 (red triangles). Reproduced from ref. 229 with permission
from American Chemical Society, copyright 2018.
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the corresponding Bohr excitonic radius, exhibiting properties
different from 3D bulk semiconductors. Confinement of
charges in QDs generate atom-like quantized spectral signals,
and this effect strongly depends on QDs size. Generally, smaller
size QDs have larger level spacing, which could suppress carrier
thermalization due to the phonon bottleneck effect. Some
experimental works suggested the existence of a hot phonon
bottleneck in both hybrid organic–inorganic and all-inorganic
perovskite QD.219,233,234 By combining photoluminescence and
absorption spectroscopies with time-domain NA-MD simu-
lations, Infante and coworkers32 investigated the charge-carrier
cooling process in CsPbBr3 QDs over a broad range of sizes
from 0.8 to 12 nm, covering the strong to weak quantum con-
finement regime. Their findings demonstrated absence of the
phonon bottleneck effect in CsPbBr3 QDs. This is supported by
the NA-MD data showing that the carrier cooling rate decreases
only weakly with decreasing size of the CsPbBr3 QDs, Fig. 13d,
unlike the remarkedly long hot carrier lifetimes observed in
other semiconductor QDs of small size, i.e., CdSe, due to the
phonon bottleneck effect. Surprisingly, the cooling rate of elec-
trons situated within 0.1 eV above the CBM was significantly
decreased, by more than an order of magnitude. The authors
rationalized this fact from the viewpoint of phonon-mediated
fluctuations of the electronic structure. Electronic energy fluctu-
ations assisted by phonons cause frequent state crossings near
the CBM, see Fig. 13, producing persistent energetic electrons
by the re-excitation process. Interestingly, the phonons available
for driving energy fluctuations, and for coupling with charges,
are strongly size dependent. Their theoretical studies agree well
with experimental observations.

Multiple exciton generation (MEG) enables generation of
multiple electron–hole pairs from a single photon excitation of

a semiconductor QD by utilizing photons with energies
exceeding the band gap. MEG presents another strategy to
maximize solar cell efficiency. Kilin and coworkers235 investi-
gated the MEG dynamics in MAPbI3 QDs using a NA-MD meth-
odology in the many-body perturbation theory framework.
They identified the timescales of various charge relaxation
pathways including MEG, carrier cooling, and radiative and
nonradiative electron–hole recombination in MAPbI3 QDs.
Their simulations showed that MEG is the fastest process,
occurring on a femtosecond timescale, compared to the pico-
second carrier cooling and nanosecond radiative/nonradiative
carrier recombination. MEG was demonstrated to be the domi-
nant pathway of carrier dynamics at early times. In addition,
the MEG rate was found dependent on the excitation energy.
The energy threshold required to generate any type of MEG
process in the MAPbI3 QD is twice the QD band gap, Fig. 13.

The above-mentioned studies ignored relativistic effects
which are expected to be prominent in systems containing
heavy elements. Consideration of such effects requires explicit
incorporation of SOC into calculations. It has been reported in
the literature that SOC notably influences the electronic pro-
perties of MHPs. However, influence of SOC on nonradiative
carrier relaxation remains largely unexplored. Li, Prezhdo, and
Akimov236 compared the electron and hole intraband relax-
ation in MAPbI3 with and without SOC. For this purpose, they
developed a spinor formulation of NAC to account for the SOC
effect in the NA-MD algorithm. They showed that SOC reduced
the band gap by nearly ∼1 eV. Moreover, SOC changes the
wavefunction characteristics, enhancing the contribution of px
and py orbitals of Pb atoms to the CB and VB. NAC is signifi-
cantly increased in the presence of SOC, Fig. 13g and h. As a
result, electron and hole cooling rates are increased, producing

Fig. 13 (a) HOMO and LUMO charge densities in MAPbBr3 of higher band gap (top) and lower band gap (bottom) structures. (b) Excited state popu-
lation for MAPbBr3 in the higher and lower band gap structures. Reproduced from ref. 232 with permission from American Chemical Society, copy-
right 2017. (c) Electron or hole is placed at 0.5 eV away from the respective band edge initially to simulate charge carrier cooling dynamics. (d)
Simulated electron and hole cooling times, along with the experimental time constants. Reproduced from ref. 32 with permission from American
Chemical Society, copyright 2020. (e) Atomistic model of a MAPbI3 QD. (f ) MEG and recombination rates as functions of the ratio of the initial exci-
tation energy to the band gap. Reproduced from ref. 235 with permission from American Chemical Society, copyright 2017. (g and h) Ensemble aver-
aged absolute NAC in MAPbI3 with and without SOC. Reproduced from ref. 236 with permission from American Chemical Society, copyright 2018.
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time scales in agreement with experiments. Relaxation of elec-
trons and holes takes place by coupling to low-frequency
vibrational modes associated with deformations of [PbI6]

4−

octahedra. Using NA-MD simulation based on the two-com-
ponents spinor, Cui and coworkers237 also reported the accel-
eration by SOC focusing on interfacial electron transfer in a
C60 derivative (C60-Py)/MAPbI3 heterojunction. These findings
demonstrated that SOC is important for correct and accurate
assessment of the optoelectronic properties and charge carrier
dynamics in materials containing heavy elements.

Akimov and coworkers238 investigated the nonradiative
carrier cooling process in cubic and tetragonal phase CsPbI3
using a many-body NA-MD method. They found that the
many-body description accelerated electron and hole intra-
band relaxation by a factor of 2.6 with respect to the single-par-
ticle description of the electronic excited states, bringing the
timescale in better agreement with experiments. Stronger NAC
between excited states under the many-body treatment is the
dominant reason for the acceleration. They further demon-
strated that the NAC is correlated with the degree of configura-
tional mixing, as determined by the crystal symmetry. The
cubic phase of CsPbI3, with a higher spatial symmetry, exhibits
stronger mixing of excited Slater determinants than the tetra-
gonal phase, and subsequently results in a faster nonradiative
dynamics. Similar correlation between geometric symmetry
and NAC strength was observed in the work of Tretiak and
Fernandez-Alberti.239 Overall, incorporation of many-body
effects in NA-MD simulation is important for accurate descrip-
tion of quantum dynamics.

7 Outlook

In this review, we have summarized the recent theoretical efforts
aimed at modeling the photo-induced carrier dynamics in PSCs
at the atomistic level, using advanced NA-MD methodologies in
the framework of the TD-DFT formalism. Combination of
TD-DFT and NA-MD allows one to study the competitive kinetics
and nonequilibrium processes that determine the functionality
and efficiency of solar cell devices on the time scales of elec-
tronic and atomic motions. By explicitly treating the elastic and
inelastic electron-vibrational interactions and charge–charge
scattering in the simulations, the mechanisms of charge carrier
trapping and relaxation, charge and energy transfer, and inter-
facial charge separation and recombination in PSCs can be
established. The timescales of these processes are identified
and assigned with experiments. A thorough understanding of
how various realistic factors govern each dynamical channel pro-
vides useful guidelines for improving the performance of
devices relevant for solar energy conversion and optoelectronics.
Below we highlight some directions for future studies.

7.1 Novel NA-MD algorithms should be developed to model
excited state dynamics on long timescales

Currently, the computational expense of NA-MD simulations
grows with system size and simulation time. In the quantum-

classical framework, the input into ab initio NA-MD simu-
lations includes nuclear forces and NACs, as provided by on-
the-fly electronic structure calculations. NACs require evalu-
ation of time-derivatives of wavefunctions, or derivatives of
wavefunctions or Hamiltonian with respect to nuclear coordi-
nates. Typically, the electronic structure calculations constitute
the most time-consuming part of the problem, and the CPA/
NBRA provides great computational savings. Propagation of
EOM, eqn (5), can be time-consuming if processes involving
many particles are involved, for example, Auger assisted
charge trapping and recombination, and multiple exciton
generation and recombination. In such case, the basis set
used in eqn (5) can comprise hundreds of thousands of states,
and sparse matrix techniques can be used to make the calcu-
lations more efficient.240,241 More complex systems and pro-
cesses increase the computational expense further. For
example, large supercells should be adopted to model
defects.242 With periodic boundary conditions, the repeat unit
should be sufficiently large to represent the host material and
minimize periodic interactions between repeating defects.
Simulations of large polarons require very large simulation
cells as well, from few to tens of nanometers, which is beyond
the reach of ab initio calculations. Fortunately, techniques for
affordable NA-MD simulations in large-scale systems are under
active development. To name a few, Lin-Wang Wang and co-
workers243 developed a large-scale ab initio derived tight-
binding model to directly simulate large polarons and their
dynamics. Accelerated MD techniques, such as extended
Lagrangian dynamics and force field simulations, can generate
sufficiently long nuclear trajectories for NAC calculation and
subsequent NA-MD.244–247 Semiempirical approaches, i.e., the
extended Hückel theory (EHT),244,245,248,249 semi-empirical
wavefunction methods,81 and DFTB+250–253 notably accelerate
the electronic structure calculations, compared to ab initio
DFT, and have been adopted for semiclassical NA-MD simu-
lations of systems comprised of 1000 atoms or more, with
promising results achieved. Larger systems can be studied
with fragment-based techniques, such as the divide-and-
conquer (DC) or fragment molecular orbital (FMO) methods
developed by the groups of Nakai,254 Akimov,251 Kitaura,255

Blumberger,256 and Prezhdo,257 through interfacing with
different quantum chemistry codes. Smith and Akimov258

applied the Landau–Zener (LZ) type formulas within the NBRA
framework of NA-MD as an alternative to FSSH/NAMD. In the
LZ-NAMD method, time-derivative wavefunctions and inte-
gration of TD-SE are not needed, and only electronic state ener-
gies are required, providing significant computational savings
in NA-MD simulations of large systems. By sampling the vibro-
nic Hamiltonian [Hii − iħdij] from short time ab initio trajec-
tories, obtaining fluctuation frequencies and amplitudes of
Hamiltonian elements, and extending the Hamiltonian to
arbitrary time, Akimov259 proposed the quasi-stochastic
Hamiltonian (QSH) algorithm for longer dynamics.
Alternatively, the vibronic Hamiltonian can be iterated mul-
tiple times to extend the simulations into nanoseconds, con-
sidering that nuclear contributions to the quantum dynamics
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are dominated by thermal fluctuations that occur on pico-
second timescales.103,110 Machine learning (ML) is a promising
strategy to accelerate NA-MD simulations by predicting the
excited state properties for longer timescales based on cost-
effective training sets, without involving underlying quantum
mechanics calculations.130,249–266 The overall idea of QSH/
NA-MD is qualitatively similar to the ML/NA-MD simulation.
So far, works on ML/NA-MD have focused primarily on mole-
cular systems. Applications of ML/NA-MD to condensed matter
systems, such as MHPs discussed herein, are of particular
interest.267

7.2 Accuracy of NA-MD simulations depend on the electronic
structure method

NA-MD simulation requires state energies and NACs as input.
Low-cost bare DFT functionals, such as GGA/PBE, are unable to
provide accurate band gap values for most semiconductors due
to the self-interaction error.268 Hybrid DFT functionals, i.e.,
HSE06,269 could partially correct the self-interaction error of
GGA, and have been used to obtain accurate band gaps of semi-
conductors. More rigorous approaches for band gap predictions
include quasi-particle GW calculations,270 or the wavefunction-
based quantum Monte Carlo approaches,271 both incurring sig-
nificant computational expenses. The high-level ab initio mul-
tiple spawning (AIMS) method, which explicitly includes
nuclear wavefunctions using a Gaussian basis, was adopted for
NA-MD simulation of nonradiative recombination in a tiny per-
ovskite QD, as performed by Levine and coworkers.272 The influ-
ence of SOC on the electronic properties of systems with heavy
elements, such as Pb or Br/I for MHPs, is strong.33,273,274 SOC
reduces the band gap of Pb based MHPs by nearly 1 eV. GGA
calculations can provide band gaps that match experiments due
to a fortuitous cancellation of the self-interaction error and
neglect of SOC. It has been demonstrated that SOC can modify
the bonding properties of perovskite materials without signifi-
cant changes to the lattice structure,33,275 as has been over-
looked in most first-principle calculations. In addition to the
structure modification and band gap reduction, SOC influences
wavefunction properties, and should be included during NAC
calculations for accurate NA-MD simulations.236,272 The HSE06
functional, or the GW theory, can be used to correct the band
gap if SOC is included. SOC, HSE06, and GW notably increase
the computational cost, making them harder to apply with
ab initio NA-MD. Different exchange–correlation functionals
produce difference KS wavefunctions. PBE can significantly
overestimate NAC compared to hybrid functionals, owing to
erroneous delocalization of wavefunctions.276,277 Overestimated
by pure DFT functionals, NAC can be corrected by multipli-
cation with a scaling factor obtained as the ratio of energy gaps
computed using pure and hybrid functionals in a single point
electronic structure calculation.276 The DFT+U and DFT+U+V
approaches are often used to correct band gap energies and
wavefunction delocalization predicted by GGA or LDA.278 A
detailed comparison of nonradiative dynamics obtained with
different exchange–correlation functionals and other levels of
electronic structure theory is worthy of future investigations.

7.3 New theoretical frameworks and tools are required to
model more complex physical processes and novel phenomena

Auger-type processes involving charge–charge scattering
remain a relatively unexplored research area for NA-MD simu-
lation. Examples include Auger-assisted charge separation,
trapping and recombination, MEG and recombination, singlet
fission, trion dynamics and higher order charge scattering pro-
cesses. Auger processes are efficient in quantum confined
nanoscale systems due to enhanced Coulomb interactions and
larger densities of states. Experiments show that Auger recom-
bination can be a dominant energy loss mechanism at high
carrier concentrations in MHPs, causing efficiency drop.279–282

Fundamental understanding of Auger processes from the ato-
mistic viewpoint and development of strategies to reduce
Auger recombination are important for further advances in
PSCs. The progress relies on development of accurate and
efficient computational methodologies. At present, Auger pro-
cesses are primarily modelled time-independent phenomeno-
logical and pseudopotential methods, such as those developed
and applied for calculation of Auger rates in III–V semi-
conductors by the van de Walle group.283,284 However, various
competing processes, including forward and inverse pure and
phonon-assisted Auger processes, nonradiative charge-phonon
trapping and relaxation, and radiative decay should be con-
sidered simultaneously, since they occur in parallel.285 In
addition, one might consider explicitly how realistic factors,
such as dopants, defects and composition, influence Auger
processes in PSCs. Time-domain ab initio simulation that
closely mimics time-resolved experiments is the method of
choice for such purposes. NA-MD implementations on top of
the delta self-consistent field (ΔSCF) calculations, to explicitly
include Coulomb, exchange, and correlation contributions,
can provide a solution.286 Kilin and coworkers235 investigated
the MEG dynamics in perovskite QDs by combining NA-MD
and many-body perturbation theory. Auger-type quantum
dynamics were investigated by Hyeon-Deuk et al.240,241 at the
atomistic level using single-particle models, in which inter-
mediate high-energy states were considered, and many-particle
Auger transitions were decomposed into multiple single-par-
ticle transitions. The method was used to demonstrate an
Auger-assisted electron transfer process.287,288 Wang et al.51,289

introduced the GFSH method to allow NA transitions involving
multiple particles. The physics of Auger processes resides in
carrier–carrier interactions, and therefore, such interactions
should be included explicitly into NA-MD simulations, as done
efficiently by Zhou et al.290 Recently, excitonic effects were
introduced into NA-MD simulation, with NAC calculated using
both single particle and many-body bases, as achieved in the
Libra platform interfaced with CP2K, developed by Akimov
and coworkers,31,238 and by the Zhao group in the Hefei-
NAMD code.291 Time-domain ab initio simulations of Auger
processes involve huge numbers of states, significantly increas-
ing computation demands.

Rapid development of quantum dynamics and ab initio
approaches pave the way for further simulation advances in
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this field. Methodological developments and realistic appli-
cations provide fundamental insights into the charge carrier
dynamics of perovskites and other materials, further boosting
the research and optimization of PSCs and optoelectronic
devices.
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