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Sewer sediments are among the main concerns related to urban drainage system management as they

represent the largest contribution of suspended solid loads during rainfall events due to their resuspension.

This study presents a novel methodology to detect and assess bed deposits in urban drainage systems

based on temperature monitoring by using well-known thermodynamics and sediment properties. To

illustrate the heat transfer processes in a liquid–sediment system and their relation to accumulation, a lab-

scale experimental campaign was performed using sewer sediments and simulating water temperature

gradients in sewers. Wastewater temperatures showed a marked daily pattern, while the presence of

sediment dampened dynamics. Sediment thickness could therefore be estimated from the time evolution

of the temperature differences measured between the bottom of the sediment bed and the water phase.

Likewise, experimental data were used to calibrate a 1D heat transfer model, from which several sediment

accumulation scenarios were simulated by using real wastewater temperature series. Thus, the influence of

sediment properties on accumulation processes was assessed, and the range of potentially measurable

sediments within an optimal range of [5–20] cm was identified. As a conclusion, temperature

measurements and heat transfer model analysis can be used to approximate and monitor the sediments

deposited in urban drainage systems. Future studies will extend the method to spatially-resolved sediment

monitoring and active temperature sensing to improve sediment accumulation monitoring capabilities.

1. Introduction

Handling sediment accumulation in urban drainage systems
(UDS) is a recurrent problem faced by operators and local
administrations since it implies significant maintenance
efforts and operating costs of urban drainage assets. The
presence of sediments is associated with a loss of the
hydraulic capacity for which UDS were designed. The loss of

performance increases the risk of overflows and flooding
during rainfall events, such as combined sewer overflows
(CSO), significantly impacting from an environmental and a
socio-economic perspective, e.g., pollution in natural water
bodies and physical and material damages, respectively.1,2

Sediment sources are diverse on UDS. For instance,
sediment accumulation in sewer pipes occurs due to particles
carried by domestic and industrial wastewater that settle
mainly because of low flow velocities during dry weather flow
(DWF) periods.3 Sewer sediment accumulation shows long-
term dynamics with accumulation rates ranging from 0.8 to
6.2 mm per day.4 Conversely, sewer sediments may erode
under wet weather flow (WWF) conditions due to increased
flow, such as during rainfall events. Sediment erosion occurs
on smaller time periods compared to accumulation
processes, resulting in resuspension and entrainment of
pollutants that can lead to overloads at wastewater treatment
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Water impact

An innovative technique based on temperature measurements promises to better understand and manage sediments in urban drainage systems. We
present a methodology to measure sewer sediment accumulation, including lab-scale experiments and the assessment of data-driven and physically-based
models. This methodology has the potential to develop sediment clean-up strategies and more reliable particle transport models.

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 3

1 
m

ar
ec

 2
02

3.
 D

ow
nl

oa
de

d 
on

 2
4.

 0
6.

 2
02

5 
04

:2
7:

26
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue

http://crossmark.crossref.org/dialog/?doi=10.1039/d2ew00820c&domain=pdf&date_stamp=2023-11-17
http://orcid.org/0000-0002-4933-8550
http://orcid.org/0000-0003-2002-0618
http://orcid.org/0000-0003-1897-0884
http://orcid.org/0000-0002-5205-4057
http://orcid.org/0000-0003-4227-2429
https://doi.org/10.1039/d2ew00820c
https://doi.org/10.1039/d2ew00820c
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2ew00820c
https://rsc.66557.net/en/journals/journal/EW
https://rsc.66557.net/en/journals/journal/EW?issueid=EW009012


Environ. Sci.: Water Res. Technol., 2023, 9, 3200–3212 | 3201This journal is © The Royal Society of Chemistry 2023

plants (WWTP) and combined sewer overflow impacts into
aquatic media.5 Another well-known example is the presence
of sediments in gully pots, whose main sources are particles
settling from surface runoff and wash-off.6 Gully pots often
operate as small sediment traps preventing particles from
entering the drainage pipe system. Under those conditions,
sediment bed deposits increase depending on the particle
loads during surface wash-off processes, leading to the
implementation of cleaning and maintenance strategies.

Most UDS operators rely on previous experiences to clean
and maintain these systems regarding sediment
accumulation. However, there is no comprehensive
understanding to determine the optimal period to perform
these tasks due to the lack of measurements on sediment
deposits. Some devices allow the presence of accumulated
sediments in UDS to be measured or, at least, revealed, but
their main disadvantage is the need for performing on-site
manual measurements. For instance, sediment bed deposits
in sewers and gully-pots can be measured by using graduated
metal rods,7,8 acoustic profilers,9 or computer vision
techniques.10,11 Nevertheless, monitoring continuously
sediment accumulation is still limited by both their confined
space and the lack of remote data transmission because of
the feeble signal coverage in underground infrastructures.12

This study aims to estimate sediment accumulation by
both monitoring temperatures and using thermodynamic
models. Temperature measurements have been used to
characterize sediments, i.e., to estimate accumulation
processes and thermal properties, mainly in rivers and
groundwater applications. At a laboratory scale, the analysis
of temperature time series was used to develop
methodologies based on active sensors, which introduced
heat pulses, to determine the thermal properties of soils as
well as their moisture content.13–15 Field studies were focused
on monitoring passive temperature in water and soil to both
detect sediment accumulation and erosion processes and
estimate groundwater fluxes in river streambeds.16–18 To
perform these determinations, the 1D heat transfer equation
was simplified as the boundary conditions involve sinusoidal
temperature series, such as temperature daily patterns in
rivers.19 These studies focused on the fact that the thermal
properties of the sediment deposited between two
temperature sensors are related to the differences in the
amplitudes and phase shifts between their signals.

There are also extensive examples of the application of
process-based heat transfer techniques in UDS. For instance,
temperature sensors were coupled inside sewer pipes to
estimate and monitor flow rates by applying the dynamic
time warping (DTW) technique.20 In addition, there are
models, such as SWMM-HEAT, that allow the spatial and
temporal evolution of heat transfer processes within a
pipeline network to be simulated, e.g., to predict efficiently
water-energy dynamics.21 Nevertheless, according to the
authors' knowledge, few studies have used temperature-based
sensors to estimate sediment accumulation in UDS. Van
Hoestenberghe et al. (2016) monitored temperature

oscillations by using a fibre optic distributed temperature
sensing (FO-DTS) device on vertical poles installed in a
sediment trap to estimate sediment accumulation and
scouring.22 However, no method analyzes the relationship
between in-sewer sediment thickness and heat transfer
processes.

This study proposes a new methodology to measure
sediment deposits in UDS with both passive temperature
measurements and heat transfer model analysis by detecting
the dampening of temperature dynamics. Specifically, this
study focuses on measuring sediment accumulations in
sewers by analysing the differences between daily
temperature patterns in wastewater (liquid medium) and at
the bottom of the pipe, where sediments (solid medium) are
expected to accumulate. For this purpose, only the analysis of
temperature series under DWF were considered, in which we
can assume small daily differences in sediment
accumulation. Thus, the novelty of this methodology lies in,
i) adapting a research method from river streambed and
groundwater studies to UDS, ii) performing dedicated
laboratory tests to show heat transfer processes and the
relation to sediment thickness, and iii) implementing data-
driven and physically-based models to relate the dampening
in temperature oscillations to the bed deposit thickness, thus
estimating the measuring range.

Promising results were obtained in terms of sediment
thickness estimation with temperature sensors. As a
constraint, field experiments were not considered in this
study to reduce the uncertainty of external factors, such as
sensor deployment. The theory and methodology analysis are
first presented, including a detailed discussion about the
implications for real applications. Further steps will validate
this approach by both performing experimental campaigns in
real UDS and adapting this methodology.

2. Material
2.1. Lab-scale temperature measurements

A lab-scale experimental campaign was performed to show
the output information due to a variation in temperatures
within a liquid–sediment system under highly controlled
experimental conditions. Consequently, the relationship
between sediment bed deposits and the attenuation and time
lag of the temperature series in the liquid and sediment bed
is reported. The data were used to test a 1D heat transfer
model and to calibrate the parameters that describe this
process. The dataset obtained from the experimental
campaign, the detailed sensor information and calibration
and the standardized methods to determine sediment
composition are included in Anta et al. (2022).23

2.1.1. Experimental model description. Four adiabatic
boxes of 15 × 15 × 15 cm3 inner dimensions and of expanded
polystyrene (EPS) were used to design the laboratory
experiments (Fig. 1). They were respectively filled with 2, 4, 6
and 8 cm of the sediments collected from a manhole in a
local urban drainage system, as well as with an additional
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water layer of 2 cm. Two 4-wire PT100 temperature sensors
(TF44, WIKA Instruments) were put inside each box: one
sensor measured the temperature in the liquid phase (top
sensor) and the other measured the sediment layer (bottom
sensor). The bottom sensor was covered with a sediment
layer previously saturated and spread without compacting,
thus simulating settling conditions. Afterward, freshwater
was carefully poured over the sediment layer trying not to
erode the bed surface. Together with the top sensor, a coil
system (of 5 mm diameter) was placed in the water layer to
force temperature oscillations. Water temperature flowing
through the coil systems was controlled by an external water
bath, which was equipped with small hydraulic pumps
connected to the coil system of each adiabatic box.
Additional PT100 sensors were set to measure the water bath
and room temperatures. Further details of the lab-scale
temperature measurements can be found in the ESI†
document.

2.1.2. Sediment composition. A real heterogeneous
sediment sample was collected in a local manhole to perform
lab-scale experiments. Dry sample was pre-sieved to remove
large particles (particle sizes >5 mm). The composition
showed a low organic content (volatile fraction <2%) and a
non-uniform grain size distribution (geometric standard
deviation >5). The bulk density obtained was 1625 kg m−3

(±7 kg m−3), and its porosity was 40% (±0.3%), i.e., it was
within the range for poorly consolidated sediments.

2.1.3. Experimental procedures. Two different
experimental configurations were performed: pulse tests, in
which a sudden heat pulse was introduced to increase the
temperature of water layers, and cycle tests, in which a
prolonged heat-cooling cycle was forced. Absolute
temperature variations were similar in both configurations.
During the pulse tests, water layers were warmed up by 2 °C
in the first 20 minutes to simulate temperature dynamics due
to the sharp temperature oscillations that could be caused
by, e.g., pumping or stormwater inflows. On the other hand,

2 hour warm-up and subsequent forced-cooling periods were
set in the cycle tests to simulate averaged daily temperature
oscillations in real wastewater and drainage water.24

The experimental campaign and the subsequent analysis
were performed without considering the effects of the flow
hydrodynamics on the heat transfer processes. Although the
flow velocity defines the convection process at the interface
between the liquid and the sediment, its impact on the heat
transfer processes in the sediment layer is negligible
compared to the diffusion process.25 Omitting the analysis of
the convective term means a great advantage of the present
methodology as it avoids measuring the hydraulics and
reduces the setup to only temperature sensors.

2.2. Temperature dynamics in a sewer system

The analysis of temperature dynamics was focussed on sewer
systems pipes, as a particular case within UDS. For this
purpose, real temperature observations in sewer pipes were
collected from the data repository of the Urban Water
Observatory (UWO), which is openly accessible.26 DS18B20
temperature sensors (accuracy ±0.25 °C) are deployed at
UWO's sewer network to measure wastewater temperatures.
However, no information regarding sediment bed deposits or
sediment-bed temperatures were available. Note that
temperature oscillations from UWO inspired the
experimental configurations described in the previous
section.

For this study, two 10 day time series were selected from a
pipe of 0.7 m of diameter under DWF conditions. The first
time series showed a weak daily pattern with absolute
temperature oscillations which barely exceeded 1 °C (DW1,
Fig. 2a). The second time series corresponded to a period
with greater maximum daily differences (ΔT > 4 °C) than the
previous time series (DW2, Fig. 2b). Note that UWO's
wastewater temperature time series were used as a realistic
example to generate surrogate sediment-bed temperatures by
applying a 1D heat transfer model to subsequently analyze
the attenuation and time lag between both temperature
series. Indeed, the methods proposed in the following
sections for measuring sediment thickness could be adapted
as well for other spatial and seasonal features of sewers,
which would lead to different wastewater temperature daily
patterns.

3. Methods
3.1. Simplified liquid–sediment heat transfer model

3.1.1. Heat transfer processes, boundary conditions and
assumptions. Heat transfer of liquid temperatures into a
sediment layer in sewer pipes can be approached by the
partial differential equation (PDE) governing the diffusion
heat transfer process between water and saturated sediments.
Both neglecting advection and dispersion processes at the
sediment layer and considering homogeneous conditions of
the experimental setup, the 1D heat transfer PDE can be
simplified:

Fig. 1 Experimental setup.
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ρcp
∂T
∂t ¼ ∂

∂x k
∂T
∂x

� �
(1)

where T is the temperature (°C), and t and x are the time and
space dimensions, respectively. Regarding the thermal
properties of the saturated sediments, ρ is the bulk density
(kg m−3), cp is the specific heat capacity (J kg−1 °C−1), and k is
the thermal conductivity (W m−1 °C−1). Assuming that the
thermal conductivity is spatially and uniformly distributed,
the following equation is obtained:

∂T
∂t ¼ ke

∂2T
∂x2 (2)

where ke is the thermal diffusivity (m2 s−1), which can be
expressed in terms of thermal properties:

ke ¼ k
ρcp

(3)

3.1.2. Numerical solution. A Matlab subroutine was
programmed to discretize and implicitly solve eqn (2), thus
simulating sediment temperatures within the sediment layer.
Based on the lab-scale experiment characteristics, the model
included water temperature measurements as top-layer
boundary condition, as well as the input of sediment
thickness and thermal properties. Likewise, the initial
temperature of the sediment layer was selected as the initial
condition. As a result, temperatures at the bottom of the

sediment layer could be modelled and compared with the
experimental observations at the bottom sensor.

Sediment layer domains were defined with a spatial
resolution (dx) of 1 mm to simulate each box. Water
temperature oscillations were introduced as a Dirichlet-type
boundary condition in the upper side of the domain, with a
time step of 5 s. In addition, a Cauchy-type boundary
condition was used in the lower side of the domain to
describe the heat energy that might be lost through the
thickness of the boxes. This Cauchy boundary condition can
be expressed as follows:

− k dT
dx

¼ h Ts −T∞ð Þ (4)

where h is the convective heat transfer coefficient (W m−2

°C−1) that depends on the box material, Ts is the sediment
temperature at the bottom of the box (°C), and T∞ is the
temperature outside the box. Likewise, T∞ was assumed to be
equal to the room temperature since there were no
significant fluctuations.

3.1.3. Model calibration. Calibration was performed from
data of the lab-scale experiments by adjusting the variables
corresponding to the thermal properties of the saturated
sediments, i.e., the thermal diffusivity term ke (eqn (3)), and
the ratio between the convective heat transfer coefficient and
the thermal conductivity, i.e., α = h/k in eqn (4), which
describes the leakage coefficient. Reference values for
thermal properties (k = [1.52–3.72] W m−1 °C−1 and ke = [0.37–
1.21] × 106 m2 s−1) and convective heat transfer coefficient

Fig. 2 Wastewater temperature measurements under DWF conditions downloaded from the UWO repository:26 DW1 (a) and DW2 (b).
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(hEPS = 2.06 W m−2 °C−1) were obtained from Hamdhan and
Clarke (2010) and Koju (2017), respectively.27,28

These parameters (ke and α) were calibrated by
minimizing the root mean squared error (RMSE) between
temperature measurements and numerical predictions at the
bottom of the sediment layer. To avoid overfitting, a cross-
validation procedure was applied by dividing the set of 8 lab-
scale experiments into two groups of 4 experiments,
corresponding to the pulse and cycle configurations. Each
n-step of the cross-validation system consisted of 3
experiments from each group to calibrate the model, and 1 to
test it (Fig. 3). Thus, the experiment combination was based
on n = 16 steps (further details in ESI†). The objective
function to obtain the best combination of parameters for
each n-step was defined by the sum of the RMSE in the
calibration set. The best parameter estimate was obtained by
averaging the ke and α values resulting from the 16 steps of
the cross-validation process. These values were implemented
in the 1D heat transfer model to simulate sediment-bed
temperature time series.

3.1.4. Synthetic sediment-bed temperatures. Unlike lab-
scale experiments, sediment thickness is unknown in a real
case, but the proposed methodology of this work aims to
detect bed deposits by using temperature sensors in UDS.
The advantage of having a calibrated 1D heat transfer model
is the possibility to simulate different sediment bed
temperatures for different sediment thicknesses using
wastewater temperature series, which are easily available.
Thus, synthetic temperature time series at the sediment
bottom were simulated for a range of sediment thicknesses,
using wastewater temperature measurements from the

UWO's sewer system (section 2.2.), and the calibrated 1D
model with thermal and leakage properties resulting from
the cross-validation process (section 3.1.3.). The range of the
sediment heights selected was based on several
reviews,10,29–32 from which it can be concluded that sediment
thickness can accumulate up to one third of a sewer pipe
diameter (hsed/D ≤ 1/3). Using as a reference the diameter of
UWO's sewer pipe from which wastewater temperatures were
obtained (D = 0.7 m), sediment thicknesses up to 23 cm were
therefore simulated.

Temperature time series simulated at the sediment
bottom were strongly conditioned by the initial conditions
set in the model during the first timesteps. Based on the
results of a previous research study (further details in the
ESI,† Fig. S2), a 24 hours warm up of the model was
considered to determine the initial conditions. Furthermore,
the resulting synthetic sediment-bed temperatures did not
consider the spontaneous temperature and sensor artifacts in
UDS. For this purpose, these surrogate time series were
modified by introducing a normal random noise signal (σ =
0.1 °C). A total of 1000 random samples were generated by
each simulated sediment-bed temperature to analyze the
sensitivity in sediment thickness estimation.

Fig. 3 Cross-validation procedure. For example, step n = 16 took
T#P4 and T#C4 from the pulse and cycle experiment configurations,
respectively. In both configurations, results from 2, 4, and 6 cm
sediment thickness experiments were applied to calibrate the model,
and results from 8 cm sediment thickness experiments were applied to
test its performance.

Fig. 4 Scheme to develop and evaluate sediment thickness estimation
models from wastewater and sediment-bed temperature time series.
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3.2. Sediment thickness estimation

Fig. 4 shows the scheme followed to develop sediment
thickness estimation models and their validation. For this
purpose, wastewater temperature data from UWO were used
as input of the calibrated 1D heat transfer model to obtain
synthetic sediment-bed temperatures. Once wastewater and
sediment-bed temperature time series were established, local
maxima and minima (local max/min method) and the
harmonic features (dynamic harmonic regression method)
were used to obtain features of the temperature series.
Results from both methods were applied to build two data
driven models that relate features of the daily temperature
patterns to the sediment thickness set in the sediment bed
temperature simulations. Temperature time series were split
to build the data-driven models and test their performance,
respectively. In addition, a third method to obtain the
sediment thickness was also analyzed by applying the
analytical approach proposed by Luce et al. (2013).19

3.2.1. Local max/min method. This method consisted of
both identifying local maxima and minima in wastewater
and sediment temperature time series and computing
maximum daily differences. To pinpoint temperature peaks,
i.e., local maxima and minima in time series, the findpeaks
function from the Matlab Signal Processing Toolbox was
applied. For this purpose, daily temperature measurements
were firstly normalized between 0 and 1. Thereby, there was a
uniform criterion of the parameters to define the local
temperature peaks.

Wastewater (denoted with subindex – w) and sediment
(denoted with – s) temperature peaks were paired by
obtaining local maximum or minimum in the sediment
temperatures after the respective peak in the liquid time
series (Fig. 5). As a result, temperature ratios between water
and sediment-bed temperature peaks were calculated by
subtracting daily mean temperatures (T̄), thus allowing ratios
to be compared independently of the base temperature (Ar =
Ts/Tw). Furthermore, time lag differences (Δt) were calculated

by considering the pair of times in which the maximum (or
minimum) temperatures occurred. To compare this feature
with the following method, time lag differences were
transformed to phase differences by considering a daily-scale
period (Δϕ = 2πΔt).

3.2.2. Dynamic harmonic regression method. As an
alternative to the method suggested above, daily temperature
patterns were analyzed as the sum of sinusoidal series, which
are determined by the amplitude and phase in their
harmonic frequencies. Thus, the underlying basis of this
methods consisted of analyzing the features obtained from
water and sediment-bed temperature series to provide
information on sediment accumulation.17 Due to the cyclical,
non-stationary and asymmetric nature of these temperature
series, the dynamic harmonic regression (DHR) method was
applied to obtain the decomposition of fundamental signals
and harmonics.33 Nevertheless, only the amplitudes and
phases of the fundamental component were calculated due
to the marked daily cyclical trend of the temperature time
series, like Hatch et al. (2006) and Keery et al. (2007).34,35

Matlab VFLUX toolbox was used to analyze asymmetric
cyclic series.36 In this case, there was no flux through the
sediment, so the analysis was simplified. The first step was
formatting and synchronising the two temperature time
series to establish both a common time range and a sample
frequency. A low-pass filter was applied to reduce the noise of
the synchronized series and to decrease the sample rate per
fundamental cycle, i.e., daily samples. Gordon et al. (2012)
suggested a reduction to 12 samples per day to improve the
fundamental signal estimation using the DHR method
because it is sensitive to oversampling.36 The next step was
extracting the information that corresponded to the
amplitude (Aw, As) and phase (ϕw, ϕs) features from the
fundamental frequency of water and sediment-bed
temperature time series, respectively. Finally, the output
parameters were the amplitude ratio (Ar = As/Aw) and the time
phase difference (Δϕ = ϕs − ϕw) to quantify the attenuation
and the time-phase lag among the temperature time series
caused by the sediment deposits.

3.2.3. Analytical approach. Sediment thickness can also be
estimated using the analytical approach of the 1D heat
transfer equation proposed by Luce et al. (2013):19

Δz ¼ Δϕ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ke
ω

ηþ 1
η

� �s
(5)

where Δz is the sediment thickness or the sensor separation
(m), Δϕ is the phase lag (radians), ω is the angular frequency
of the daily fundamental frequency (s−1) expressed as ω = 2π/
P, in which P is the period of oscillation (typically 1 day for
daily patterns), and η is the parameter that relates the log-
amplitude ratio to the phase difference:

η ¼ − ln As=Awð Þ
ϕs − ϕw

(6)

This approach was applied by Tonina et al. (2014) and Sebok

Fig. 5 Local max/min method scheme (based on Luce et al., 2013).19

Definition for time differences (Δt1 and Δt2) and temperature ratios
(Ts1/Tw1 and Ts2/Tw2) between local maxima and minima. Note that
the sketch for the daily mean temperatures was simplified as these
values might not coincide for liquid and sediment-bed time series.
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et al. (2017) to estimate both the sediment accumulation and
scouring in river streambeds.16,17 These studies also used the
VFLUX toolbox to obtain amplitude ratios and phase
differences among the temperature series to solve the
previous equations. Based on the assumptions by Luce et al.
(2013),19 this approach is accurate if there are sinusoidal
boundary conditions (daily temperature patterns), and an
infinite soil contour is considered below the sensor placed in
the sediment layer. Although the second assumption is
clearly violated in our case, the disadvantages of a small bias
in thickness estimations are out weighted by the advantage
of having a physically-based model.

3.2.4. Performance assessment. The sediment thickness
was estimated by data-driven models based on both the
relationships between the features (amplitude ratio Ar and
time-phase difference Δϕ) obtained from local max/min and
DHR methods (sections 3.2.2 and 3.2.3, respectively) and the
thickness established in the numerical simulations to obtain
the surrogate sediment-bed temperature series. Using the
first 6 days of dry weather temperature time series (DW1 and
DW2) averaged values of Ar and Δϕ were calculated and
compared with the thickness established in each of the 1000
synthetic time-series replications (training dataset). Thus,
one sediment thickness estimation was obtained from the
amplitude ratio values, and other from the time-phase
differences for each method (max/min and DHR). The
average value between the two estimations was used as the
final sediment height estimation for each method.

The remaining 4 days of both dry weather flow time series
(DW1 and DW2) were used to evaluate the performance of
the thickness estimation models (testing dataset). For this
purpose, the errors between the thickness estimations
performed by the testing dataset and the values established
in the simulations were calculated. Moreover, errors in the
sediment thickness estimations based on the analytical
approach were evaluated. In this case, the features obtained
by the DHR method were applied to the formula proposed by
Luce et al. (2013) to calculate the thickness (eqn (5)) and
compare it with the value set in the simulations.19

Furthermore, a sensitivity analysis was performed to
determine the influence of the variables associated with heat
transfer processes on sediment thickness estimation models.
For this purpose, new surrogate sediment-bed temperature
time series were simulated by modifying the sediment
thermal properties (ke) and the low-boundary condition
parameters (α and T∞) in the 1D heat transfer model by
factors of ±10% and ±25, like the analysis by Figueroa et al.
(2021).21 Sediment thicknesses were subsequently calculated
and compared with those obtained by applying the original
sediment thickness estimation models.

4. Results
4.1. Heat transfer dynamics in laboratory experiments

Results from the lab-scale experiments showed an
attenuation and phase lag in the temperature time series

between the sensors deployed in water and at the bottom of
the sediment layer by applying heat pulses and cycles in the
liquid. As for pulse experiments, temperature measurements
in both sensors gradually converged after the initial
temperature increase in water of 2 °C. This convergence
temperature was not equal in all tests because there was a
reciprocal heat transfer between the liquid and sediments.
Regarding cycle experiments, after the progressive heating
and subsequent cooling of water, maximum temperatures at
the bottom of the sediment-bed were attenuated [0.24–1.42]
°C and phase lagged [8–68] min compared to the water
temperature maxima. The attenuation and phase lag were
greater the thicker the sediment layer, thus preventing from
observing the temperature peak in the lab-scale experiment
with 8 cm sediment thickness (further details in the ESI,†
Fig. S1).

4.2. Calibration of the 1D heat transfer model

Temperature measurements from the lab-scale experiments
were used to calibrate the 1D heat transfer model (eqn (2)).
As described in section 3.1.3, the best fitting parameters ke
and α were identified by cross-validation. After performing 16
calibrating steps, the resulting range of ke values was very low
[0.38–0.43] m2 s−1, whereas α values showed a wider
dispersion [0.6–2.3] m−1 (Fig. 6a). Average ke and α values
were 0.40 × 10−6 m2 s−1 and 1.3 m−1, respectively. Calibration
resulted in a low value of thermal diffusivity, like saturated
clays.27 Considering the reference values of both the EPS
convective heat transfer coefficient and saturated clay
thermal conductivity,27,28 the average leakage coefficient was
in the same order of magnitude. The performance of the
cross-validation process was assessed by the RMSE between
temperature measurements and the numerical results at the
bottom of the sediment layer in the testing set, i.e., the sum
of the RMSE of one pulse and cycle test for each n-step. The
overall performance was satisfactory because most testing
sets showed a RMSE ≤ 0.25 °C (Fig. 6b, further details in the
ESI†).

Fig. 6 Calibrated sediment thermal diffusivity and leakage coefficient
(mean ke and α values are marked with a red circle and dashed lines)
(a), and overall performance of the 16 steps cross validation process
(b).
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4.3. Sediment thickness estimation

Sediment thickness was estimated by comparing the
sediment-bed and wastewater temperature time series.
Surrogate synthetic sediment-bed temperature time series
were obtained by simulating heat transfer processes for each
sediment thickness using the previous calibrated 1D model,
considering the daily patterns of wastewater temperatures
and including random noise signals (further details in the
ESI,† Fig. S3). The qualitative analysis revealed the same
trends obtained in the laboratory tests, i.e., the greater the
sediment thickness, the greater the attenuation and time-
phase lag of the temperature peaks in the sediment-bed
compared to wastewater measurements.

The relationships derived from the analysis of the training
dataset, comprising 6 day temperature series under dry
weather conditions (DW1 and DW2), showed that amplitude
ratios determined with local max/min and DHR methods
decreased as the sediment thickness increased
(Fig. 7a and b). Thus, obtaining values close to 1 for small
sediment thicknesses as temperature series were almost
identical under these circumstances. Inversely, the time
phase differences were greater as the thickness increased,
thus being equal to zero in absence of sediment deposits
(Fig. 7c and d). The average values of the amplitude ratios
were obtained in the same range for both methods. However,
the time-phase differences obtained with the local max/min
method were lower than those calculated by the DHR
method.

An overall smaller standard deviation of the amplitude
ratio and time-phase difference relationships was obtained

by applying the DHR method compared to local max/min
method. The results obtained with the local max/min method
displayed a high deviation of the amplitude ratio, especially
when the sediment thickness was less than 7 cm (Fig. 7a).
For higher thicknesses, the largest deviations of the
amplitude ratio occurred in the analysis of DW2 temperature
time series. Regarding the differences in the time phase of
the temperature series, their deviation increased
proportionally to the sediment thickness, similarly in both
DW1 and DW2 temperature time series (Fig. 7c).

On the other hand, the amplitude ratio values obtained
with DHR method and DW1 temperature oscillations showed
a slight increasing deviation as a function of the sediment
thickness (Fig. 7b). Conversely, largest deviations between 5
and 12 cm of the sediment thickness were found in the
analysis of DW2 temperature time series. Furthermore, the
largest deviations observed in time-phase difference
relationships were found in DW1 temperature gradients and
high sediment thicknesses (Fig. 7d).

To evaluate the performance of the trained data driven
models, sediment thicknesses were calculated for the testing
dataset, comprising 4-day temperature time series, by
averaging previous relationships. Sediment thickness
estimations obtained with the data driven models showed a
large deviation by using the relationships obtained by the
local max/min method (Fig. 8a). In addition, Fig. 8b displays
an increase in the estimation errors for greater sediment
heights, as well as a clear dependency on the temperature
series tested. On the other hand, the estimations performed
with the features obtained from the DHR method showed a
smaller spread (Fig. 8c) and a better approach compared to
the local max/min method (Fig. 8d, RMSE < 1.1 cm).
Comparing results from both temperature time series, the
estimation of large sediment thicknesses showed an
increasing variability for time series with a small daily
temperature gradient.

Sediment thickness was also estimated by applying eqn
(5). Fig. 8e shows the results based on the DHR method
application, since the time-phase differences obtained with
local max/min method were lower than expected. Therefore,
great sediment height underestimations were predicted by
applying the analytical approach. Significant differences were
obtained up to a sediment height of 10 cm, from which the
predictions of the analytical formula matched the expected
values (RMSE < 1 cm for DW1 and DW2 temperature series,
Fig. 8f).

The sensitivity analysis was performed to quantify the
influence of the parameters that describe the diffusion heat
transfer process (section 3.1.) on the sediment height
estimation. For this purpose, surrogate sediment-bed
temperature series were re-evaluated with the 1D heat
transfer model by introducing variations of ±10% and
±25% to the parameters previously fixed based on the lab-
scale experiments (ke and α), and to the low-boundary
temperature (T∞). This analysis aimed to reproduce
temporal variations in the sediment thermal properties,

Fig. 7 Relationships between sediment height and amplitude ratio (a
and b), and time phase differences (c and d) obtained by applying local
max/min and dynamic harmonic regression methods (left and right,
respectively) to the 6-day dry weather temperature time series (DW1-
red and DW2-blue). Solid lines and shaded areas indicate mean ±

standard deviation values, respectively.
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which are related to the physical–chemical properties and
cohesion, and in the low-boundary, which most likely are
due to seasonal oscillations in soil temperature. Fig. 9
shows the relative errors of the sediment thickness
estimation using the data-driven model based on the DHR
method. In the following, we describe the results of the
sensitivity analysis:

• Variations in thermal diffusivity generate an inversely
proportional shift in thickness estimation, thus reaching
constant relative errors for thicknesses greater than 10 cm.
This parameter is the most sensitive, so it is important to
determine its value and range under real accumulation
conditions.

• The impact of the leakage coefficient is directly
proportional to its variation, but its influence decreases as
the detected thickness increases (errors < ±2% above
thicknesses of 10 cm).

• The temperature at the low contour hardly influences
(errors < ±5%) the thickness estimation when using the data-
driven model obtained by the DHR method.

5. Discussion

Comparing liquid and sediment-bed temperature time series
we could reliably measure sediment accumulation, especially
applying data driven models based on harmonic feature

Fig. 8 Performance of the sediment height estimations based on the features (Ar, Δϕ) obtained by applying both local min/max and DHR methods
(left and right, respectively) to the 4 day dry weather temperature time series (DW1 and DW2). Top figures compare the sediment height
estimation errors from applying data-driven models (a and c), the analytical approach (e) and the values set in the numerical model. Bottom figures
(b, d, and f) show the RMSE for each time series and sediment height.

Fig. 9 Relative error of the sediment height estimations due to the change of thermal properties (a) and low-boundary conditions (b and c).
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analysis (RMSE < 1.1 cm). However, to better understand the
results, the following aspects are discussed: i) the calibration
of a 1D heat transfer model based on laboratory experiments;
ii) its application to simulate sediment-bed temperatures in
sewer pipes; iii) the performance of data-driven and
analytical methods to estimate sediment thickness; iv) the
limitations of the methodology; and, v) the alternatives to
improve monitoring strategies.

Lab-scale modules were developed to approach liquid–
sediment heat transfer processes, like those that can be
found in UDS, to relate temperature measurements to the
presence of sediment accumulation in these systems. The
experimental results showed evidence of attenuation in
temperature oscillations as a function of the sediment
thickness. These results were used to calibrate a numerical
model by performing a cross-validation. For this purpose, the
unknown parameters related to both the sediment thermal
properties (thermal diffusivity, ke) and the heat loss at the
bottom boundary (leakage coefficient, α) were adjusted.
Thermal diffusivity was conditioned by the type of solids
(sewer sediments) and its compaction and consolidation,
while leakage coefficient was related to the type of material
used as container, i.e., EPS in the laboratory experiments.
Sewer pipes or other UDS, such as gully pots, are usually
made of plastic materials or concrete, which could lead to
different heat transfer processes close to the bottom
boundary. Moreover, the out-of-domain temperature
represents an additional factor in the heat loss in the low
boundary. In these lab experiments, there was a constant
room temperature. A similar trend could also be assumed in
sewer pipes since small-amplitude daily oscillations of soil
temperature were observed, following reference
measurements from UWO.26 Although seasonal ground
temperature variations could be considered, their influence
on the sediment thickness estimation methodology is of no
significance (Fig. 9c).

The numerical simulations strongly fit with the
experimental data, especially when thickness was greater
than 4 cm, while largest differences were found in tests with
a sediment deposit less than 2 cm (further details in the
ESI,† Fig. S1). A possible reason for these discrepancies is
that the simplifications made for the 1D diffusion heat
transfer model were not fulfilled by small thicknesses.
Therefore, the use of more detailed models, i.e., 2D or 3D,
could improve the simulations under these low sediment
height conditions. Despite the interest in improving the
simulation of heat transfer processes for small thicknesses,
their associated sediment volume causes no operation risk in
most UDS. Thus, the use of more complex models was not
considered. The calibrated 1D heat transfer model was
therefore used to simulate sediment-bed temperature data
series from a range of sediment thicknesses and real
wastewater temperature daily patterns due to the lack of real
measurements.

Convective heat transfer processes between wastewater
and sediments, which depend on the flow velocity, were not

considered. Regueiro-Picallo et al. (2022) showed that
hydrodynamics can be neglected from heat transfer processes
in sewer pipes, especially for sediment thicknesses that imply
a significant reduction in the hydraulic capacity of these
systems (hsed > 5 cm).25 Therefore, the methodology
presented in this study only focused on the analysis of
diffusion heat transfer processes, which only depend on the
temperatures, sediment thermal properties, and heat loss at
the bottom-boundary. Consequently, we avoid measuring
hydraulic parameters, which also simplifies the sensor setup.

Sediment thickness estimation models based on the
relationships between attenuation and time lag of
temperature series, i.e., DHR and local min/max methods,
showed satisfactory results within the range of thicknesses
and the type of time series analyzed. The DHR method
generally showed better performance than the local max/min
method because the entire temperature data series was
considered to obtain the amplitudes and their respective time
lags, while the local max/min model obtained these
parameters by identifying 2 or 3 daily temperature peaks. The
performance of both methods to estimate sediment heights
was influenced by the temperature gradient in the time
series, among others. Large daily gradients in wastewater and
sediment-bed temperature series provided more accurate
determination of local maxima and minima, and harmonic
characteristics. As a result, better estimations were observed
in cases where the average daily wastewater temperature
gradient was 4 °C (DW2) in comparison to the time series
with a daily temperature gradient of 1.5 °C (DW1). An
optimal range for sediment thickness estimation could be
therefore established between 5 and 20 cm by applying these
two methods. If the sediment thickness is thin (<5 cm),
differences between wastewater and sediment-bed
temperature series are hard to observe. Conversely, if the
sediment thickness is thick (>20 cm), the attenuation in the
sediment-bed temperature series considerably increases, so
the accuracy of calculating the time-phase decreases.

An alternative strategy to improve sediment height
estimation is to develop other procedures to analyze
temperature series. For instance, a DHR model could also be
applied to identify not just the fundamental frequency in
temperature time series, but also their consecutive
harmonics, mainly the second harmonic. This parameter
might be useful because, unlike studies conducted in
rivers,16,17 temperature daily patterns in UDS showed two
marked peaks. Another potential advantage of this strategy
might be the improvement of thickness estimation during
rainfall events, since the period in which they occur was
shorter than the fundamental frequency, so it will be better
approximated to second or third harmonics.

As for the sediment height estimations obtained with the
analytical equation proposed by Luce et al. (2013),19 the
results were accurate for thicknesses greater than 10 cm
regarding the sediment properties and the bottom-boundary
heat loss conditions proposed in this study. Thicknesses
below this threshold were underestimated because
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homogeneous soil assumptions were not satisfied. The
parameters involved in the heat transfer process due to cyclic
temperature series should be thoroughly analyzed to propose
corrective factors and modify this solution for a non-infinite
domain.

This study was performed by assuming a constant
sediment bed when analyzing temperature time series. This
is not a real scenario in a UDS as dry weather periods and
rainfall events cause accumulation, erosion, and sediment
transport. As previously mentioned, sediment accumulation
rates are low under dry weather periods, thus uniform
sediment thickness conditions could be assumed for several
days. Therefore, the accuracy of sediment estimations
depends on the duration of the preceding temperature
periods analyzed (further details in the ESI,† Fig. S4).
Conversely, rainfall events could cause the scouring of some
or all accumulated particles, which would significantly
change sediment-bed temperature time series. Hence, short-
term scouring dynamics could not be characterized with the
methodology proposed in this study. Consequently, to
evaluate the erosion caused by a rainfall event it is necessary
to wait for the next dry weather period.

Another limitation of the proposed methodology is the
potential change in sediment thermal properties.
Degradation and consolidation processes, especially in
organic sewer sediments,4 should be considered because they
could alter thermal properties. To the authors' knowledge,
there are no studies reporting on the relationships between
thermal properties in sewer sediments as a function of the
degree of consolidation or organic matter content. To tackle
this research gap, the passive temperature monitoring system
was combined with the development of an active system to
measure the sediment thermal properties, like Ravazzani
(2017).37

The resolution and accuracy of the temperature sensors is
also a major factor to estimate sediment thickness positively
because daily temperature gradients are sometimes less than
2 °C. The PT100 sensors were chosen as they offer a good
compromise of price, resolution, and accuracy. However,
non-contact sensors, such as infrared thermometers, could
also be used to measure temperatures in the water layer, thus
avoiding occasional non-submergence due to low flow rates,
humidity or the growth of biofilms that could influence
measurements.

Single site temperature measurements were only
considered throughout this study, which is a significant
development in the field of sediment accumulation
monitoring. However, the application of other temperature
sensor configurations to estimate the spatial distribution of
sediment accumulation in UDS could be considered in
further analyses, such as the use of FO-DTS at the bottom of
sewer pipes. FO-DTS sensors have the advantage of
measuring the temporal and spatial distribution of
temperatures. Their use in the field of urban drainage has
been widely reported, e.g., to detect both infiltrations due to
the deterioration of pipe systems,38,39 or illicit connections of

separating systems.40 In addition, FO-DTS sensors allow an
active system to be integrated to obtain thermal properties,
like the studies by Shehata et al. (2019) and Simon et al.
(2020), which were based on characterizing soils and
groundwater fluxes, respectively.14,15 Conversely, the
disadvantages of these sensors are a rather complicated
installation due to the control of the inflows and high
operational and maintenance costs.

6. Conclusions

In-sewer sediment deposits cause substantial environmental
pollution and consume operation and maintenance
resources. The results of this study show that the analysis
between the temperature time series measured in the liquid
medium and at the bottom of bed deposits can overcome the
challenges of traditional monitoring approaches to measure
sediment accumulation in sewers or gully-pots. The lab-scale
experimental campaign proved the dependency of sediment
thickness and temperature attenuation between water and
sediment-bed layers. These measurements were used to
calibrate a 1D heat transfer model, which was applied to
generate synthetic temperature time series in sewer pipes by
simulating various accumulation scenarios. Thus,
temperature measurements that would be obtained inside
pipes with different sediment thicknesses could be
simulated.

Two methods were presented to quantify the attenuation
and the time lag of wastewater and surrogate sediment-bed
temperature series. These features were correlated with
simulated thicknesses to develop data-driven models for
sediment thickness estimation. The DHR method showed
better performance (RMSE < 1.1 cm) compared to the local
max/min method (RMSE < 10.0 cm). This analysis suggests
that the current method works best for sediment thicknesses
between 5 and 20 cm and taking various-day temperature
measurements under dry weather flow conditions. The
estimate of sediment thickness with data-driven models
could be further improved by considering more advanced
features, such as second harmonics within the DHR method
because of the inherent characteristics of the temperature
series in sewers under dry weather conditions. Regarding the
physics-based models, which were suitable for sediment
thicknesses greater than 10 cm, correction factors could
improve the measurement of small sediment heights.

Further alternatives to monitor strategies include the use
of various sensors or active temperature sensing strategies.
Sensors, such as infrared thermometers or fibre-optic
distributed temperature sensing, could provide valuable
information on spatial–temporal dynamics of sediment
accumulation processes. Likewise, active temperature sensing
could be used to measure sediment thermal properties and
open new doors for physics-based models.

Next studies should focus on the heat transfer processes
in different UDS. For instance, this methodology is suitable
for measuring sediment accumulation in sewer pipes because
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we can assume that the wastewater-depth temperature is
constant and heat transfer processes occur instantly at the
sediment-liquid interface as convection effects are negligible.
Nevertheless, the dynamics in other UDS, e.g. gully pots, are
different and another approach is required. Therefore, a
better understanding of heat transfer processes will improve
the use of temperature sensors to measure sediment bed
deposits in UDS. The practical application of this
methodology will allow sediment accumulation to be
monitored and more efficient cleaning strategies to be
defined. Moreover, the dynamics of sediment transport will
be better understood to improve existing models.
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