
This journal is © the Owner Societies 2022 Phys. Chem. Chem. Phys., 2022, 24, 16545–16555 |  16545

Cite this: Phys. Chem. Chem. Phys.,

2022, 24, 16545

A transferable prediction model of molecular
adsorption on metals based on adsorbate and
substrate properties†

Paolo Restuccia, * Ehsan A. Ahmad and Nicholas M. Harrison

Surface adsorption is one of the fundamental processes in numerous fields, including catalysis, the

environment, energy and medicine. The development of an adsorption model which provides an

effective prediction of binding energy in minutes has been a long term goal in surface and interface

science. The solution has been elusive as identifying the intrinsic determinants of the adsorption energy

for various compositions, structures and environments is non-trivial. We introduce a new and flexible

model for predicting adsorption energies to metal substrates. The model is based on easily computed,

intrinsic properties of the substrate and adsorbate, which are the same for all the considered systems. It

is parameterised using machine learning based on first-principles calculations of probe molecules (e.g.,

H2O, CO2, O2, N2) adsorbed to a range of pure metal substrates. The model predicts the computed

dissociative adsorption energy to metal surfaces with a correlation coefficient of 0.93 and a mean

absolute error of 0.77 eV for the large database of molecular adsorption energies provided by Catalysis-

Hub.org which have a range of 15 eV. As the model is based on pre-computed quantities it provides

near-instantaneous estimates of adsorption energies and it is sufficiently accurate to eliminate around

90% of candidates in screening study of new adsorbates. The model, therefore, significantly enhances

current efforts to identify new molecular coatings in many applied research fields.

1 Introduction

Control of the chemical and physical properties of surfaces and
interfaces is both of fundamental interest and vital in a very
wide range of technologies including catalysis, the environ-
ment, energy and medicine. Given the current pressing need
for innovation in areas such as energy supply, energy distribu-
tion and transport there is a pressing need to develop technol-
ogies that can both extend the working lifetime of existing
infrastructure and facilitate the development of new sustain-
able approaches to production and consumption. This has led
to the wide acknowledgment of the importance of controlling
material surfaces and coatings.1,2 Common phenomena, such
as corrosion and friction, cause substantial economic losses
every year and severely impact the environment. For example,
in extending the lifetime of current infrastructure, the
worldwide costs of prevention, detection and mitigation of
metal corrosion alone are estimated to be 2.5 trillion US dollars
per year.3 In addition, when considering the innovation

of new devices, the development of micro- and nano-
electromechanical systems requires new approaches for friction
reduction in limited dimensions which leads to reduced effi-
ciency and failure.4 The ability to deposit molecular and
nanostructured coatings with advanced functional properties
is primed to have a profound effect on such diverse technolo-
gies as wearable electronics, corrosion inhibitors and lubricant
additives. One of the challenges in molecular science is there-
fore the need to find novel, earth-abundant, inexpensive and
environmentally friendly materials that adsorb in a controlled
manner to surfaces and interfaces. Historically, innovation of
new materials has been a time-consuming and challenging
task; it typically takes 20 to 70 years to progress from laboratory
conception to widespread commercial use.5 Developments have
also been mainly based on the incremental evolution of existing
systems with the oft reported outcome that newly discovered
solutions are based on exactly the same underlying mechan-
isms as their predecessors; to find something radical and
innovative has usually been a matter of luck.

Extensive use is made of molecular additives for friction and
corrosion reduction. A fundamental step in discovering new
classes of these surfaces modifiers is a predictive understand-
ing of the thermodynamics for both molecular and dissociative
adsorption on different substrates.6–12 For this purpose, it is
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essential to be able to compute the binding energy (BE) of
different adsorption modes with sufficient accuracy to be able
to predict the molecular level adhesion of the self assembling
coating. In principle this is achievable using modern atomistic
simulations but in practice is problematic as the parameter
space of factors that affect the BE is very large.13 There has
therefore been a significant and sustained effort aimed at
identifying a small number of easily computed descriptors that
can accurately capture the nature of the molecule–surface
interaction, and thus facilitating a simple and efficient pre-
dictive model of adsorption. In recent years the combination of
high-throughput density functional theory (DFT) calculations
and machine learning techniques has opened a new era of
informatics-based approach to materials design, from which a
number of simple models for predicting adsorption energies
have emerged.14–32 Similar approaches have also been used for
predicting other figures of merit, like the inhibition efficiency
of molecules.33 These models are usually based on linear
relationships using simple descriptors for both the substrate
and the adsorbed molecule (e.g., the number of valence elec-
trons, the electronegativity of the substrate15 and the ionization
potential of the molecule16). Despite their simplicity, these
models have been demonstrated to be quite effective in pre-
dicting adsorption energies, especially when machine learning
techniques are employed.14,16 However, in the past such
models have been limited in their transferability. For instance,
any given model may be limited to the adsorption of molecules
in one specific adsorption site (i.e., on-top or hollow). For a
more extensive employment of these predictive calculations,
one would like to extend the possible range of adsorption sites
to model a broader array of realistic configurations, such as
stepped edges or grain boundaries at the surface, and include a
wide range of molecular adsorbates.

In the current work we present a new predictive linear model
that uses appropriate physical descriptors to predict in minutes
the adsorption of a wide range of molecules to multiple
substrates in a variety of surface adsorption sites. The model
is based on a combination of systematic DFT calculations and
machine learning. The model reported here accurately predicts
the different dissociative adsorption energies of a range of
probe molecules over simple homogeneous metallic substrates.
Despite its simplicity, the model provides a good estimate of
molecular BE in different configuration sites with limited
computational effort, and it is devised in a form that facilitates
its extension to more complicated structures (e.g., oxides,
carbonates or defective surfaces). Moreover, the margin of error
in the BE prediction is sufficiently small that provides a
sufficiently accurate estimate of fully optimised first principles
calculations, saving time and facilitating the rapid screening of
a broader range of systems. Therefore, the model is accurate
enough to guide the discovery and optimisation of molecular
adsorbates in order to improve the functionality of corrosion
inhibitors and lubricant additives and is likely to find applica-
tion in fields such as catalysis, molecular electronics and
biomedicine,34–36 where the adsorption of molecules and mole-
cular films underpins many important processes.

2 Method
2.1 BE calculation in slab configuration

For the adsorption energies of the training set (i.e., the slab
systems) and the calculation of the later defined Molecule-Bulk
Energy (MBE) terms, spin-polarized DFT calculations were
performed using the projector-augmented wave method
(PAW) as implemented in the plane-wave code QUANTUM
ESPRESSO (QE)37 to have a proper description of the core
electrons. We used the PAW pseudopotentials38 from the
PSLibrary 1.0.039 within the generalised gradient approxi-
mation (GGA) of Perdew, Burke and Ernzerhof (PBE)40 for the
exchange–correlation energy. The electronic wave functions are
expanded as a linear combination of plane waves up to a kinetic
energy of 95 Ry, which we find is sufficient to converge the total
energies (1 meV per atom) and equilibrium lattice constant
(0.1 mÅ) for the considered substrates.

For the cell structure, we considered different configurations
for the slab and the MBE calculations: for the former, we
employed supercells with a 2 � 2 in-plane size in order to
reduce the interaction between adsorbate replicas and 5 of 6
layers, depending of the substrate of the different materials.
For the latter, all the clusters were computed in a 20 Å � 20 Å �
20 Å cubic cell, so the self interaction between the cluster
replicas is negligible. All the input and output geometries for
both the slab and the MBE calculations are provided as ESI.†

The Monkhorst–Pack grid41 is used for sampling the Bril-
louin zone, but different k-mesh for each structure under study
were considered. In particular, we selected the optimal k-point
grid for each slab geometry, whereas all the calculations invol-
ving clusters had a sampling at Gamma point due to the large
cell dimensions. To improve the convergence, the Marzari–
Vanderbilt cold smearing42 method is used for the sampling of
the Fermi surface, with a width of 0.27 eV in order to obtain
accurate forces. The convergence criteria of forces and energy
are 0.003 eV Å�1 and 10�2 eV.

2.2 HOMO, LUMO and HOMO–LUMO gap calculation for
molecule in gas phase

For the calculation of the HOMO, LUMO and HOMO–LUMO
gap, we performed DFT calculations using the CRYSTAL17
computational suite,43,44 in which the crystalline orbitals are
expanded as a linear combination of a local basis set composed
by atom-centered Gaussian orbitals with s, p, or d symmetry.
For all the elements employed in the molecular calculations
(namely, H, C, N, O, F, S, Cl), we used the 6-31G** basis
sets.45–51

The approximation electronic exchange and correlation for
these calculations is based on the Becke, 3-parameter,
Lee–Yang–Parr (B3LYP) hybrid functional incorporating 20%
Hartree–Fock exchange.52–54 This global hybrid corrects effec-
tively for self-interaction and thus generally better formation
energies and energy levels than GGA approaches.55,56 Moreover,
the efficiency of Crystal17 code and the relatively small size
of the considered molecules allows to compute effectively the
electronic properties within hybrid scheme without a
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significant increase of the computational time. The Coulomb
and exchange series are summed directly and truncated using
strict overlap criteria with thresholds of 10�10, 10�10, 10�10,
10�20, 10�30 as described elsewhere.44,57

3 Results and discussion

The general definition for the computed BE to a surface may be
written as:

BE = Etot � (Esub + Emol) (1)

where Etot is the computed total energy for a system composed
of a molecule adsorbed on a substrate and Esub(Emol) is the
energy for the isolated substrate (molecule). With this defini-
tion, a negative (positive) BE indicates that the dissociation
process is favourable (unfavorable).

The total BE can be analysed in terms of many contributions
that may be related to properties of the molecule and the
surface.58–60 Defining a comprehensive model for the BE is
challenging. A recent approach proposed by Dean et al.16

succeeded in predicting the BE of probe molecules to metal
nano-particles. This model is based on the idea that BE can be
adequately represented by stability descriptors for the adsor-
bate, the adsorption site, the substrate and a simply computed
estimate of the interaction between the molecule and the
surface. These assumptions led to the following linear equation
for the BE:

BE =a + b � CElocal + c � IPEA + d � MADs (2)

where CElocal is the term to describe the local cohesive energy of
the adsorption site, IPEA is the negative average between the
ionization potential and the electronic affinity of the molecule,
and the MADs is the gas phase BE between the adsorbate and
one atom of the metal substrate, which is obtained through
first principles calculations, and represents the descriptor for
the adsorbate–metal interaction. Although this model proved to
be effective in the prediction of BE, with correlation coefficient
R2 of around 0.94 and a mean absolute error (MAE) of around
0.1 eV, there are some limitations in the employed approach: (i)
the adsorbates were always in an on-top site configuration,
limiting the possibility to predict the BE in other adsorption
sites such as hollow or bridge, and (ii) the model has been
trained only on noble metals nano-particles and slab surfaces,
such as Ag, Au and Cu, narrowing the range of possible
substrates over which the prediction is effective.

In order to overcome these limitations, we present here a
model using suitable descriptors for the adsorption of mole-
cules over flat substrates. In particular, we propose the follow-
ing equation for the prediction of BE:

BE ¼ aþ b� CEB þ c� WF �
Egap

2

� �
þ d �MBE (3)

where CEB is the cohesive bulk energy for the substrate atomic
species, Egap is the gap between the Highest Occupied (HOMO)
and Lowest Unoccupied (LUMO) Molecular Orbital of the
adsorbed molecule (from now on, HOMO–LUMO gap), WF is

the work function of the substrate, MBE is the molecule–bulk
energy, which resembles the MADs of eqn (2) and it is com-
puted using first principles theory; a, b, c and d are the linear
coefficients for the regression. The intention is to develop a
simple linear formula that can catch the most relevant
chemical and physical phenomena involving molecular adsorp-
tion. In particular, we create this formula by making an
educated guess using available data from the literature instead
of creating a complex mathematical formula that can perfectly
fit the data but with little or no physical and chemical meaning
behind it. For example, CEB provides a general estimate of the
strength of the interaction between the substrate atoms, which
can be helpful to understand how strong these atoms bind
together, while MBE provides a simply computed estimate of
the substrate–molecule interaction. Finally, The third term
contains the difference between the surface work function
and the middle of the HOMO–LUMO gap of the adsorbed
molecule, which in frontier molecular orbital theory controls
the charge transfer and hybridisation contributions to the
surface binding.61–63 The MBE term is computed as:

MBE ¼
Xnfrag
i¼1

Ecomplex;i � EB;M;i � mG;mol;i (4)

where nfrag is the number of molecular fragments considered in
the dissociative adsorption process, Ecomplex is the total energy
of a molecular functional group adsorbed on a single atom of
the metal substrate, EB,M is the bulk energy of a single atom of
the substrate atomic species and mG,mol is the chemical
potential of the molecular fragment generalised from the
fragment energy to allow for the adsorption environment. This
quantity provides an easily computed and flexible estimate of
the strength of adhesion between the adsorbate and the sub-
strate. In contrast to the MADs term proposed by Dean et al.,
where all the functional groups are computed as isolated
components, in the proposed MBE term we refer all energies
to a consistent reference enabling the use of pre-computed data
in a transferable predictive model. Another advantage of this
approach is choosing the proper reference for the chemical
potential in the calculation of MBE. In the current work, we
chose to refer mG,mol to the isolated gas phase molecule for the
sake of simplicity. However, it is possible to reference the
chemical potential to different environments including sol-
vated species, as shown in recent electrochemical studies.64–66

In the current work, ordinary least squares (OLS) linear
regressions were used to determine the coefficients in eqn (3)
from a training set of first principles energies using the
statsmodels library67 provided in Python 3.68 For the OLS
regression, we adopted a training set of eight different probe
molecules, namely Cl2, CO2, F2, H2, H2O, H2S, N2 and O2,
adsorbed over ten different metal substrates, namely Ag(111),
Al(111), Au(111), Cu(111), Fe(100), Fe(110), Ir(111), Pt(111),
V(100) and V(110). In each case the energy of the most stable
adsorption configuration was used. Where possible standard
reference data was used for each of the terms of eqn (3): for
CEB, we used the observed formation energies of the transition
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metals provided by ref. 69, for the work function, we employed
the DFT computed values provided by the Materials Project
database.70 The HOMO–LUMO gap of the molecules was
estimated from first principles calculations, with the computa-
tional details provided in the Methods section. The MBE was
also computed using a small cluster which will be
discussed below.

3.1 Analysing contributions to the MBE

An appropriate calculation of the MBE is essential for the
efficiency and accuracy of the proposed model. The simplest
level of approximation used here is that proposed by Dean et al.
in which the MBE is computed as eqn (4), i.e., the binding
energy is the energy difference in the gas phase of a specific
fragment obtained during the dissociative process and one
metal atom of the substrate.16 An example of this possible
configuration to calculate MBE is shown in Fig. 1a for the case
of Cl adsorbed to a Cu atom. The regression statistics are
shown in Table 1a, while Fig. 2 shows the parity plot of the
model training against the DFT computed adsorption energies
for the predicted BE.

This approximation provides a rather poor prediction of the
BE: the correlation coefficient R2 is around 0.21 (an R2 of 0
corresponds to no correlation and of 1.0 to a perfect set of
predictions) and the mean absolute error (MAE) is almost 2 eV.
The parity plot in Fig. 2 confirms that the linear regression does
not provide a good description of the BE. Although Dean et al.
have shown convincingly that this approach reproduces the
energy of adsorption to metallic nanoparticles in an on-top
configuration of several radical groups (namely, CH3, CO and
OH), it evidently fails to do so when the molecules are adsorbed
on a wide range of substrates.

A possible explanation for this discrepancy is that the
variations of the interactions in the hollow and bridge adsorp-
tion sites considered here are not captured by binding to a
single metal atom. This suggests that a somewhat larger cluster
is required to take into account the different adsorption site
configurations in the calculation of MBE such as that repre-
sented in Fig. 1b. Here the Cl is adsorbed to a four atom cluster
based on the hollow site presented by the Cu(111). The idea is
to perform the training of the model in a geometry that is

congruous with that used in a periodic surface calculation:
hence, if we want to train the model with the data of Cl
adsorption over a hollow site of the Cu(111) geometry, we

Fig. 1 Ball and stick representation of the models used for the different
approaches in the calculation of MBE in the case of Cl adsorption on Cu:
(a) the substrate is modelled by just one atom, (b) the substrate is
represented by a cluster of 4 atoms and (c) the cluster modelling the
substrate is composed by 10 atoms. Green and brown balls represent
chlorine and copper atoms, respectively.

Table 1 Regression coefficients, i.e., coefficient estimate, Standard Error
(SE) and P-value, for the different approaches employed for MBE calcula-
tion in the case of (a) single metal atom, (b) a small metal cluster and (c) a
large metal cluster. Cases are trained using the dataset provided in the ESI.
R2 is the correlation coefficient, MAE is the mean absolute error

(a) First approach for MBE, as shown in Fig. 1a. R2 = 0.21, MAE = 1.97 eV,
RMSE = 2.52 eV

Coefficient estimate SE P-Value

a 2.2460 1.6048 0.167
b �0.7268 0.3114 0.023
c 0.8900 0.2721 0.002
d �0.0886 0.0970 0.365

(b) Second approach for MBE, as shown in Fig. 1b. R2 = 0.83, MAE = 0.89 eV,
RMSE = 1.17 eV

Coefficient estimate SE P-Value

a 1.5812 0.7064 0.029
b �0.2925 0.1461 0.050
c 0.1793 0.1122 0.116
d 1.0163 0.0691 3 � 10�21

(c) Third approach for MBE, as shown in Fig. 1c. R2 = 0.94, MAE = 0.52 eV,
RMSE = 0.69 eV

Coefficient estimate SE P-Value

a 0.7426 0.4208 0.083
b �0.1735 0.0874 0.052
c 0.1844 0.0659 0.007
d 0.9927 0.0370 3 � 10�34

Fig. 2 Parity plot for the training of the model against the DFT BE
calculations with the MBE approach proposed in eqn (4) and the system
shown in Fig. 1a. The black solid line represents the parity between the
computed DFT BE and the predicted value.
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create the smallest cluster, for this specific substrate, which
retains the symmetry of the surface adsorption site. We con-
veniently create these clusters that resemble the surface adsorp-
tion sites for all the considered substrates in our training set
and the geometries employed for these calculations are pro-
vided as ESI.† Another essential advantage of this approach is
the possibility to easily explore sites with lower coordination
numbers that resemble substrates containing defects or
stepped edges. In particular, one can adsorb the molecular
fragments over different cluster sites to resemble the adsorp-
tion site of interest. The calculation of these configurations
with a periodic slab structure is achieved by using large super-
cells with hundreds of atoms requiring computational
resources that are significantly larger than those needed for
the few atoms of a reasonable cluster. We, therefore, can reduce
the computational effort by several orders of magnitudes,
especially for magnetic systems. In creating our training data-
set, we noted that, even for the very simple surface geometries
studied, the computational time required to compute clusters
containing iron and vanadium was around one order of mag-
nitude lower than the corresponding slab calculations. This
reduction in the computational effort is then enhanced as the
results of cluster calculations for many common molecular
fragments can be computed once and then stored in a
database.

With the use of this approach, we change the definition of
MBE as follows:

MBE ¼
Xnfrag
i¼1

Ecomplex;i � Ecluster;i � mG;mol;i (5)

where all the terms of eqn (5) are the same as eqn (4), apart
from Ecluster,i which is the energy of the cluster modelling the
substrate. This approach leads to a significant improvement in
the BE prediction, as shown in both Table 1b and Fig. 3. There
is a significant improvement in both the correlation coefficient
(around 0.83) and the MAE (around 0.9 eV).

Extending this approach, one can compute the MBE from
adsorption to the 10 atom cluster displayed in Fig. 1c for the
case Cl adsorbed to a hollow site on Cu. Therefore, it is possible
to explore more complicated adsorption geometries than the
smaller cluster, maintaining the adsorption site symmetry.

From Fig. 4 it is evident that the model based on this MBE
provides a satisfactory description of the adsorption energetics
with a correlation coefficient of 0.94, and a more significant
reduction of the MAE to 0.5 eV.

In addition, all of the fitted parameters have a P-value equal
or smaller than 0.05, which is the threshold to obtain a
confidence level of 95% in the predictions of the model. Even
if this threshold should not be seen as a sharp edge for
statistical significance,71 the obtained values for both the
P-value and the standard errors provide a rigorous test for the
effectiveness of our model.

It is possible to perform a more quantitative analysis of the
accuracy of the proposed models by considering the residuals
distribution as shown in Fig. 5: each panel presents this

distribution as a histogram counter of the errors for the MBE
calculation approaches proposed in this work. As expected, the
errors follow a normal distribution, and every time the descrip-
tion of the MBE is improved, the residuals range is almost
halved, further validating our approach. It is also interesting to
notice that moving from the smaller to larger cluster leads to a
notable reduction in the MAE of around 40%, but the correla-
tion coefficients are similar (0.83 for the smaller clusters, 0.94

Fig. 3 Parity plot for the training of the model against the DFT BE
calculations with the MBE cluster approach proposed in eqn (5) and the
system shown in Fig. 1b. The black solid line represents the parity between
the computed DFT BE and the predicted value.

Fig. 4 Parity plot for the training of the model against the DFT BE
calculations with the MBE cluster approach proposed in eqn (5) and the
system shown in Fig. 1c. The black solid line represents the parity between
the computed DFT BE and the predicted value.
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for the larger ones). Therefore, one can adjust the model for
convenience: it is possible to either lose a bit of predictive
accuracy with the advantage of realising a database with
smaller clusters (which usually requires around half the time
for the actual calculation) or retain a better precision with the
cost of longer computational time to build the database of the
MBE coefficients. From now on, our analysis will focus on
the predictive model employing the larger clusters since they
provide the most accurate results.

In addition to the analysis of residuals it is interesting to
evaluate the effectiveness of the proposed model by considering
the learning curves, shown in Fig. 6, of the three different
approaches proposed in our study. These curves show how well
defined the learning is during the training of the model when
we vary the training dataset and we normalise both the training
and the cross-validation scores. The best results are obtained
when these values approach 1. As shown in the panels of Fig. 6,
the best learning curve is obtained when we consider the MBE
using the larger cluster model, further indicating that this
approach provides the most accurate results. Moreover, this
curve also shows that a training set of around half the size can
provide a similar accuracy as the original dataset, further
validating the effectiveness of the MBE calculation with a larger
cluster even if the initial sample size is not particularly wide.

We can conclude that the simple model proposed here can
predict BE with reasonable accuracy, although with a slightly
larger error than the current state-of-the-art, for various adsorp-
tion geometries and adsorbates. The MAE for the training set is

somewhat higher than the model reported by Dean et al. of
around 0.1 eV. However, our training dataset provides a more
extensive range of BE (from �10 to +3 eV), so the associated
relative error is comparable. With this approach, we are not
looking for a perfect BE prediction of few meV, but to have an
accuracy sufficient to eliminate around 90% of candidates in
the screening study of new adsorbates, which can be a useful
starting point for refinement or for technological application.

Before proceeding with the model validation analysis, it is
interesting to note the importance of MBE in calculating the BE
since its OLS regression coefficient d is the one with the
smallest relative error and P-value. To understand how relevant
this term is in calculating the predicted BE, we compare two
different types of dataset training. The first is the one we
discussed in the previous paragraph and is shown in Fig. 4.
The second is based on a simple OLS regression of the MBE
values of the considered reaction paths against the computed
DFT BE. The results are shown in Fig. 7 and Table 2. It is
apparent that qualitatively the first training approach (blue
dots) provides similar results to the one based solely on MBE
(red squares), highlighting the greater importance of the MBE
term in the definition of the model. A deeper analysis involving
the regression coefficients, such as R2, MAE and the root mean
square error (RMSE), shows us a clearer picture. Although R2 is
similar in both scenarios (0.94 vs. 0.93), we notice an increase
in both MAE and RMSE when considering in training only MBE
by 8% and 14%, respectively. Therefore, even if the MBE is an
essential part of the definition of this new model, it is

Fig. 5 Residual distribution for the MBE calculation as proposed in Fig. 1a (left panel), Fig. 1b (center panel) and Fig. 1c (right panel). The blue curve
represents a smoothing interpolation of the residual data.

Fig. 6 Learning curve for the three fitting methods referring to Fig. 1a (left panel), Fig. 1b (center panel) and Fig. 1c (right panel). The red (green) curves
represent the training (validation) score for the proposed predictive models.
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important to consider all the physical terms we have identified
in the definition of eqn (3), in order to minimize the average
error in the BE.

After the training, the following step is to validate the model
for use in predicting new dissociation paths for larger

molecules. To do so, we compared its predictions to reaction
energies computed and tabulated in previous work.

3.2 Validation of the model

The validation of the proposed model is essential for its
employment in actual technological applications. To do so,
we compare the BE predicted by the model with the parameters
provided in Table 1c with the DFT reaction energies available
on the Catalysis-Hub.org database22,23 for 80 different surface
reactions. In particular, we chose twelve different molecules,
namely CH4, C2H6, CO2, H2, H2O, H2S, N2, NH3, NO, N2O, NO2

and O2, adsorbed over eleven different metal substrates,
namely Ag(111), Al(111), Au(111), Co(111), Cu(111), Ir(111),
Ni(111), Pd(111), Pt(111), Sc(111), Y(111). The specific reaction
geometries employed for the validation are provided as ESI.† All
the DFT reaction energies retrieved from the Catalysis-Hub.org
database had been computed within the BEEF-vdW approxi-
mation to electronic exchange and correlation.72

The parity plots resulting from this comparison are shown
in Fig. 8. The error bars present in the plots are computed using
standard error propagation based on the errors obtained from
the OLS regressions.

From Fig. 8a, it is clear that the model captures to a
reasonable level of accuracy the variation in BE in these
systems: the correlation coefficient of the parity plot is 0.93,
the MAE is 0.77 eV and the RMSE is 1.02 eV. When searching
for a molecule with a specific adsorption energy with a typical
range of 20 eV the MAE of 0.77 eV is sufficient to reduce the
number of candidate molecules by well over an order of
magnitude. It is, nevertheless, interesting to note that there
are outliers to this general trend. For example, the model
predicts a favourable adsorption energy for several molecules
(C2H6, H2O, NH3 and N2O) on Pd(111) (data provided in the
ESI†), whereas the DFT data predicts unfavourable adsorption
energies. In all of these cases, the BE is in the region of �1 eV,

Fig. 7 Parity plot for the trained model BE (blue dots) with the coefficients
reported in Table 1c and MBE values (red squares) against the DFT BE
calculations.

Table 2 Correlation coefficient R2, mean absolute error (MAE) and root
mean square error (RMSE) of the OLS regression for the proposed model
and the MBE against the computed DFT values for the BE as shown in Fig. 7

Model MBE

R2 0.94 0.93
MAE (eV) 0.52 0.56
RMSE (eV) 0.69 0.79

Fig. 8 Parity plots for the validation of the model against the DFT BE calculations available on the Catalysis-Hub.org database. The panel (a) shows the
predicted values considering the intercept a, whereas panel (b) represents the predictive model dismissing the intercept a.
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which is consistent with the MAE found in the training of the
model. We can tentatively conclude from this that the current
model is less reliable in describing the dissociative adsorption
in this weak bonding region. Another possible explanation for
this behaviour can also be found in the different exchange and
correlation functional employed in our study: as explained in
the Method section, we used the generalized gradient approxi-
mation (GGA) for the MBE calculation, whereas the data
retrieved from Catalysis-Hub.org were all computed within
the BEEF-vdW approximation, which has specific corrections
to take into account the dispersion interactions. The absence of
the latter in our model can explain the differences arising from
the weakly bonded systems.

Apart from these outliers, the prediction of tabulated values
is remarkably accurate. As for the original fit to the training set,
the intercept of the model has a significant associated error and
P-value. It is therefore interesting to test the performance of the
model when this parameter is neglected, this data is displayed
in Fig. 8b. It is notable that (i) without a there is only a slight
offset in the predicted BE which does not affect the general
behaviour of the parity plot, with R2, MAE and RMSE essentially
unchanged, and (ii) the estimated error bars for each energy are
substantially reduced. This latter observation is explained by
the fact that half of the error in the predicted BE is due to the
uncertainty of a, which is the coefficient with the highest
relative error and P-value.

The discussion above demonstrates that the current model
provides a low-cost prediction of the BE to homogeneous metal
substrates using a single set of parameters for all the adsor-
bates. Having just one set of parameters is rather convenient,
compared to other models proposed in the literature,15 to have
a general predictive model independent of the adsorbed species
over the substrate, allowing the use of just one formula for any
system of interest.

It is interesting also to speculate on the extension of the
model to a more general framework for predicting adsorption
to a wider range of substrates. A natural extension would be to
design a simple MBE cluster calculation for the alloy, oxide and
carbonate substrates, which are essential in many technologi-
cal applications and for which there is currently a lack of
predictive models regarding molecular adsorption. Moreover,
the proposed model could predict the adsorption of more
complicated adsorbate, such as self-assembling monolayer, by
considering the addition of dispersion interactions (e.g., PBE-
D3 73) within the DFT calculation of the MBE term. This type of
adsorbate is relevant in different research fields, and the
prediction of their adsorption energy could help tailor their
performances.

3.3 Comparison with SISSO approach

A possible concern in using the proposed approach is that our
model only uses OLS regressions, which might be considered
simplistic when compared to state-of-the-art approaches. In
particular, one of the most advanced methods in extracting
effective descriptors to predict materials properties is the so-
called Sure Independence Screening and Sparsifying Operator

(SISSO) algorithm.74 SISSO can identify the best descriptors
among a set of physical properties, determining the optimal
subset. Moreover, it can also identify the most accurate math-
ematical expressions to obtain the optimised relationship for
the available data. It is, therefore, natural to benchmark the
results shown in the previous sections with the ones obtained
by employing the SISSO algorithm.

The first step is to identify whether our approach provides
an accurate set of descriptors in a linear relationship. With
SISSO, it is possible to perform this by using the so-called F0

space, in which all the descriptors are formed into linear
combinations. In this way, it is possible to understand if the
descriptors we identify are the most relevant for describing the
molecular adsorption process over metallic substrates and to
quantify the error in predicting the energies in the training
dataset. Therefore, alongside the three descriptors employed in
the previous sections, we added eight additional physical and
chemical properties of the molecule and the metallic substrate
to increase the set of descriptors, among which SISSO would
determine the optimal ones. Namely, we choose the number of
valence electrons of the atomic specie in the metallic substrate
(Nve), the surface energy of the metal (gmet), the first ionization
potential of the metal (I1), the volume of a single atom in the
metallic substrate (Vmet), the metal electronegativity (wmet), the
HOMO (HOMOmol), LUMO (LUMOmol) and molar mass (Mmol)
of the molecule as additional physical/chemical descriptors to
process in the SISSO algorithm. These data have been gathered
as tabulated values (namely, Nve, I1, Vmet, wmet and Mmol), by
DFT values provided by the Materials Project database (gmet)

70

and by performing DFT calculations (HOMOmol and LUMOmol)
as detailed in the Method section.

Applying the SISSO algorithm to the training data shown in
Fig. 4, we obtained a best fit with three coefficients by using the
following equation (the data obtained by the SISSO algorithm
are provided as ESI†):

BESISSO;F0
¼ 0:787� 0:044� Vmet

þ 0:178� WF �
Egap

2

� �
þ 1:010�MBE

(6)

with an associated RMSE of 0.68 eV. The best descriptors
identified by the SISSO algorithm were the MBE and the
difference between the substrate work function and half of
the HOMO–LUMO gap, as already identify with our approach,
alongside Vmet. The former is the only different descriptor
compared to our model, in which we used the cohesive bulk
energy of the substrate. Most notably, eqn (6) shows similar
coefficients to the OLS fitting shown in Table 1c, and we note
an almost identical RMSE. Therefore, our proposed model
shows similar results both in identifying the best descriptors
and in the RMSE using a linear relationship. This suggests that
the approach reported here based on physically motivated
descriptors is close to optimal for a linear descriptor.

However, the power of SISSO is the possibility to explore
different features space and combine the descriptors with
different mathematical operations to minimize the error during

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

2 
Ph

up
ja

ne
 2

02
2.

 D
ow

nl
oa

de
d 

on
 2

02
5-

06
-2

5 
17

:2
5:

29
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2cp01572b


This journal is © the Owner Societies 2022 Phys. Chem. Chem. Phys., 2022, 24, 16545–16555 |  16553

the training of the model. This approach has been performed in the
past24,25,27,75–77 and very accurate models for the adsorption energy
prediction have been created without using a simple linear relation-
ship. To understand whether this could lead to a more accurate and
transferable predictive model we expanded the training beyond the
simple F0 feature space, namely using F1, F2 and F3, to obtain a
more sophisticated combination of the presented descriptors.
Unsurprisingly, the SISSO approach to broader features space leads
to a more complicated equation for the adsorption energy. For
example, performing a SISSO training over the F3 using three
coefficients (i.e., F3-3D approach), which is the one with the lowest
RMSE of 0.30 eV, yields the following as the optimal formula for
the BE:

BESISSO;F3
¼ � 0:275þ 0:0827 � cos HOMOmolð Þ½ ��1

n

þ
ffiffiffiffi
I1

p
� CEB �MBE

o
þ�0:199 � Egap

2
�MBE

CEB

�

þ gmet
2 � LUMOmol �Mmol

� ��
þ�0:223

� cos MBEð Þ½ �2�MBE � gmet � Nve þHOMOmolð Þ
n o

(7)

Similar equations have been obtained when performing the
training within the F1 and F2 features space with 3D descrip-
tors. The difference between eqn (3) and (7) is notable with the
latter depending on many more descriptors than the former,
and a significant reduction of the RMSE for the training set is
obtained; it is halved when we use the F3-3D training. All the
RMSE obtained from the training of the dataset and the
validation of the model are reported in Table 3.

The reduced training error suggests that the physically
motivated model is performing significantly worse then the
SISSO approach. However, the validation of the model is based
on its predictive power in a variety of systems and we tested this
by attempting to predict the binding energies reported in the
https://Catalysis-Hub.org database. When we performed this
validation, we obtained comparable RMSE. The significance of
this observation is that the significantly simpler and physically
motivated model proposed here has been demonstrated to
predict the BE of a variety of reactions path with an error
similar to that obtained with the more complex relationships
identified by SISSO. This result is promising, as the current
work has identify a different way to interpret the problem of
predicting BE: instead of seeking the optimal mathematical

combinations of descriptors that can optimise the data fitting,
we can identify simple physical and chemical properties that
can adequately describe the most relevant terms for predicting
the molecular BE over metallic substrates.

4 Conclusion

In summary, we report a new model of molecule–surface binding
based on the combination of first principles calculations with
machine learning algorithms, such as ordinary least squares regres-
sion. This model provides in minutes and with little computational
effort, a reasonable estimate of the adsorption of small molecules to
metal substrates by using easily computed descriptors for all the
considered systems, which is essential for its transferability and
application to more complicated compounds. Moreover, using a
single set of parameters for all adsorbates is particularly effective
because the predictive formula is independent of the adsorbed
molecule or functional group.

The model distinguishes different reaction sites and
between molecular and dissociative adsorption accurately,
especially for larger adsorption energies (values greater than
�1 eV). We found that the most relevant term in predicting the
adsorption energy is the molecule–substrate interaction
described by MBE. This result is not surprising: several works
performed in the past have shown the effectiveness of the
cluster model in the description of the adsorption
energy.78–80 The relevant point in our study is that, with simple
corrections, we can improve the prediction provided by the
cluster model by adding relevant physical and chemical proper-
ties that can accurately describe the adsorption process. Com-
pared with an independent and well established database of
computed adsorption energies, the predicted values suggest
that the model is transferable in that it can provide equally
accurate BE predictions for a variety of functional groups and
surfaces from outside the training set. We have also bench-
marked our model against the SISSO algorithm. Even though
the proposed model in eqn (3) is quite far from the best-case
scenario in the training part, with an RMSE twice larger than
the one for the model of eqn (7), we verified that the validation
test using the dataset from Catalysis-Hub provides promising
results for our prediction, with an RMSE comparable to any
model obtained through the SISSO approach. This result is a
good validation for our proposed simple linear relationship.

The model is constructed so that its extension to different
substrates (e.g., oxides and carbonates) and technically relevant
functional groups is straightforward. We expect the model to
find widespread use in a variety of applications. For example,
the innovation of new coatings for friction and corrosion
reduction and the development of novel anti-pathogen coatings
to reduce disease transmission via surfaces.

Author contributions

Paolo Restuccia: methodology, investigation, formal analysis,
writing – original draft. Ehsan A. Ahmad: investigation, writing

Table 3 Root mean square error (RMSE) for the training and the validation
of the model proposed in the current work (eqn (3)) and the different
equations obtained with the SISSO approach in different features spaces
(F0-3D, F1-3D), F2-3D and F3-3D)

Model Train RMSE (eV) Validation RMSE (eV)

Eqn (3) 0.69 1.02
F0-3D 0.68 1.09
F1-3D 0.55 1.48
F2-3D 0.40 1.13
F3-3D 0.30 1.00
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