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Conjugated diene molecules are highly reactive upon photoexcitation and can relax through multiple

reaction channels that depend on the position of the double bonds and the degree of molecular rigidity.

Understanding the photoinduced dynamics of these molecules is crucial for establishing general rules

governing the relaxation and product formation. Here, we investigate the femtosecond time-resolved

photoinduced excited-state structural dynamics of cis,cis-1,3-cyclooctadiene, a large-flexible cyclic

conjugated diene molecule, upon excitation with 200 nm using mega-electron-volt ultrafast electron

diffraction and trajectory surface hopping dynamics simulations. We tracked the photoinduced structural

changes from the Franck–Condon region through the conical intersection seam to the ground state.

Our findings revealed a novel primary reaction coordinate involving ring distortion, where the ring

stretches along one axis and compresses along the perpendicular axis. The nuclear wavepacket remains

compact along this reaction coordinate until it reaches the conical intersection seam, and it rapidly

spreads as it approaches the ground state, where multiple products are formed.

1 Introduction

Investigating ultrafast dynamics of photoexcited molecules,
such as tracking transient states,1 mapping reaction
pathways,2 and probing quantum effects,3 yields insights into
fundamental natural processes3–7 and paves the way for con-
trolling photochemical reactivity.8 Photoexcitation of polya-
tomic molecules can lead to the breakdown of the Born–
Oppenheimer approximation, i.e., non-adiabatic coupling of
electronic and nuclear motions, facilitating radiation-less tran-
sitions between electronic states through conical intersections
(CIs).9–11 Tracking the wavepacket dynamics following photo-
excitation along the reaction path to the CIs provides insights
into the underlying mechanisms determining the reaction’s
outcome.12–15 Conjugated dienes, molecules having two double
bonds separated by a single bond, exhibit photoinduced
dynamics leading to various reactions via CIs, such as
isomerization16,17 and ring transformations.11,18–20 The
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reaction outcomes are influenced by the dienes’ double bonds
and the molecular rigidity they impose.21–23

Many time-resolved studies investigated the photoinduced
dynamics of small diene systems such as 1,3-cyclohexadiene
(CHD)11,18,24–26 and butadiene (BD).16,17,27,28 CHD has been
extensively studied as a prototypical example of electrocyclic
ring transformation reactions,11 the general reactivity of which
is described by the Woodward–Hoffmann rules.29 Upon UV
excitation, CHD relaxes to the ground state through a CI seam
and undergoes electrocyclic ring-opening to form 1,3,5-
hexatriene.11,18,24–26 In contrast, UV excitation of BD leads to
competition between various processes as the molecule relaxes
to the ground state through CIs. These processes include cis–
trans isomerization, electrocyclic ring closure to cyclobutene,
and the formation of other products.16,17,27,28 The excited-state
dynamics of these molecules have been investigated by con-
sidering the motions of the double bonds as the primary
reaction coordinate. Although the initial photoexcitation is
delocalized over both double bonds for both molecules, large
amplitude motion allows the localization of dynamics on one of
the double bonds in BD,17 unlike CHD.18,26 Studies on larger
and more flexible systems are required to develop the general
rules governing the dynamics of the diene systems.

So far there have been few studies on larger ring systems,
and none with diffraction methods that give direct structural
information. A few experimental and theoretical studies have
been carried out on cis,cis-1,3-cyclooctadiene (cc-COD),30–35

which is a large flexible cyclic molecule with an eight-
membered ring and conjugated double bonds (as shown in
Fig. 1). Fuß et al.,30 using femtosecond mass spectrometry on
gas phase cc-COD, reported the photoinduced products to be
cis,trans-1,3-cyclooctadiene (ct-COD) through isomerization
and bicyclo [4.2.0] oct-7-ene (BCO) through electrocyclic ring
closure. A prior study reported the formation of BCO using
selective cyclization of cc-COD in the solution phase by nano-
second pulsed UV irradiation.31 An earlier study on irradiation
of solution of cc-COD with added sensitizer reported isomer-
ization of cc-COD to ct-COD, which then converts to BCO.32

Recently, the excited-state time-resolved dynamics of cc-COD
after photoexcitation to the S1 state was investigated theoreti-
cally using trajectory surface hopping (TSH) simulations33 and
experimentally using time-resolved photoelectron spectroscopy
(TRPES).34 The theory showcased the internal conversion from
the S1 to the S0 state occurring over an extended region of the CI
seam involving distortions around the double bonds, with the
photoproducts formed in the ground state after traversing the

Fig. 1 Schematic illustrating the UED experimental set-up and the photoinduced structural dynamics of cc-COD. The cc-COD molecules in the gas
phase are introduced in the interaction region via a flow cell. The inset shows the randomly oriented cc-COD molecules. A 200 nm UV pump pulse is
used to excite the cc-COD molecules from the static ground state, and 3.7 MeV electron pulses with a variable time delay are used to probe the
molecules. The scattered diffraction patterns are recorded on the detector. The structures of the molecule in the static ground state/FC-region (t = 0 fs),
in the excited-state at t = 20 fs, t = 40 fs, and at a conical intersection seam (t = 74 fs) are shown. The qualitative depiction of ring distortion motion
(highlighted in yellow) in the molecule, as it approaches the CI seam, is shown along with the width of the nuclear wavepacket (in light red), which
remains compact until the CI seam is reached and spreads out rapidly after passing through the CI seam and into the ground state where multiple
products are formed. Representative structures of the photoproducts predicted from our TSH theoretical simulations at a pump–probe delay of 350 fs
are shown. The products are cc-COD, ct-COD, and BCO, and their calculated yields (at t B 400 fs) from TSH simulations are 63%, 32%, and 5%,
respectively.
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CI seam.33 The TRPES experiment employed a 267 nm pump
laser pulse to excite the cc-COD molecules to the S1 state, and
its measurements showed a qualitative agreement with the TSH
simulations, suggesting that the calculations could capture the
main features of the dynamics observed experimentally.34

However, the measurements revealed an excited state lifetime
of about 50 fs,34 faster than the 100 fs lifetime predicted by
theory. An analysis of the calculations reported in ref. 34
indicated that the discrepancy between the experiment and
theory could not be easily explained in terms of systematic
issues with the experiment or the calculations but was likely a
more subtle issue specific to the molecule. Therefore, this
earlier work motivates further development of the calculations
and comparison with other measurement approaches. More-
over, these previous spectroscopic measurements on cc-COD
were not sensitive to structural changes and, therefore, could
not trace the wavepacket during the nuclear motions from the
Franck–Condon (FC) region to the ground state through a CI
seam and the formation of multiple products.

We have carried out a time-resolved study of photoexcited
cc-COD using mega-electron-volt ultrafast electron diffraction
(MeV-UED),10,11,19,20,36–40 supported by TSH41 dynamics simu-
lations. The TSH simulations, which were previously published
in ref. 34, are used to calculate the UED observables and
compared to the experimental measurements. The direct sen-
sitivity of UED to changes in the nuclear geometry
allows us to follow the structural dynamics and provides a
direct experimental comparison to theoretically predicted
dynamics.10,11,19,20,36–40,42–47 In this work, we tracked the mole-
cular structure of cc-COD as the wavepacket moves from the FC
region through the CI seam and to the electronic ground state.
Our investigation unveiled a previously unrecognized primary
reaction coordinate, predominantly characterized as a ring
distortion, where the ring stretches along one axis and com-
presses along the perpendicular axis. The distortion was pre-
dicted by the TSH simulations and experimentally verified by
comparing the measured diffraction signal with the diffraction
signal predicted by the simulations. The simulations show that
the nuclear wavepacket formed in the FC region remains
compact as it moves along this ring distortion reaction coordi-
nate until it reaches the CI seam, from where it rapidly spreads
out as multiple photoproducts are formed in the ground state
(illustrated in Fig. 1).

A schematic representation of the experimental setup is
shown in Fig. 1. In brief, we used a 200 nm pump laser pulse
to excite the cc-COD molecules in the gas phase and 3.7 MeV
electrons as a probe. The time delay between pump and probe
pulses was varied, and the diffraction pattern at each time delay
was recorded. The instrument response time is 150 fs.36,37

Standard UED data analysis methodologies were employed in
the retrieval of real space information, i.e., atomic pair dis-
tribution functions (PDFs) from reciprocal space (diffraction)
data. In this approach, structural changes are reflected in the
difference PDF (DPDF), which are extracted by subtracting the
static signal from the time-dependent signal. The experimental
results were interpreted with the aid of TSH dynamics

simulations carried out at the extended multi-state second-
order perturbation theory (XMS-CASPT2) level.48–50 TSH trajec-
tories were propagated for 400 fs for excitation to the bright S1

state. The 200 nm pump used in our experiment is estimated to
primarily populate the S1 state, as the S2 state is a dark state, as
described in a prior publication.33 Detailed descriptions of the
TSH simulations and UED data analysis are presented in the
methods section and ESI.†

2. Methods
2.1. Experiment details

We performed our experiment at the Mega-electronvolt ultra-
fast electron diffraction (MeV-UED) facility at SLAC National
Accelerator Laboratory.36 The experimental setup involved the
use of a pump laser to excite the gas molecules and a MeV-
electron beam as a probe to track the structural changes. The
details of the experimental setup are described elsewhere.36,37

In summary, the 800 nm laser output of a Ti: sapphire laser
system was separated into two beam paths. One path was used
for generating the probe pulse of electrons, and the other path
was for generating the pump laser beam to excite the gas
sample. In the probe path, laser pulses were frequency tripled
and then directed onto the photocathode of a radiofrequency
(RF) gun to generate electron bunches containing B104 elec-
trons. These electron bunches were accelerated to a kinetic
energy of 3.7 MeV by an RF cavity and focused to a spot size of
about 200 mm full width at half-maximum at the interaction
region of the experimental chamber. The pulses in the pump
path were converted to 200 nm pulses. These pump pulses, at
an energy of 15 mJ, were focused at the interaction region of the
experimental chamber to a spot size of about 260 � 200 mm full
width at half-maximum and were nearly collinearly overlapped
with the electron pulses. The sample cis,cis-1,3-cyclooctadiene
(purity 98%) was purchased from Sigma-Aldrich and used
without further purification. The sample reservoir was main-
tained at room temperature. We used a 4 mm flow cell (B500 mm
orifices, heated to 55 1C) to deliver the sample in the interaction
region. The experimental response function of the set-up is
estimated to be 150 fs,36,37 and we estimate that about 3.25%
of the molecules were excited based on the relative signal levels of
the experiment and theory (for details, see ESI†).

The electrons scattered from the gas sample were detected
using a combination of a phosphor screen and an electron-
multiplying charge-coupled device (EMCCD) camera. The time
delay between the pump and electron probe pulses was varied
by adjusting the delay stage in the pump path. Time-dependent
diffraction patterns were recorded for delay time points
between �1 and 1 ps with separation between the time delay
points as 62.5 fs, and a few other early and later delay points
were also recorded. Diffraction patterns were recorded with 5-
second exposure. A total of approximately 22 minutes of data
was collected at each pump–probe time delay. Delay points
were visited in random order to avoid systematic errors. Time-
dependent diffraction data was integrated for the total data
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collected per delay point. The signal range was limited in the
momentum space range of 0.6 Å�1 to 8 Å�1 due to a hole at the
center of the detector and the limited signal-to-noise-ratio
beyond 8 Å�1, respectively. We calculated the 1-D difference-
modified scattering intensity signals in momentum space and
DPDFs for each time delay. The data processing details are
described in the ESI.† We used a bootstrapping algorithm to
calculate the uncertainties in the experimental data (details are
in Section S7 of ESI†).

2.2 Trajectory simulation details

We carried out TSH dynamics simulations of cc-COD at the
extended multi-state second-order perturbation theory (XMS-
CASPT2) level.48–50 The trajectories were propagated for 400 fs
using the Newton-X package,51,52 after excitation to the bright
S1 state. On-the-fly electronic structure calculations (energies,
gradients, non-adiabatic couplings) were performed using the
XMS-CASPT2 method along with three-state averaging and
an active space of 4 electrons in 4 orbitals (SA3-CAS(4,4)) with
cc-pVDZ53 basis set, using BAGEL package.54,55 A total of 200
trajectories were started and 116 reached the ground (S0) state
and formed products. The remaining trajectories failed within
200 fs, before or soon after reaching the ground state. These
116 trajectories were used to generate a pool of sorted struc-
tures to compare with the end-product signal observed experi-
mentally. The simulated time-dependent signal is based on the
subset of trajectories (95) that propagated for more than 350 fs.
Further details are described in the ESI.†

3. Results and discussion
3.1. Comparison of experiment and theoretical diffraction
signals

Fig. 2a shows the excellent agreement between the experi-
mental and simulated static (ground state) PDF(r), where r is
the internuclear distance. The distributions of different car-
bon–carbon distances at time zero from all simulated trajec-
tories are shown in Fig. 2(a), which reflects the initial
distribution of ground state structures. The distance between
two, three, four, and five consecutive carbon atoms in the
molecule’s ring is denoted by R2C, R3C, R4C, and R5C,
respectively.

The simulations show that after 250 fs, the population is
back in the ground state, multiple hot structures are formed
and there is no interconversion between these structures across
the delays from 250 fs to 400 fs. The products predicted from
simulations are classified into three categories: hot cc-COD, ct-
COD, and BCO (structures shown in Fig. 1), and the details of
the end-products formation are discussed in the sub-section:
‘Products formed’. The photoproducts of cc-COD, as identified
in the TSH simulations here, have also been predicted in a
separate theoretical study.35 Fig. 2b shows the experimental
and simulated difference diffraction signals in real space
(DPDF(r)), averaged for time delays between 250 fs and 400 fs.
The difference diffraction signal calculated from the structures

in the simulation is in close agreement with the experimental
measurement. The main information here is in the position of
the positive signals which indicates new distances, and the
valleys indicating lost distances. Small discrepancies in the
amplitude of the peaks are likely due to artifacts introduced
when transforming from momentum to real space (more
details are in ESI† Sections S7 and S8). Based on the amplitude
of the difference diffraction signal in the experiment, we
extracted an excitation percentage of 3.3%. The real space
signal allows us to directly identify the main interatomic
distances that are changing after photoexcitation. As new
structures are formed, we see a depletion in the region around
3.3 Å (R4C and R5C) and an increase in both shorter and longer
distances around this value.

Fig. 3(a) shows the experimental DPDF(r, t), and Fig. 3(b)
and (c) show the simulated DPDF. In Fig. 3(b) the predicted
diffraction signal is convoluted in time with a Gaussian
function of 150 fs full width at half maximum (FWHM) to
match the temporal resolution of the measurement and

Fig. 2 Comparison of experimental and simulated diffraction signals in
real space. Panel (a) shows the experimental (blue-solid line) and simulated
(red dashed line) stationary ground-state PDF(r) of COD. The blue, yellow,
purple, and green histograms in panel (a) depict the distribution of
carbon–carbon distances of the geometries in the TSH simulations at
time-zero, for the ground-state Wigner ensemble. The inset illustrates the
averaged stationary-ground state molecular structure (at T = 0 fs) with
different carbon–carbon distances marked in color code for one of the
carbon atoms in the molecule (R2C, R3C, R4C, and R5C distances are marked
in blue, yellow, purple, and green arrows, respectively). Panel (b) shows the
experimental (dotted blue line) and simulated (dashed red line) DPDF
averaged over delays between 250 fs to 400 fs. The shaded blue area in
panel (b) represents the statistical one-standard deviation error of the
experiment signals calculated from a bootstrap analysis.
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provide a quantitative comparison. The red (positive) regions
correspond to an increase in the signal intensity at those
distances, while blue (negative) corresponds to a decrease.
The trajectories extend up to 400 fs, so we use this time range
for comparing simulations with experimental data. The same
features are observed in experimental and simulated signals,
with some fast oscillations in the simulated signal (Fig. 3(c))
not captured experimentally due to the finite temporal resolu-
tion. Three positive signals appear in the DPDF in the regions a
(1.6 o r (Å) o 2.25), b (2.6 o r (Å) o 3), and g (3.6 o r (Å) o
4.3), as seen in Fig. 3. Interestingly, we observe that the signal
in region b, marked in Fig. 3, shows a transient increase in
amplitude at early times. Fig. 4 shows lineouts of the experi-
mental and theoretical DPDF at four different interatomic
distances, which shows very good agreement between experi-
ment and theory across multiple distances and timescales.

3.2 Trajectory simulations

The early time dynamics, up to 150 fs, map the motion of the
wavepacket from the excited-state, through nonadiabatic tran-
sitions back to the ground state. We found that the structural
changes taking place from the FC region down to the CI seam
can be captured by a new reaction coordinate: a distortion of
the ring in which it simultaneously stretches along one axis
while compressing along the perpendicular axis. This motion
can be qualitatively visualized as a stretching of the ring,
although it includes both in-plane and out-of-plane motions.
In particular, the direction of the ring stretching results in a
reduction in the separation between the double bonds. This
reduction occurs after an initial increase of this separation
within the first 20 fs of excitation, during which the ring
expands (refer to Fig. S9 of ESI†). The molecule’s ring is
asymmetric in the ground state, as seen from the histograms
of R5C and R4C distances displayed in Fig. 2(a). After photo-
excitation, the ring stretches in a direction such that the

asymmetry increases. This ring distortion motion creates a
distinctive feature in the region b of the DPDF as multiple
distances contribute positively to the signal in this narrow

Fig. 3 Experimental and simulated DPDFs. The false color plots show the difference diffraction signal (DPDF (r, t)) in real space as the function of pump–
probe delay for (a) experiment, (b) (scaled) simulation convolved in time with a Gaussian of 150 fs full width at half maximum (FWHM), and (c) (scaled)
simulation without any convolution in time. The regions a (1.6 o r (Å) o 2.25), b (2.6 o r (Å) o 3), and g (3.6 o r (Å) o 4.3) are marked in all three panels
with blue, purple, and red broken lines, respectively. The DPDF in region b (2.6 o r (Å) o 3) has a modulation in intensity with the delay.

Fig. 4 Comparison between experimental and simulated DPDF signals at
different regions. The lineouts in blue, purple, yellow, and red colors
represent the summed DPDF signal in regions of 2.3 o r (Å) o 2.55,
2.6 o r (Å) o 3, 3.1 o r (Å) o 3.5, and 3.6 o r (Å) o 4.3, respectively. The
experimental signals are depicted by solid lines with circle markers, and the
simulated signals are illustrated with broken lines. The shaded area in all
panels represents the statistical (1-s) error of the experimental signals for
the corresponding region, calculated from a bootstrap analysis. An offset
in the y-axis is added to the lineouts to displace them vertically for
visualization. Each feature is plotted relative to the offset added. The offset
is marked in grey dotted lines.
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region (2.6 o r (Å) o 3) when the ring stretches. During the
stretching motion, the shorter R5C and R4C distances compress,
generating a positive signal in this region, while the longer R3C

distances stretch leading also to an increase in the signal in the
same region (shown in ESI† Fig. S8). The corresponding motion
does not exhibit clear intensity signal modulations in DPDF at
large distances (r (Å) o 3.6), i.e., in g region, as observed in
Fig. 3. This is because while the longer R4C distances stretch
into the region, the longer R5C distances simultaneously stretch
out from that region. The positive signal observed in region a of
the DPDF is primarily due to the increased C–C bond distances
in the ring and some of the shorter R5C distances compressing
to this region. Furthermore, the depletion in the DPDF around
2.4 Å and 3.3 Å is caused by the R3C, R4C, and R5C distances
moving out of these respective regions. Additional details
describing the changes in carbon–carbon distances can be
found in the ESI† Sections S11 and S12.

The ring distortion can be parameterized by the difference
between the long and the short R5C distances. For this, we
introduce the parameter e(t), which is the difference between
these largest and shortest R5C distances at each pump–probe
delay:

e(t) = [R5C]max(t) � [R5C]min(t)

While this parameter cannot be directly observed experi-
mentally because multiple distances contribute to the DPDF
signal, we use it as a straightforward metric of the ring

distortion and show that it is directly correlated with the signal
in the region b of the DPDF.

Fig. 5(a) shows, for each trajectory, the largest R5C distance
([R5C]max, marked in red) and shortest R5C distance ([R5C]min,
marked in blue) as a function of time. After an initial expansion
of both distances over the first 20 fs, [R5C]max increases while
[R5C]min decreases simultaneously, reaching a maximum differ-
ence (stretching) at a time around 70 fs (TS). This motion
corresponds to a stretching of the ring with the initial longer
distances becoming longer and the shorter distances becoming
shorter. This motion occurs approximately simultaneously in
all trajectories, which can be interpreted as a coherent wave-
packet motion along this reaction coordinate. Subsequently,
the ring returns towards the initial configuration as seen by the
distances reverting towards their original values. Following
this, the oscillations persist in all trajectories, albeit with
different phases. This dephasing in the trajectories corre-
sponds to a broadening of the wavepacket after reaching the
maximum stretching of the ring.

Fig. 5(b) shows e(t), overlaid with the time at which each
trajectory hops from the excited-state to the ground state (S1 to
S0), shown as the black open circles. The hop times are clearly
clustered around time TS (t = 70 fs). This indicates that the
wavepacket moves compactly along this coordinate until it
reaches the CI seam, then quickly disperses as it reaches the
ground state. The spreading is likely caused by the excess
vibrational energy and by splitting into multiple products when
the wavepacket reaches the ground state. Fig. 5(c) and (d) show

Fig. 5 Ring distortion motion. Panel (a) shows the changes in largest ([R5C]max) and shortest ([R5C]min) R5C distances of all the 95 trajectories used in
calculation of simulated signal, in orange and blue, respectively, as a function of delay for the first 400 fs. Panel (b) shows the evolution of the ring
distortion motion parameter (e(t)), which is equal to the difference of [R5C]max, and [R5C]min(t). The e(t) values of all the 95 trajectories used for calculating
simulated signal are shown in this plot. The black circles represent the S1 - S0 hop times of the trajectories. The vertical dotted line (in maroon) in panels
(a) and (b) corresponds to the time TS (t = 70 fs) at which maximum ring stretching motion is observed over all the 95 trajectories. Panels (c) and (d) show
representative structures from a trajectory simulation at t = 0 and TS (t = 70 fs) respectively, as an example to show the amount of ring stretch present.
The largest and shortest R5C distances are marked with orange and blue lines, respectively, and the corresponding e values are noted.

Paper PCCP

Pu
bl

is
he

d 
on

 0
3 

T
sh

itw
e 

20
24

. D
ow

nl
oa

de
d 

on
 2

02
5-

06
-1

7 
03

:4
5:

46
. 

View Article Online

https://doi.org/10.1039/d4cp02785j


This journal is © the Owner Societies 2025 Phys. Chem. Chem. Phys., 2025, 27, 471–480 |  477

the structures from a representative trajectory at the FC point
(t = 0 fs) and at time TS (70 fs) to highlight the significant
changes in the ring shape.

Fig. 6(a) shows the value e(t) averaged over all trajectories.
Fig. 6(b) shows the histogram of the probability distribution of
hop times from S1 to S0 state for all trajectories, which has a
peak at 74 fs. This time matches the maximum of eavg(t), which
implies that the ring distortion motion described here is
necessary for reaching the CI seam. The shaded area in
Fig. 6(a) represents the standard deviation of e(t), which clearly
shows how the wavepacket spreads significantly and rapidly
after traversing through the CI seam. The rapid spreading can
be attributed to the excess vibrational energy as the wavepacket
reaches the ground state and multiple products are formed. In
the following section, we show that the temporal profile of the
ring distortion motion signature identified in the simulation
matches the temporal evolution of the signal in the b region of
the experimental DPDF.

3.3. Experimental evidence of the ring distortion motion

Fig. 2, 3, and 4 have highlighted the strong overall agreement
between experiment and theory, here we focus on the specific
signature of the ring stretching in the diffraction signal. As
discussed earlier, the ring distortion motion has a prominent
signature in the region b of the DPDF. Fig. 6(c) shows the integrated
intensity of the DPDF in the region b (2.6 o r (Å) o 3), where we

observed a modulation of the intensity in both experiment and
simulations (refer to Fig. 3). The dashed red line in Fig. 6(c) shows
the intensity in the region b of the simulated diffraction signal
generated from the trajectories. This signal is strongly correlated
with e(t). The solid yellow line shows the theoretical signal after
convolution to match the temporal resolution of the experiment.
This predicted signal (yellow line) quantitatively matches the
measurement (blue line), further validating the interpretation of
the trajectories. The longer time window of our UED data allows us
to catch the revival of this modulation, with a lower amplitude,
approximately 400 fs after the first peak. It is not clear if this
second, weaker modulation is due to periodic stretching of the ring
or due to the interaction of other vibrational modes, but it suggests
that some vibrational coherence persists in the ground state. With
the aid of the TSH trajectories, we have identified that the ring
distortion motion in the ground state persists only in the hot cc-
COD product (more details are in the ESI† Section S13), indicating
that after the large structural changes needed to form the ct-COD
and BCO products the energy in this mode quickly spreads to other
vibrational modes.

3.4 Reaction coordinate

While in previous experiments with CHD and BD,17,18,26 and
in general in photophysics and photochemistry of molecules
with double bonds, the motion involving double bonds stretch-
ing and twisting is considered to be a dominant reaction

Fig. 6 Ring stretching motion dynamics reflected in the experimental and simulated DPDFs. Panel (a) shows the amount of ring stretching averaged
over the simulated trajectories as a function of time delay (eavg(t)) along with the standard deviation from the mean. The inset (b) shows the
probability distribution of hop times from S1 to S0 (excited-state to ground-state) for all trajectories. Panel (c) shows the sum of DPDF intensity in the
region b (2.6 o r (Å) o 3) for the experiment (blue) along with the one-standard-deviation error (shaded region), the corresponding signal from the
simulation without (red) and with (yellow) 150 fs Gaussian time smoothing applied. The vertical grey dotted line in Panels (a), (b), and (c) marks the most
likely time (74 fs) for the wavepacket to reach the CI seam.
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coordinate, here we have found a new reaction coordinate of
ring distortion (e) that produces a compact motion through a CI
seam. In the simulations, we also observed oscillations in the
bond length alternation (BLA) coordinate with a period of
approximately 25 fs and decreasing amplitude (refer to ESI†
Section S14). The BLA coordinate, which involves the stretching
motion of double bonds, was coherent across the trajectories
over the time the wavepacket takes to reach the CI seam
(approximately 70 fs), after which this coherence behavior is
lost. We observed the stretching of the ring during the first 70 fs
in 98% of the trajectories. Additionally, we note that the ring
stretching is slower as it involves a larger structural distortion,
and the maximum distortion coincides with the wavepacket
reaching the CI seam. The advantage of this slower motion is
that it can be easier to observe experimentally, while the very
fast double bond stretching would require a much shorter time
resolution. Thus, both coordinates of e and BLA are signatures
of the CI, and the main difference is the frequency, which
makes the ring distortion coordinate (e) easier to capture
experimentally. In addition, we also compared the ring distor-
tion parameter reaction coordinate with torsional and pyrami-
dalization motions. From our comparisons, we found that
while all these motions of double bond stretching, torsional
angles twisting, and pyramidalization angles changing take
place after photoexcitation of cc-COD with 200 nm to S1 state,
none of these parameters strongly correlate with the ring
distortion reaction coordinate. These other motions do not
oscillate on the same time scale as the ring distortion, and
they undergo multiple oscillation periods before the molecule
reaches the CI. The ring distortion, on the other hand, changes
monotonically between excitation and reaching the CI, which
makes it preferable as a reaction coordinate. The detailed
comparison is in the Section S14 of ESI.†

While all three molecules-BD, CHD, and COD, have the
same two double bonds connected by a single bond, the
photochemistry of CHD is quite different from the dynamics
of COD and BD. The photochemistry of CHD leads to opening
of the ring, while COD and BD behave similarly, as discussed in
Chakraborty et al.33 In both cases, the majority of the dynamics
involves cis–trans isomerization of the double bonds, with a
single bond twisting being more prevalent than both double
bonds twisting concurrently. The difference between BD and
COD, however, is that COD has additional restrictions because
of its ring structure. This ring structure leads to the ring
distortion observed in this work, which is indeed a conse-
quence of the torsional and bond stretching distortions.

3.5. Products formed

We classified the end-products broadly into three categories:
hot cc-COD, ct-COD, and BCO (shown in Fig. 1). Within this
broad classification, the simulations also predict an additional
four end-products in which hydrogen migration takes place
across the ring. Refer to ESI† Section S2 for details on the
product classification. The hydrogen migration does not
significantly change the geometry, and these end products
are included within the three main groups. Our diffraction

measurements are not sufficiently sensitive to distinguish the
hydrogen migration, but the three main categories are clearly
distinguishable. The product yields predicted from the TSH
simulations are 63% cc-COD, 32% ct-COD, and 5% BCO. We
performed a fitting analysis on the experimental data to deter-
mine the photoproduct yields. The signal from each photopro-
duct from the simulations is taken as the fitting basis (refer
to ESI† Section S15). The best fit to the experiment is for
product yields of 87.4 � 8.8% cc-COD, 12.3 � 7.1% ct-COD,
and 0.3 � 1% BCO for a time-averaged signal between 250 fs
and 400 fs. Our experiment results indicate that hot cc-COD is
the dominant product, followed by ct-COD as the subsequent
significant product, which is in qualitative agreement with the
theoretical prediction. We did not observe a significant change
over the product distribution for up to the measured time of
900 fs. We captured the product yield after the wavepacket
returns to the ground state, however, the product yield may
change over longer time scales of nanoseconds and longer.
Thus, the observed distribution of products may not match the
final distribution of products of this reaction.

4. Conclusions

Through a combination of experiment and theory, we followed
the structural dynamics of photoexcited cc-COD from the
excited-state to the ground state through the CI seam. We have
identified a primary reaction coordinate of the nuclear motion
from the FC region to the CI seam to be a ring distortion
motion. This ring distortion motion produces a clear signature
in the DPDF that was identified in the experiment in good
agreement with the theoretical predictions. This ring distortion
motion provides a new, alternative, signature of the distortions
needed to reach CIs with the ground state in cyclic dienes,
besides the well-established coordinates of double bond
stretching and carbon pyramidalization. The TSH simulations
show that the nuclear wavepacket formed in the FC region
evolves in a compact manner towards the CI seam along this
coordinate, and upon returning to the ground state, it rapidly
splits into multiple photoproduct isomers: hot cis,cis-COD,
cis,trans-COD, and BCO (with and without hydrogen migration).
Our experiment results indicate that the dominant photopro-
duct is hot cis,cis-COD, followed by cis,trans-COD as the next
significant photoproduct, qualitatively matching the theoretical
predictions.
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