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based implicit solvent model for
aqueous-solution alanine dipeptide molecular
dynamics simulations†

Songyuan Yao,a Richard Van,a Xiaoliang Pan, a Ji Hwan Park,b Yuezhi Mao, *c

Jingzhi Pu, *d Ye Mei *efg and Yihan Shao *a

Inspired by the recent work from Noé and coworkers on the development of machine learning based

implicit solvent model for the simulation of solvated peptides [Chen et al., J. Chem. Phys., 2021, 155,

084101], here we report another investigation of the possibility of using machine learning (ML)

techniques to “derive” an implicit solvent model directly from explicit solvent molecular dynamics (MD)

simulations. For alanine dipeptide, a machine learning potential (MLP) based on the DeepPot-SE

representation of the molecule was trained to capture its interactions with its average solvent

environment configuration (ASEC). The predicted forces on the solute deviated only by an RMSD of

0.4 kcal mol−1 Å−1 from the reference values, and the MLP-based free energy surface differed from that

obtained from explicit solvent MD simulations by an RMSD of less than 0.9 kcal mol−1. Our MLP training

protocol could also accurately reproduce combined quantum mechanical molecular mechanical (QM/

MM) forces on the quantum mechanical (QM) solute in ASEC environment, thus enabling the

development of accurate ML-based implicit solvent models for ab initio-QM MD simulations. Such ML-

based implicit solvent models for QM calculations are cost-effective in both the training stage, where

the use of ASEC reduces the number of data points to be labelled, and the inference stage, where the

MLP can be evaluated at a relatively small additional cost on top of the QM calculation of the solute.
1. Introduction

One of the central tasks in the eld of Computational Chemistry is
to simulate various chemical processes and conformational
changes of molecules and macromolecules in aqueous
solutions.1–5 In general, molecular mechanics (MM), quantum
mechanics (QM),6 or combined quantum mechanics molecular
mechanics (QM/MM)7 molecular dynamics (MD) simulations
incorporate the aqueous environment through explicit or implicit
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solvent models.8–10 In the explicit solvent models, the solvent
molecules are accounted for explicitly, where solvent–solute
interactions can be calculated with atomistic resolution. Popular
models for explicit solvents include TIPnP,11–13 SPC,14 and
AMOEBA.15,16 On the other hand, the implicit solvent models (also
known as the continuum solvent models)17–20 treat the solvent
implicitly as a dielectric continuum, thus reducing the number of
explicit particle–particle interactions. Popularmethods include the
Poisson–Boltzmann (PB),21 COSMO/polarized continuum model
(PCM),22–33 or Generalized Born (GB) models.34–37

With fewer atoms involved in the calculation, the implicit
solvent models offer an advantage in terms of its lower computa-
tional cost.38 However, the accuracy of implicit solvent models can
be limited by its inadequacy to capture specic solute–solvent
interactions and solvent structure uctuations.39 In MM-based
modeling, implicit solvent model based simulations do not
always accurately reproduce folded40–42 and unfolded structural
distributions.8,38,43,44 For QM-based modeling, pKa predictions of
the solute can sometimes be off by a couple of pH units, if the
hydrogen bonding between solute and the nearby solvent mole-
cules is completely ignored in implicit solvent calculations.45 In
principle, such deciencies in implicit solvent based MM and QM
modelings can be mitigated by including one or multiple solvent
molecules or the entire rst solvation shell into the solute region of
implicit solvent calculations.46–48 However, such a treatment might
RSC Adv., 2023, 13, 4565–4577 | 4565
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inadvertently reduce the mobility of those solvent molecules and
thus over-stabilize the short-range solute–solvent interactions.

To guide the development of more accurate implicit solvent
models, it would be highly desirable if one can “derive” an
implicit solvent model directly from explicit solvent MD simu-
lations of the system. A breakthrough along this line was made
recently by Noé and coworkers.49,50 Specically, aer collecting
congurations from an explicit-solvent MD simulation of
alanine dipeptide and chignolin, they successfully trained the
rst machine learning (ML) based implicit solvent model for
peptides. The ML model reproduced the forces on solute atoms
from the explicit-solvent calculation and could thus be
employed to drive solution-phase MD simulations. Their pio-
neering work follows the recent, rapidly growing use of ML
techniques51 in the development of computational chemistry
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models.52–54 As far as the solvent effect is concerned, ML models
have been developed to capture the effect on chemical reac-
tions,55,56 spectral properties,57–60 identify solvation characteris-
tics in general molecular environment,50,61,62 and explore the
solvent effect on mixture solvent system.63–65

Inspired by the work of Noé and coworkers,42,49,50,66 in this
paper we will also use the solvated alanine dipeptide67–69 as an
example and further explore the possibility of “deriving” an
implicit solvent model directly from explicit solvent MD simu-
lations. As Noé and coworkers pointed out, for a system with
solute atoms at positions r, solvent atoms at positions w = {w1,
w2, .}, and a total potential expressed as V(r, w), an implicit
solvent model should correspond to the solute potential-of-
mean-force (PMF),70,71

VPMFðrÞ ¼ �b�1 ln

� ð
dw e�bVðr;wÞ

�
þ C (1)

Clearly, this opens the possibility of acquiring the corre-
sponding forces on the solute atoms (at geometry r) by exten-
sively sampling solvent congurations, w(m) (m = 1, 2, ., M),
around the solute,

�vVPMFðrÞ
vr

¼ �
Ð
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vVðr;wÞ
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Ð
dw e�bVðr;wÞ
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M
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vr

(2)

where M is the number of solvent congurations. Furthermore,
if both solute and solvent molecules are described by xed-
charge force elds, the solute is essentially interacting in this
expression with the average solvent environment conguration
(ASEC) potential,72–80
4566 | RSC Adv., 2023, 13, 4565–4577
�vVASECðrÞ
vr

¼ � v

vr
V
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�
(3)

where the solvent environment is represented by M frames of
solvent conguration. For each solvent conguration, w(m)′, the

solvent atomic charges are scaled by
1
M

and van der Waals

epsilon values by
1
M2 (due to the geometric combination rule).

For a solute that is described by a QM method or a polarizable
force eld, the ASEC description (with scaled charge and
epsilon values) still holds approximately despite the fact the
polarization effect from solvent molecules has nonlinear
components. Formally, for a single solvent conguration, w(m)

with K solvent molecules, the many-body expansion81–83 of the
force on the solute is
where VVAC is the potential energy of an isolated molecular
solute, and the two-body term (second term on the right-hand
side) involve the permanent electrostatic, polarization, and
higher-order (non-linear) polarization interaction between
solute and one solvent molecule, while the third term on the
right-hand side corresponds to the non-linear, three-body
interactions of the solute with two solvent molecules. As
shown in Table S14 of ref. 84, the two-body permanent elec-
trostatic interaction contributes roughly 90% of the QM/MM
solute–solvent interaction energy. The remaining 10% is ex-
pected to be dominated by the two-body polarization, thus
justifying the ASEC formula in eqn (3).

In this work, we will thus seek to build a Dmachine learning
potential (MLP) to capture the solute–solvent interactions
within the ASEC environment, which is acquired from explicit
solvent MD simulations. In the spirit of widely-used force-
matching techniques,85,86 the MLP will be trained to minimize
a loss function,

L ¼ 1

N

XN
n¼1

�����vVML

vr

����
r¼rn

þ
�
vVASEC

vr
� vVVAC

vr

�����
r¼rn

�����
2

: (5)

where VML is the solute–solvent interaction energy predicted by the
D machine learning potential model. The two-body term (second
term on the right-hand side) it is themean square difference in the
solute–solvent interaction forces overN solute congurations, each
within its ASEC embedding potential. Note that this loss function
closely resembles that of Noé and coworkers (eqn (18) in ref. 49). In
comparison to their pioneering work, our effort differs in a couple
of ways: (a) for the training/validation congurations, the confor-
mations of alanine (the solute) with different combinations of
torsional angles (f, j; shown later in Fig. 2) will be used instead of
those from a single MD simulation; (b) the labelling data—forces
on solute atoms due to solute–solvent interactions—will be eval-
uated from independent ASEC calculations for each solute
© 2023 The Author(s). Published by the Royal Society of Chemistry
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conguration; (c) the features of the solute structure will be
dened using the widely used Deep Potential-Smooth Edition
(DeepPot-SE) representation from E and coworkers;87–90 and (d)
MLP implicit solvent model will be constructed not only for MM
modeling of solvated alanine dipeptide, but also for the ab initio
QM modeling of the solvated molecule.

It should be noted that, as far as the solvent effect is concerned,
there exists a separate line of efforts towards an accurateML-based
prediction of solvation free energies.48,91–93 While progress along
that line has been rather encouraging (with the average error oen
falling below 0.5 kcal mol−1), those ML models are usually based
on SMILES and other descriptors that do not explicitly depend on
the coordinates of solute atoms. So, even with neural network
automatic differentiation, most of those MLmodels do not readily
provide the forces on solute atoms to drive their dynamical
motions, which is the main objective of our work.

This paper is structured as follows. Section 2 summarizes the
procedure for training our MLP model, with the corresponding
simulation details provided in Section 3. Results and discussion
on the MLP implicit solvent models for MM and QM simula-
tions of alanine dipeptide in an aqueous solution will be pre-
sented in Section 4. Concluding remarks are made in Section 5.
2. Machine learning based implicit
solvent model for MM and QM
modeling of solute molecules

For the construction of our machine-learning based implicit
solvent model, we will adopt the Deep Potential-Smooth Edition
(DeepPot-SE).87,89,90 The overall workow for our training of the
MLP implicit solvent model is shown in Fig. 1, which closely
resembles our previous use of DeepPot-SE for the simulation of
enzyme reactions.94
Fig. 1 Workflow for the training of the MLP for implicit solvation of
alanine dipeptide. The neural networks are optimized to predict the
solute–solvent interaction energy V and the corresponding forces on
each solute atom.
2.1 Descriptor for the solute molecule

The rst step of feature abstraction within this presentation is
to build an environment matrix, Ri, for each atom (labelled i),

Ri ¼

2
666666664

sðR1iÞ sðR1iÞ x1i

R1i

sðR1iÞ y1i
R1i

sðR1iÞ z1i
R1i

sðR2iÞ sðR2iÞ x2i

R2i

sðR2iÞ y2i
R2i

sðR2iÞ z2i
R2i

. . . .

sðRniÞ sðRniÞ xni

Rni

sðRniÞ yni
Rni

sðRniÞ zni
Rni

3
777777775
; (6)

where s(Rji) = 1/Rji = 1/jRj − Rij represents the reciprocal of the
distance between the i-th atoms and one of its neighbors, the j-
th atom. If the i-th atom has n neighbors, then the corre-
sponding environment matrix, Ri, is a n-by-4 array. Unlike most
other uses of the DeepPot-SE representation, we do not apply
any spatial cutoff in the determination of the neighbors list in
this work due to the small size of our solute molecule. There-
fore, for our alanine dipeptide molecule, which has a total of 22
atoms, each atom would have 21 neighbors (i.e., n = 21).

In the next step of feature abstraction, an embedding neural
network (ENN), G, is used to map each s(Rji) value through
© 2023 The Author(s). Published by the Royal Society of Chemistry
multiple hidden layers into m1 outputs, which form the j-th row
of the embedding matrix gi.

gi ¼

2
666664

ðG½sðR1iÞ�Þ1 ðG½sðR1iÞ�Þ2 . ðG½sðR1iÞ�Þm1ðG½sðR2iÞ�Þ1 ðG½sðR2iÞ�Þ2 . ðG½sðR2iÞ�Þm1

. . . .
ðG½sðRniÞ�Þ1 ðG½sðRniÞ�Þ2 . ðG½sðRniÞ�Þm1

3
777775
: (7)

To ensure the permutational symmetry of the MLP, all s(RHC)
values for a carbon atom connecting to a hydrogen atom
neighbor are fed into the same embedding neural network, GHC.
The same goes with RCC, RNC, ROC, RHH, RCH, RNH, ROH and other
distances. For a system with Nelements different elements, there
would be Nelements

2 distinct embedding neural networks, each
fully-connected with one input, three hidden layers of neurons,
and an output layer with m1 neurons.

In the next step, an encoded feature matrix Di of size m1 by
m2 is computed

Di = (g1i )
TRiR

T
i g

2
i , (8)

where g1i is the same as gi (in eqn (7)) and a submatrix g2i con-
tains the rst m2 columns of gi (i.e., m2 # m1). Both m1 and m2

are additional hyperparameters of the DeepPot-SE representa-
tion of our MLP model, besides the number of hidden layers
and the number of neurons in each layer.
RSC Adv., 2023, 13, 4565–4577 | 4567
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Fig. 2 Structure of alanine dipeptide.
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2.2 The tting neural networks (FNN) and loss function

As shown in Fig. 1, the next key component of our machine
learning architecture are tting neural networks (FNN). Specif-
ically, a tting neural network will be used for each element (C,
H, O, N for the alanine dipeptide test system in our work). For
each FNN, its input is the feature matrix dened in eqn (8). As
the output, FNN predicts the solute–solvent interaction energy
for each solute atom,

VML
i = FNN(Di) (9)

which can be summed up to yield the total solute–solvent
interaction energy,

VML ¼
X
i

VML
i (10)

Through automatic differentiation, it also produces the

corresponding force on each atom, �vVML

vri
. The loss function in

eqn (5) measures the mean square difference (MSD) between
the predicted forces and reference values,

L ¼ 1

N

XN
n¼1

�����vVML

vr

����
r¼rn

þ vVREF

vr

����
r¼rn

����
2

(11)

over the N training (or validation) congurations, where the
reference solute–solvent interaction force is

�vVREF

vr
¼ �vVASEC

vr
þ vVVAC

vr
(12)

Our detailed procedure for the collection of the training/
validation congurations and the computation of the corre-
sponding reference forces will be provided in the next Section.
3. Computational details

Alanine dipeptide was used in this work as a test molecule for
exploring the possibility of building machine learning based
implicit solvent models for MD simulations. This molecule,
which is shown in Fig. 2, consists of 22 atoms and has two key
torsion angles f(C–N–Ca–C) and j(N–Ca–C–N). This system has
been widely used in the development of simulation methodol-
ogies, such as free energy analyses,95,96 conformational anal-
ysis,49,67,97,98 reaction coordinates,99–101 and free energy surface
computation.68
Table 1 Hyperparameters for the training of MLP models

Hyperparameter Value

ENN layer size [5, 10, 20]
FNN layer size [240, 240]
Activation function tanh
Optimizer Adam
Initial learning rate 5 × 10−4

Decay rate (per epoch) 0.95
Batch size 32
(m1, m2) (20, 4)
3.1 Training/validation congurations

Instead of employing a single MD trajectory for explicitly
solvated alanine dipeptide like Noé and coworkers,49,102 we
collected the training/validation congurations at various
combinations of (f, j) dihedral angles of the alanine dipeptide
solute molecule. Furthermore, we utilized two slightly different
ways to generate these congurations, depending on whether
the solute molecule adopted a minimized energy structure (with
the two dihedral angles restrained to their respective values).
4568 | RSC Adv., 2023, 13, 4565–4577
This would lead to two sets of machine learning potentials,
which were termed “MLP” and “MLP-O”.

For the training of MLP, short MD simulations using the
program in AmberTools21 (ref. 103) were performed at

362 = 1296 combinations of dihedral angles, with a 10-degree
increment for each angle. Specically, for each of these
combinations, the solute molecule (as described with the ff14SB
force eld104) was solvated in TIP3P water molecules11 in
a simulation box of ∼33 Å × 33 Å × 33 Å. Then each system was
equilibrated with 50 ps NPT simulations, where the two dihe-
dral angles were restrained to their target values using the
restraint potential (shown later in eqn (13)) with a force
constant of 1000 kcal mol−1 rad−2. The NPT simulations were
performed at 1.0 atm (with Berendsen barostat) and 300 K (with
Langevin thermostat) using a leapfrog integration (at 1.0 fs time
step) under periodic boundary conditions. Once equilibrated,
the solute molecule was frozen at its nal geometry, and the
entire system underwent another NVT simulation for 500 ps at
300 K. During this simulation, the congurations were saved
every 0.1 ps, which resulted in 5000 solvent congurations for
each solute structure for subsequent ASEC calculations.

For the training of MLP-O, restrained geometry optimiza-
tions of the gas-phase solute molecule was carried out using the

program in AmberTools21, again with the force
constant for each dihedral angle set to be 1000 kcal mol−1

rad−2. The optimization continued for 500 steepest descent and
1500 conjugated gradient steps. The relative energy of these
congurations was shown in Fig. S1,† which closely resembled
the vacuum Ramachandran plot in ref. 49. Subsequently, with
the solute retaining a xed geometry, each system was rst
solvated in the water box, equilibrated with NPT simulations at
300 K and 1.0 atm and then subjected to a solvent conguration
simulation, which also involved a 500 ps NVT simulation at 300
© 2023 The Author(s). Published by the Royal Society of Chemistry
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K. With the congurations saved every 0.1 ps, 5000 congura-
tions were also obtained for each solute structure.

3.2 Labelling data

3.2.1 Data for training implicit solvent models for MM
simulations. For MM simulations, the reference force in eqn
(12) for each solute structure can be computed equivalently
from the PMF formula (eqn (2)) or the ASEC formula (eqn (3)).
In this work, the PMF formula was adopted for MM simulations.
Namely, for each of the 1296 solute structure, the
program was used to compute the force on solute atoms for
each of the 5000 solvent congurations. Then the total force was
averaged over the 5000 solvent congurations, and the refer-
ence force was obtained by subtracting the corresponding
vacuum force.

3.2.2 Data for training implicit solvent models for QM
simulations. On the other hand, the ASEC formula in eqn (3)
was used to generate the labelling data for the MLP implicit
solvent model for the potential QM simulations of solvated
alanine dipeptide. For each solute structure, one tenth of the
previous 5000 solvent congurations (one conguration per ps
along the 500 ps trajectory) were used to generate the ASEC
environment. Thereby, all 22 atoms of alanine dipeptide were
treated as QM atoms and described by density functional theory
(DFT) using the B3LYP functional and 6-31G* basis set.105–108

The QM region was electrostatically embedded in 500 solvent
congurations with all partial charges scaled by 1/500 (i.e.,
−0.001668 for water oxygen atoms and 0.000834 for water
hydrogen atoms). To enable an efficient QM/MM-PBC calcula-
tion, the QM/MM-AC scheme109 was utilized with inner water
molecules (within 10 Å from the solute) carrying augmentary
charges projected from outer MM water molecules and image
cells. The Lennard-Jones interactions between the QM atoms
and MM atoms were described using the classical 6–12 formula
within the ff14SB/TIP3P force elds, where the epsilon values
for water oxygen were scaled by 1/5002. For each solute cong-
uration, the net QM/MM force on the solute atoms were
computed using Q-Chem.110 Aer removing the vacuum DFT
forces, the reference force was obtained.

3.3 Training of the machine-learning models

In the training of our ENN and FNN, the labelling dataset was
composed of 1296 solute congurations, each containing the
coordinate data as input for the ENN and the reference force
from ASEC calculations as label. This dataset was randomly
split into a training set of 1245 conguration and a validation
set of 51 congurations. An additional 500 congurations were
collected from an explicit-solvent simulation trajectory of
alanine dipeptide and used as the testing set to assess the
accuracy our new models. The distribution of the testing set
were shown in Fig. S2.† For these congurations, the ASEC
forces were obtained with the same procedure as in Section 3.1.

The ENN/FNN were optimized using the training set and
then tested on the validation set to determine the accuracy of
the prediction. The neural networks for learning the reference
ASEC forces from MM and QM/MM simulations were trained
© 2023 The Author(s). Published by the Royal Society of Chemistry
for 200 epochs. Other hyperparameters used for the training are
listed in Table 1.

3.4 Umbrella sampling

The umbrella sampling technique was used to produce the 2-
dimensional free energy surface of alanine dipeptide.111

Specically, a sequence of sampling windows with a harmonic
biasing potential,

Ebias
i ðf;jÞ ¼ 1

2
ki

h�
f� f0

i

�2 þ �
j� j0

i

�2i
(13)

where f0
i and j0

i are the restraint torsional angle values for the i-
th window, and ki the corresponding force constant. To ensure
an adequate coverage of the congurations, a total of 1296
windows were arranged at a 10-degree interval for the f and j

angles. For each window, a 500 ps NVT simulation trajectory
was generated using a force constant of 100 kcal mol−1 rad−2 for
each angle. NVT simulation is more compatible with a frozen
solute molecule because the volume update in an isobaric
simulation would change the geometry of the solute. Aer 100
ps of equilibration, a frame was saved every 100 fs, resulting in
4000 frames per window. Together, a total over 5 million frames
were accumulated.

Three sets of umbrella sampling simulations (vacuum,
implicit solvation with the trained ML potential, and explicit
solvations) were performed with same setting. For vacuum and
explicit solvations, the and programs were used,
respectively, while the implicit solvent simulation with the ML
potential were performed using the plug-in for
the OpenMM package.112 To construct the 2-dimensional
free energy surface prole, the 2-d Weighted Histogram
Analysis method (WHAM) was employed.113 The free energy
surface was calculated with a convergence tolerance of 1.0 ×

10−6 kcal mol−1, where the results in the next section (shown
later in Fig. 4) are nearly indistinguishable from those obtained
using the 100–300 ps segments of the trajectories (Fig. S3,† le
column) and the 300–500 ps segments (Fig. S3,† right column).

4. Results and discussion
4.1 MLP implicit solvent model for MM modeling

For the training of our MLP models, the optimization learning
curves were shown in Fig. S5a and b.† To examine the accuracy
of the optimized MLP model for handling the implicit solvation
of alanine dipeptide, the predicted solvation forces were plotted
against the reference ASEC values for the training and valida-
tion congurations (whose f and j values were constrained to
the grid values) in the top row of Fig. 3. Clearly, our MLP
reproduced the ASEC solvation forces on the molecule within
the chemical accuracy: the RMSE value of the force difference
was 0.342 kcal mol−1 Å−1 for the training set and
0.327 kcal mol−1 Å−1 for the validation set. This can be alter-
natively seen from the narrow distributions in the force differ-
ences in the bottom row of Fig. 3. As shown in Fig. S4,† the MLP-
O model, which was trained with an energy-optimized geometry
for the solute at each given (f, j) combination (the same set of
torsional angle values were used as for the training of the MLP
RSC Adv., 2023, 13, 4565–4577 | 4569
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Fig. 3 ML predicted solvation forces acquired from ASEC simulation using trajectory configurations. Top: ML-predicted solvation forces versus
reference values (in kcal mol−1 Å−1) for the training, validation, and testing sets, which consist of 1245, 51, and 500 configurations, respectively.
Bottom: the distribution of errors in the ML-predicted forces.
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model), the RMSE value for the predicted force was
0.268 kcal mol−1 Å−1 and 0.259 kcal mol−1 Å−1 for the training
and validation sets, respectively.

For the 500 testing set congurations (Section 3.3.), our
MLP and MLP-O models predicted the solvation forces with an
RMSE of 0.393 kcal mol−1 Å−1 and 0.415 kcal mol−1 Å−1,
Fig. 4 Two-dimensional free energy surfaces of alanine dipeptide: (a) i
rations; (b) explicit solvation; and (c) solute in vacuum. The color bar is i

4570 | RSC Adv., 2023, 13, 4565–4577
respectively. With these force differences comparable to those
of the training and validation sets, it indicated that our MLP
and MLP-O models could accurately predict the interaction of
alanine dipeptide with the aqueous environment and can be
readily employed to model the solvation dynamics of alanine
peptides.
mplicit solvation with MLP trained by non-minimized solute configu-
n kcal mol−1.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 2 MD simulation timings for different solvent models with a 1 fs
time step. Note that for OpenMM simulations, the time was based on
a 10 ns cumulative trajectory. All calculations were carried using an
Intel(R) Xeon(R) CPU (E5-2650 v3 2.30 GHz)

Solvent model (package) Time (ns per day)

MM vacuum (SANDER) 450
Explicit solvent (PMEMD) 90
MM + MLP (OpenMM-
Torch)

11

QM vacuum (Q-Chem) ∼0.03
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Henceforth, umbrella sampling trajectories were generated
using the MLP and MLP-O models and then subject to WHAM
analysis to produce the free energy surface (i.e., Ramachandran
plots) for solvated alanine dipeptide. A comparison of the free
energy landscapes between the MLP and explicit solvent models
in Fig. 4 indicated that the MLPmodel replicated the critical free
energy minima (such as C5, PII, aR, aD, and aL). Our MLP Ram-
achandran plot (or the MLP-O one in Fig. S6b†) was also similar
to the explicit-solvent free energy landscape using the same
ff14SB force eld reported in Fig. S1B of ref. 104. Specically, our
Fig. 5 Scatter plots (top row) and histograms (bottom row) displaying th
MLP model. The training set, validation set, and testing set all remain the
also shown.

© 2023 The Author(s). Published by the Royal Society of Chemistry
MLPmodel as shown in Fig. 4a accurately captured the PII, aR, aL
and aD regions, with slightly larger errors for the C5 and a′

regions. The surfaces revealing the free energy differences
between predictions of the (a) MLP, (b) MLP-O, and (c) vacuum
models and the explicit solvent result were shown in Fig. S7.†
Panels a and b indicated that the MLP and MLP-O models can
yield a free energy surface with the maximum deviation from the
explicit solvent result smaller than 0.9 kcal mol−1. This was
substantially lower than the difference between gas-phase and
explicit solvent simulations (panel c, Fig. S7†).

There results clearly demonstrated that our MLP models can
reliably predict the solute–solvent interaction forces for alanine
dipeptide. Most importantly, by including solute congurations
with all possible combinations of torsional angles in the training
set, we could reproduce the high-energy regions, which are essential
for studying the transition between different peptide conformations.

4.2 MLP implicit solvent model for QM modeling

So far, our MLP models have been used to predict the solute–
solvent interaction forces with the solute described at the MM
level. However, with the large number of neuron in our current
PyTorch implementation (see Table 1 for details), the antici-
pated cost to compute MLP (i.e. the force for driving the
e differences between predicted and reference forces for the QM/MM
same as for the MM MLP model. The RMSE values in kcal mol−1 Å−1 are

RSC Adv., 2023, 13, 4565–4577 | 4571
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dynamics) at each time step is higher than to that of an explicit
solvent calculation (with a MM description for both the solute
and solvent). This could be clearly seen from Table 2, which
collected the timings for 10 ns MD trajectories for alanine
dipeptide with vacuum, explicit solvent, and MLP models. This
suggests that a substantial optimization of the neural network
model would be needed before such MLP-based implicit solvent
models can be routinely adopted in MM MD simulations.

However, as is well known, QM calculations of the solute
molecule have a much higher cost, which can be seen from the
timing in Table 2 for gas-phase ab initio QM MD simulation
using the Q-Chem soware110 at the B3LYP/6-31G* level of
theory. Therefore, it would be more attractive to employ our MLP
training protocol to learn the QM/MM solute–solvent forces and
thus to build ML-based implicit solvent models for the QM
modeling.

Our preliminary results for training MLPs to produce QM/
MM-quality interaction forces between alanine dipeptide (QM
region) and water molecules (MM region) were summarized in
Fig. 5. The RMSE values of the predicted QM/MM forces were
0.559, 0.567, and 0.795 kcal mol−1 Å−1, respectively, for the
training, validation, and testing sets. To this extent, it also
reached the target accuracy level of 1 kcal mol−1 Å−1 for ML
force predictions.94,114

Recently, there has been a great success in the construction
of QM-quality MLPs for small to medium size molecules.115–124

Our work constitutes a natural extensions of these MLP models
to offer an implicit description for the interaction of a QM
molecule with their solvent environments. Cost-wise, the results
above showed that the QM/MM-quality MLP interaction forces
could be predicted using the same ML architecture for the
prediction of the MM-quality solute–solvent interaction MLP
forces, which was far less expensive than the QM calculation of
the solute molecule (see Table 2). Therefore, it pointed to the
feasibility of utilizing ML to construct QM/MM-quality implicit
solvent models.

5. Conclusions

In this work, we employed the DeepPotential descriptors to
learn the solute–solvent interaction forces on the alanine
dipeptide molecule within an average solvent environment
conguration (ASEC). Here are the highlights:

� Compared to the inspiring work by Chen et al.,49 our
training/validation sets consisted of 1296 ASEC congurations,
in each of which a xed-geometry solute of varying (f, j) angles
was embedded in thermally-uctuating water molecules (as
described by the TIP3P model). This contrasted with the
employment of long MM trajectories with a exible-geometry
solute by Chen et al. From our point of view, our ML training
against the ASEC forcesmore closely aligned with the goal of the
implicit solvent models, which was to integrate over the solvent
degrees of freedom.

� Our MLP predicted the ASEC solute–solvent
interaction forces on alanine dipeptide with RMSEs below
0.5 kcal mol−1 Å−1 for MM-level simulations and below
1.0 kcal mol−1 Å−1 for QM/MM-level simulations. It opened the
4572 | RSC Adv., 2023, 13, 4565–4577
possibility of developing accurate ML based “implicit” solvation
models for simulating biomolecules in solvent environments.
This is especially encouraging for implicit-solvent QM simula-
tions, where the MLP adds little extra computational cost to the
simulation.

On the other hand, there are a couple of issues that need to
be further addressed:

� Our MLP training protocol, which is based on restrained
MD simulations at grid points of the Ramanchandran plot, was
not necessarily transferable to other biomolecules. We imagine
that, for other molecules, a 2-D or higher-dimensional scan of
the most relevant dihedral angles (like ours) can produce an
initial training set. However, the dataset will need to be
augmented on-the-y using active learning techniques to detect
(and account for) solute congurations out of the trust region.

� Unlike commonly-used implicit solvent models in QM
calculations, our MLP implicit solvent model for QM simula-
tions in Section 4.2 did not affect the electronic structure of the
QM solute. This can be overcome by developing a different MLP,
which is trained to reproduce the external electrostatic potential
and eld at QM solute atom positions arising from the ASEC
environment. The machine-learning potential/eld can then be
used to polarized the QM solute wavefunction.

These issues will be explored in our future work.
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I. Ladjánszki, A. Landau, K. V. Lawler, D. Lefrancois,
S. Lehtola, R. R. Li, Y.-P. Li, J. Liang, M. Liebenthal,
H.-H. Lin, Y.-S. Lin, F. Liu, K.-Y. Liu, M. Loipersberger,
A. Luenser, A. Manjanath, P. Manohar, E. Mansoor,
S. F. Manzer, S.-P. Mao, A. V. Marenich, T. Markovich,
S. Mason, S. A. Maurer, P. F. McLaughlin,
M. F. S. J. Menger, J.-M. Mewes, S. A. Mewes,
P. Morgante, J. W. Mullinax, K. J. Oosterbaan, G. Paran,
A. C. Paul, S. K. Paul, F. Pavošević, Z. Pei, S. Prager,
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