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plant emissions using public data
and machine learning†

Jiajun Gu, Jeffrey A. Sward and K. Max Zhang*

Accurately predicting emissions from electric generating units using only publicly available information is an

important but challenging task. It provides a critical link in evaluating the environmental impact of energy

transitions in the power sector, makes it possible to engage stakeholders in electricity product cost

modeling and electricity markets without accessing proprietary data, and serves as an auditing tool to

detect anomalies in self-reported emissions data. However, the absence of proprietary data also limits

the prediction accuracy. In this paper, we adopted two novel and effective strategies to overcome this

challenge. First, we utilized not only the emission monitoring data (such as the Continuous Emission

Monitoring System (CEMS) data) as previous studies did but also a variety of auxiliary datasets in the

public domain such as the EPA Field Audit Checklist Tool (FACT). Second, we employed machine

learning techniques (Extreme gradient boosting (XGBoost) and neural networks (NN)) to take advantage

of the large amount of public data available. We evaluated the effectiveness of our strategies by

predicting NOx, SO2, and CO2 emission rates for all thermal electric generating units in New York State

(NYS). Two models were developed: a full model to take a full inventory of public information and

a reduced model for use in data-limited scenarios based on unit-level features that could be derived

from a simplified power systems economic dispatch model. The models performed well for NOx

emission rates overall compared to the previous results, achieving R2 values over 0.9 for both the full

and reduced models. XGBoost and NN were shown to outperform the Linear Regression (LR) model

consistently and significantly, which was employed previously to estimate unit-level emissions, especially

in reduced models with a limited number of features available. The predictions of SO2 and CO2 emission

rates showed strong overall predictive performance as well. We recommend stricter enforcement of the

data reporting procedure, providing emission control operational information, and obtaining related data

from multiple sources in the public domain as key steps to further improve the emission predictions.
Environmental signicance

Predictive models of electric generating units' emissions are widely used in important energy and environmental applications. Models using only publicly
available information have many societal benets but oen result in poor performance due to the lack of proprietary data. We tested two novel strategies,
including (1) utilizing previously ignored but valuable public datasets on EGU operations to complement the emission data and (2) employing non-linear
machine learning techniques compared to the traditional linear regression approach, to enhance the performance and showed that our models out-
performed the previous ones consistently and signicantly in predicting NOx, SO2, and CO2 emission rates. Therefore, we were able to present the most accurate
open-accessible EGU emission prediction models for researchers, practitioners, and policymakers.
1 Introduction

The power sector worldwide is currently in the midst of a rapid
transition. For example, the fractions of the electricity gener-
ated in the U.S. from coal-red and natural gas-red power
plants were 50% and 19% in 2015 as compared to 19% and 40%
in 2020, respectively, according to the Energy Information
ngineering, Cornell University, Ithaca, NY

tion (ESI) available. See DOI:

96–1707
Agency (EIA). Renewables dominated new electricity generation
capacity added in 2020, consisting of wind (44%), solar (31%),
and natural gas (22%). Since the power sector contributes
substantially to emissions of greenhouse gases, criteria pollut-
ants, and air toxics, these changes in the fuel mix improve air
quality and mitigate climate change. The state-of-the-art
method for assessing the air quality and health impacts of
power system changes (such as high penetration of renewable
energy) relies on linking a power systems unit commitment
(UC) and economic dispatch (ED) model to a regional air quality
model (e.g., CMAQ). One component crucial to this linkage is
a prediction of electric generating unit (EGU) emissions (i.e.,
© 2023 The Author(s). Published by the Royal Society of Chemistry
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View Article Online
hourly, by pollutant type, for each EGU) given power dispatch
proles. In addition, a good emission prediction model is
necessary for the economic environmental dispatch (EED) of
generators, which minimizes both generation and environ-
mental costs.

Furthermore, as emission monitoring and control contrib-
utes to an increasing share of the EGU operational costs, the
capacity to accurately predict EGU emissions can greatly
improve electric production cost modeling, which is critical to
ensuring efficient and reliable power system operations.1

Moreover, predicting EGU emissions using data in the public
domain is particularly valuable because it makes broader
stakeholder engagement possible by avoiding proprietary data
internal to power system operators.

Nevertheless, predicting EGU emissions using public-only
information accurately remains a challenging task. We have
identied three main barriers to enhancing the EGU prediction
accuracy, described as follows.

First, there are no effective tools to take advantage of the
large number of datasets available in the public domain. For
example, EGUs in the U.S. with a nameplate capacity over 25
MW equivalent (or combusting fuels with a sulfur content
greater than 0.05% by mass) are required by law to be equipped
with continuous emissions monitoring systems (CEMS). All
data records collected by CEMS since 1990 are publicly avail-
able. However, our literature survey revealed that most of
existing studies on predicting EGU emissions focused on
a single unit using various data-driven techniques including
autoregression,2,3 neural networks,4–9 SVM,10,11 and ELM.12 A
commonality among these studies is access to detailed EGU
operational data that exists outside of the public domain, which
makes repeating or generalizing such approaches to other units
infeasible. By contrast, only linear regression (LR) has been
reported for modeling CEMS data from a large EGU eet.

Second, previous efforts in EGU emission prediction have
not taken advantage of all the relevant public datasets available
besides the emission monitoring data such as CEMS. For
example, while intended to facilitate eld audits of facilities
that report CEMS data, the USEPA Field Audit Checklist Tool
(FACT) allows users to view not only CEMS data but also
monitoring plans and quality assurance plans. Users can obtain
the corresponding method of determination codes (MODC) for
CEMS data to differentiate data points based on measurement
from those based on calculations. Therefore, MODC provides
further insight in interpreting CEMS data.

Third, predicting NOx emissions, which are a direct public
health concern in the form of NO2, a criteria pollutant as well as
a primary ozone precursor, presents additional challenge as
emission control technologies, both combustion-based and
post-combustion, affect NOx emissions differently, and their
effectiveness depends on EGU operating conditions as NOx

formation during combustion depends on complex chemical
kinetics occurring within turbulent ows.13,14 Therefore, the
need for improving the prediction of NOx emissions is
imperative.

In this paper, we addressed the barriers described above by
developing machine learning (ML)-based models to predict
© 2023 The Author(s). Published by the Royal Society of Chemistry
NOx, SO2, and CO2 emission rates and utilizing a variety of
public datasets in addition to CEMS data. We thoroughly
evaluated the effectiveness of this approach by predicting
emissions from all thermal EGUs larger than 25 MW in New
York State (NYS) on a year-by-year and unit-by-unit basis with
increasing prediction horizons and interpreted the modeling
results utilizing permutation importance. NYS was chosen as
the focal area in our study as the EGU eet in NYS is large and
diverse. The 328 thermal EGUs, span six generation types and
eight fuel types providing opportunities for detailed unit-by-
unit analyses. Furthermore, the power system in NYS became
coal-free in 2020, foreshadowing the future generation mix
across the U.S. We aimed to make these models transparent by
using only publicly available data and generalizable among
different units.

The paper is organized as follows. We rst introduce the data
collection (Section 2.1) and data cleaning process (Section 2.2),
followed by a description of model implementation (Section
2.3). Then we describe the model evaluation procedure (Section
2.4) and the approaches used to analyze and interpret the
models (Section 2.5). Finally, we show the model's predictive
performance and analysis results (Section 3).
2 Methods

Fig. 1 shows the key steps of our study. The rest of Section 2 is
structured to elaborate each of the key steps.
2.1 Data collection

We downloaded hourly, unit-level CEMS data for New York State
(NYS) from 2015 to 2019 using the Air Markets Program Data
(AMPD) tool15 from USEPA. Among the variables in the raw
CEMS data, we aimed to predict hourly emission rates of NOx,
SO2, and CO2. But these must be derived in different ways. The
NOx concentrations in ppm and diluent concentration in % O2

or CO2 are measured in a NOx-diluent monitoring system,16 and
then the hourly NOx emission rate in pounds per mmBtu is
calculated.17 The NOx emission rate in pounds per hour is
further calculated by multiplying the hourly NOx emission rate
in pounds per mmBtu by the reported hourly heat input in
mmBtu per hour and the operating time.17 The SO2 emission
rate in pounds per hour was estimated using the default SO2

emission rate in pounds per mmBtu and the reported heat
input rate in mmBtu per hour for most of the gas-red units.18

For the oil-red units (and some of the gas-red units), the SO2

emission rate was calculated using the reported fuel
consumption rate and the measured sulfur content.18 The CO2

emission rate in tons per hour was estimated using the recorded
heat input rate in mmBtu per hour or quantied by a CO2

monitoring system together with a ow monitoring system.19 In
the following discussion, we refer to these target variables as
“CAMD-derived emission rates”.

Aer removing non-contributing variables (i.e., those with
constant or many missing values), we selected 16 features from
the CEMS data for the predictive models, including month,
hour, gross load, heat input, source category, SO2 phase, NOx
Environ. Sci.: Adv., 2023, 2, 1696–1707 | 1697
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Fig. 1 Key steps in applying machine learning techniques to predict EGU emissions using public datasets.
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phase, unit type, primary fuel type, secondary fuel type, SO2

control, NOx control, PM control, Hg control, facility latitude,
and facility longitude. We added 4 additional features, which
characterize EGU operational conditions, including the name-
plate capacity, load range, hourly capacity factor, and hourly
ramping factor. The nameplate capacity for each EGU and the
hourly load range were collected using the USEPA Field Audit
Checklist Tool (FACT). The hourly capacity factor and hourly
ramping factor at hour t were calculated as follows:

Hourly capacity factort

¼ gross load ðMWÞt � operating time ðhourÞt
nameplate capacity ðMWÞ � 1 ðhourÞ ; (1)

Hourly ramping factort

¼ gross load ðMWÞt�1 � gross load ðMWÞt
nameplate capacity ðMWÞ (2)

The hourly load range, capacity factor, and ramping factor
aim to train the models that higher emissions are likely to occur
during part-load operation and ramping, respectively. In total,
this resulted in 20 features. We then converted all the categor-
ical features into numeric values using one-hot encoding, which
converts one categorical value into a group of digits with
a single “1” (hot) and all others “0” representing the same
categorical value.
2.2 Data cleaning

For the NOx emissions and heat input, we checked the corre-
sponding method of determination codes (MODC) available
using the USEPA FACT and removed substitute data points that
were fully calculated instead of measurement-based. We
deleted data points with no operating time or gross load as no
emissions were generated during those conditions. We
removed data points with partial operating hours to eliminate
startup and shutdown conditions. Emissions associated with
startup and shutdown conditions will be investigated in
a future study.

In addition, we screened the heat rate (inverse of the thermal
efficiency) data to identify anomalies. We identied three
different heat rate regimes: ∼5000 Btu kW−1 h−1, ∼7000 Btu
kW−1 h−1, and ∼10 000 Btu kW−1 h−1. Note that 5000 Btu kW−1
1698 | Environ. Sci.: Adv., 2023, 2, 1696–1707
h−1, or ∼70% thermal efficiency, is physically impossible for
thermal EGUs and may indicate reporting errors. For example,
Fig. 2 depicts hourly recorded heat input versus gross load in
2015, 2019, and 2021, respectively, for Unit 51RH at the Astoria
Generating Station (Facility ID: 8906). It is a tangentially-red
unit with pipeline natural gas (PNG) as the primary fuel type.
A majority of the data points fall into the ∼5000 Btu kW−1 h−1

heat rate regime, which was also reported in a 2018 study.20 We
conducted further investigation into this facility by examining
its Title V permit from the New York Department of Environ-
mental Conservation (NYSDEC). We gather that this unit is
a twin-furnace boiler that exhausts emissions through two
stacks, counted as two units (Unit 51RH and Unit 52SH).
Therefore, we attribute these nonphysical heat rates to
a systematic reporting error – or loophole. Specically, dividing
the gross load for the full boiler by the heat input for each
individual furnace would halve the true heat rate, which could
be the case here given the consistent trends shown in Fig. 2. In
the current study, we removed data points with unrealistic heat
rates (<6000 Btu kW−1 h−1). For future study, we recommend
stricter enforcement of data report procedures by USEPA to
eliminate those reporting errors.

Finally, 253 479–329 202 effective data points remained for
modeling depending on the year representing 113 units from
four different unit types: combined cycle, combustion turbine,
tangentially-red, and dry bottom wall-red boiler. Table 1
summarizes the 2018 statistics of NOx emission rates for
different unit types. Note that while the values in the table differ
by year the order of magnitudes remain consistent.

2.3 Model implementation

We created two distinct ML-based models: a full model and
a reduced model as illustrated in Fig. 3. The full model utilizes
all the information contained in the public databases and is
designed to be incorporated into a production cost model and/
or serve as an electronic auditing tool to detect anomalies in the
self-reported continuous emissions monitoring system (CEMS)
data. This full model has the potential to facilitate power
systems planning, identify regulatory compliance issues,
improve data quality, and reduce emissions. The reducedmodel
is designed to be linked to a power systems model to predict
EGU emissions for air quality modeling. Since power systems
models oen rely on simplied network topologies, the reduced
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 The scatter plot of hourly recorded heat input versus gross load in 2015, 2019, and 2021, respectively, for the Unit 51RH at the Astoria
Generating Station (Facility ID: 8906). Unit 51RH and Unit 52SH are two furnaces for the same boiler but the heat rates are reported by dividing
the gross load for the full boiler by the heat input for each individual furnace, resulting in unrealistic values of around 5000 Btu kW−1 h−1.
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model only uses features that can be readily obtained from such
power systems models.

2.3.1 Full models. The full model was built using historical
data from all available units to predict the future EGU NOx

emission rate. Here “full” refers to the use of all 20 features
(Fig. 3). Since the values of the NOx emission rates were
measurement-based, while the values of the SO2 and CO2

emission rates were mostly calculation-based (i.e., calculated
using other features and fuel properties), we included the SO2

and CO2 emission rates as additional features when predicting
the NOx emission rate, and did not implement full models for
SO2 and CO2 emission rates.

Using linear regression (LR) as a benchmark, we screened
several ML algorithms, including support vector machine
(SVM), decision tree, adaptive boosting (AdaBoost), random
forest (RF), extreme gradient boosting (XGBoost), and neural
networks (NN), by comparing their full model performance.
Among these algorithms, XGBoost and NN consistently out-
performed the others. Therefore, we focused on XGBoost and
NN for detailed analysis. All the models were implemented
using the scikit-learn library in Python.21 A brief description of
XGBoost and NN is as follows.

XGBoost expands upon the principle of traditional gradient
boosting algorithms, which iteratively combines weak learners
Table 1 Statistical summary of the 2018 NOx emission rates for different
and dry bottom wall-fired boiler), including the number of units, the num
90th, and 100th (maximum) percentiles of the emission rate values (unit

Unit type
Number
of units

Number of
data points Mean

Combined cycle 56 214 580 19.8
Combustion turbine 29 30 099 13.0
Tangentially-red 21 46 895 129.3
Dry bottom wall-red
boiler

6 3125 139.0

© 2023 The Author(s). Published by the Royal Society of Chemistry
(e.g. shallow decision trees) into a strong learner to reduce the
model bias and improve overall accuracy. It adds both L1 and L2
regulation to prevent model overtting, and with the paralleli-
zation of individual tree building, offers improved computa-
tional efficiency as well.

The NN implemented in this study is a dense sequential
(feed forward) neural network, which comprises two densely
connected hidden layers, and an output layer that returns
a single, continuous value. It is a multilayered perceptionmodel
utilizing the back-propagation technique for training. The
multiple layers and non-linear activation functions enable it to
distinguish data that is not linearly separable.

2.3.2 Reduced models. Given that much of the power
system is classied as critical infrastructure, detailed data about
its operation can be difficult or impossible to obtain. In order to
carry out medium- to long-term power systems planning studies
and to tease out the sensitivities to current and future policies,
researchers use publicly available reduced-form representations
of the power system.22 These network topologies can be used in
unit commitment, economic dispatch, and optimal scheduling
algorithms to determine operating set points for each EGU in the
system. Reduced models aim to preserve load, ow, and
congestion patterns on a system without disclosing critical
infrastructure information. EGUs in reduced power system
types of units (combined cycle, combustion turbine, tangentially-fired,
ber of data points, mean, standard deviation, 25th, 50th (median), 75th,
: pounds per hour)

Standard
deviation

Percentile

25th 50th 75th 99th 100th

20.3 7.7 12.5 23.9 89.1 621.8
19.2 3.6 4.1 26.1 43.9 302.0

188.1 33.2 81.5 151.6 1116.5 2153.7
274.0 18.1 21.8 75.1 1296.3 2350.6

Environ. Sci.: Adv., 2023, 2, 1696–1707 | 1699
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Fig. 3 Two distinct ML-based models, full model, and reduced model, for different applications.
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models oen represent many actual units aggregated by region,
fuel type, unit type, or some combination of the three. Since these
aggregated generators do not mirror those in the real world,
emissions estimates become more challenging. Therefore, we
implemented a reduced (emission) model to predict the NOx

emission rate that uses only eleven features including EGU-
related features (i.e., primary fuel type, unit type, and name-
plate capacity), operational features (i.e., operating time, gross
load, hourly capacity factor, and hourly ramping factor), and
temporal features (i.e., hour and month) as shown in Fig. 3.

Considering that the heat input rate plays a key role in
calculating the SO2 and CO2 emission rates and is typically not
available in the reduced-form representations of the power
system for a future scenario, we built reduced models to esti-
mate the hourly heat input. Then we calculated the SO2 and CO2

emission rates using the equations specied in Appendix D to
Part 75 of 40 CFR18 (for the SO2 emission rate) and Appendix G
to Part 75 of 40 CFR19 (for the CO2 emission rate):

SO2 emission rate (pounds per hour) = 0.0006 pounds per mmBtu

× hourly heat input (mmBtu per hour) (3)

where 0.0006 pounds per mmBtu is the default SO2 emission
rate for the gaseous fuels. Note that we only calculated the SO2

emission rate for gas-red hours. For oil-red hours, additional
information about fuel properties (e.g. sulfur content) is
needed, which can be specied for a future scenario.

CO2 emission rate ðtons per hourÞ

¼ Fc � hourly heat input ðmmBtu per hourÞ �Uf �MWCO2

2000

(4)

where MWCO2
= 44.0 pounds per pound-mole is the molecular

weight of carbon dioxide; Fc is the carbon-based F-factor, equal
to 1040 scf per mmBtu for the natural gas-red units and 1420
scf per mmBtu for the oil-red units; Uf = 1/385 scf CO2 per
pound-mole at 14.7 psia and 68 °F.
1700 | Environ. Sci.: Adv., 2023, 2, 1696–1707
2.4 Model evaluation

We split the data into training and test sets in three different ways,
which are depicted in Fig. 4. First, in order to test the forecasting
ability of the model considering interannual variability, we
implemented the models by training on the previous year's data
and testing on the following year's data, year-by-year from 2015 to
2019. Second, in order to investigate how far ahead the model is
capable of making predictions, we evaluated the model with
different prediction horizons. Using the data from 2019 as the test
set, we trained the model with the data from 2015 to 2018 (1 year
prediction horizon), from 2015 to 2017 (2 year prediction horizon),
from 2015 and 2016 (3 year prediction horizon), and with the data
from 2015 (4 year prediction horizon). Note that the prediction
horizon increases from 1 to 4 years. Third, in order to nd the
amount of training data needed to achieve optimal performance,
we drew learning curves of model performance by trainingmodels
with different amounts of data from a half-year to four years. Data
were combined from the odd-numbered months (January, March,
May, July, September, and November) to create the half-year.

To evaluate the models' performance, we employed the coef-
cient of determination (R2), root mean square error (RMSE), and
normalized RMSE (nRMSE) as the mainmetrics. R2 measures the
proportion of the variance that is explained by the model indi-
cating how well the model replicates the data. RMSE measures
the square root of the average squared difference between the
predictions and observations. We normalized RMSE by the
standard deviation, referred to as nRMSE, to take into account the
slightly different scales of data points in different years.
2.5 Model interpretation

We conducted two independent analyses to characterize the
models' predictive performance in terms of identifying key
features andmaking meaningful representations from the data.
First, we examined the model performance at the unit level.
Second, we measured model feature importance using permu-
tation importance23 for all features in the full model. Briey,
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Sketch of the model evaluation in tree different ways: year by year, with different prediction horizons, and with different amounts of
training data (learning curve).
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this method randomly shuffles a feature's value and determines
the feature's importance based on the respective performance
decrease. It is model-agnostic but note that the permutation
importance can be misleading when features are highly corre-
lated, resulting in lower importance values. Therefore, we only
kept one feature among a group of correlated features (Pearson
correlation coefficient >0.8) when calculating permutation
importance and assigned the same permutation importance to
all the correlated features within the group.

3 Results and discussion
3.1 Overall model predictive performance on NOx emission
rates

Table 2 summarizes the overall predictive performance of NOx

emission rates for the full and reduced models, respectively,
Table 2 The LR, XGBoost, and NN predictive performance in terms of R
rates (trained on the previous year's data and tested on the following ye

Training
year Test year

Full model

LR X

R2 RMSE nRMSE R

2015 2016 0.91 26.2 0.011 0
2016 2017 0.89 26.3 0.012 0
2017 2018 0.90 29.4 0.012 0
2018 2019 0.82 23.9 0.011 0

© 2023 The Author(s). Published by the Royal Society of Chemistry
using the year-by-year evaluation approach. Both XGBoost and
NN show strong overall predictive performance in terms of R2,
RMSE (pounds per hour), and nRMSE and outperform LR. In
the full model (Table 2), the R2 for LR is between 0.82 and 0.91
with nRMSE ranging from 0.011–0.012, while the R2 for
XGBoost and NN R2 can achieve 0.95–0.96 with nRMSE ranging
from 0.005–0.008. XGBoost and NN models perform similarly,
with the difference in R2 less than 0.01, in RMSE less than 1.4
pounds, and in nRMSE of less than 0.001. Both XGBoost and NN
perform consistently in terms of R2 and nRMSE for different
training and test years with a one-year prediction horizon.

As shown in Table 3, XGBoost and NN for the reducedmodel,
which contains far fewer features than the full model, still
perform well with R2 between 0.86–0.93 and nRMSE between
0.007–0.015. By contrast, LR performs poorly, with much lower
R2 between 0.29–0.54 and much higher nRMSE between 0.021–
2, RMSE (pounds per hour), and nRMSE of full models on NOx emission
ar's data, year-by-year from 2015 to 2019)

GBoost NN

2 RMSE nRMSE R2 RMSE nRMSE

.96 17.7 0.007 0.96 18.5 0.008

.96 16.0 0.007 0.96 16.3 0.007

.95 21.0 0.009 0.95 19.6 0.008

.96 11.0 0.005 0.96 11.8 0.005
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Table 3 The LR, XGBoost and NN predictive performance in terms of R2, RMSE (pounds per hour), and nRMSE of reduced models on NOx

emission rates (trained on the previous-year data and tested on the following-year data, year-by-year from 2015 to 2019)

Training
year Test year

Reduced model

LR XGBoost NN

R2 RMSE nRMSE R2 RMSE nRMSE R2 RMSE nRMSE

2015 2016 0.54 59.7 0.025 0.93 22.9 0.010 0.90 27.4 0.011
2016 2017 0.39 62.9 0.028 0.93 21.8 0.010 0.90 25.2 0.011
2017 2018 0.38 72.7 0.031 0.86 34.2 0.015 0.86 34.2 0.015
2018 2019 0.29 47.5 0.021 0.91 16.4 0.007 0.90 17.8 0.008
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0.031. The reduced XGBoost models perform slightly better
than the reduced NN models (i.e., slightly higher R2; slightly
lower RMSE and nRMSE), with a difference in R2 of less than
0.03, RMSE of less than 4.5 pounds, and nRMSE of less than
0.001. The reduced model is somewhat more sensitive to the
chosen training and test years compared with the full model.

To summarize, compared with applying linear models,
applying non-linear algorithms to predict the EGU NOx emis-
sion rate can signicantly enhance model performance and
achieve much higher prediction accuracy, especially for models
with fewer features.
Fig. 5 Detailed prediction performance output from the full XGBoost mo
CAMD-derived versus predicted NOx emission rates for the full XGBoost
the distribution of absolute errors, i.e., the difference between the predic
different unit types (combined cycle, combustion turbine, tangentially-fi

1702 | Environ. Sci.: Adv., 2023, 2, 1696–1707
3.2 Unit-level model predictive performance on NOx

emission rates

We use the full XGBoost model trained on 2017 data and tested
on 2018 data as an example to investigate the details of model
performance. Fig. 5a presents the scatter plots of CAMD-derived
vs. predicted NOx emission rates on different scales (2500
pounds per hour in the le plot and 500 pounds per hour in the
right plot). About 99.4% of the NOx emission rates fell below 500
pounds in 2018, i.e., within the region shown in the right scatter
plot. The overall trend follows the identity line indicating good
overall model predictive performance (R2 = 0.95, nRMSE =
del trained on 2017 data and tested on 2018 data: (a) the scatter plots of
model in different scales: left = 2500 pounds; right = 500 pounds; (b)
ted NOx emission rates and the CAMD-derived NOx emission rates, for
red, and dry bottom wall-fired boiler).

© 2023 The Author(s). Published by the Royal Society of Chemistry
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0.009). Fig. 5b illustrates the corresponding distributions of the
absolute errors, i.e., the difference between the predicted NOx

emission rates and the CAMD-derived NOx emission rates,
grouped by different unit types including combined cycle,
combustion turbine, tangentially-red, and dry bottom wall-
red boiler. The absolute errors are concentrated around 0 for
all unit types. But the tangentially-red units have the widest
error distribution as a result of much larger NOx emission rates
than the other types of units. As shown in Table 1, the NOx

emission rates from the tangentially-red units averaged 120.0
pounds per hour, and some extreme values exceeded 2000
pounds per hour in 2018.

3.2.1 Combined cycle and combustion turbine units. NOx

emission rates from combined cycle and combustion turbine
units fell within a much smaller range than tangentially-red
and dry bottom wall-red boiler units. For combined cycle
units, which contribute the majority (two-thirds) of the data
points, approximately 99% of the NOx emission rates were
below 100 pounds per hour with a mean value of 19.8 pounds
per hour (Table 1). More than half of the data points have an
absolute error magnitude lower than 2 pounds per hour, and
approximately 80% of the data points have an absolute error
magnitude lower than 4 pounds per hour, as shown in Fig. 5b.
For combustion turbine units, more than 99% percent of the
NOx emission rates were below 45 pounds per hour with a mean
value of 13.0 pounds per hour (Table 1). Around 77% of the data
points have an absolute error magnitude lower than 2 pounds
per hour, and around 91% of the data points have an absolute
error magnitude lower than 4 pounds per hour (Fig. 5b).

The models also captured the impact of emission control
technologies. Fig. 6 compares the distributions of absolute
prediction errors for combined cycle units equipped with
selective catalytic reduction (SCR) and those with steam injec-
tion, using the full model (Fig. 6a) and the reduced model
(Fig. 6b), respectively. Note that the steam injection units typi-
cally have much higher NOx emission rates than the SCR units,
Fig. 6 The distribution of absolute errors, i.e., the difference between th
rates, for the combined cycle units with different NOx control technolog
(b) reduced XGBoost model trained on 2017 data and tested on 2018 da

© 2023 The Author(s). Published by the Royal Society of Chemistry
as SCR is more effective in reducing NOx emissions than steam
injection. All the distributions are centered around a zero mean,
indicating that the models generally captured emission rate
magnitude differences. Higher emission rates and more
dynamic combustion conditions in the steam injection units
led to higher prediction errors for these units than the SCR
units.

3.2.2 Tangentially-red units. There is a noticeable under-
prediction zone highlighted by the orange dashed oval shown in
the le scatter plot in Fig. 5a. Roughly 180 data points fall
within this zone, and all of them come from a single facility: the
Roseton Generating LLC facility in Newburgh, NY, which
houses two tangentially-red units (Facility ID: 8006; Unit ID: 1
and 2). In general, both units operated infrequently during the
rst quarter of the year (less than 100 hours). However, in
January 2018, those two units operated at nearly full capacity for
more than 250 hours leading to high NOx emission rates (>1500
pounds per hour), which are shown for Unit 2 in the bottom plot
of Fig. 7. The units are dual-fuel combustion turbines, with
residual oil as the primary fuel and pipeline natural gas (PNG)
as the secondary fuel. The ratios between CO2 emissions and
heat input, as shown in the upper plot of Fig. 7, suggest that fuel
switching occurred. We identied two critical values for this
ratio (essentially CO2 emission factor), i.e., 0.059 and 0.081
short tons per mmBtu, corresponding to natural gas and oil,
respectively. Those two units burned residual oil in January and
March while burning pipeline natural gas during the remainder
of the year. This unusual operational paradigm was driven by
a cold snap that occurred in early January 2018. According to the
National Weather Service, temperatures across the majority of
the central and eastern U.S., including NYS, averaged 10 to 25°
below normal between late December 2017 and early January
2018.24 The NYS-wide electricity load on January 5, 2018 nearly
exceeded its historical winter peak. Therefore, these units
burned residual oil, stored on-site to ensure reliability when
cold temperatures create natural gas supply challenges. A time-
e predicted NOx emission rates and the CAMD-derived NOx emission
ies (with SCR, steam injection) output from the (a) full XGBoost model;
ta.
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Fig. 7 The ratios between CO2 emissions and heat input (upper), and CAMD-derived versus predicted NOx emission rates (bottom, R2 = 0.86)
fromUnit 2 of the Roseton Generating LLC facility in Newburgh, NY (Facility ID: 8006) in 2018, with abnormal high NOx emission rates in January
corresponded with the under-prediction zone shown in the left scatter plot in Fig. 5a.
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series comparison of CMAD-derived and predicted emission
rates for Unit 2 depicted in the bottom plot of Fig. 7, shows that
the model did elevate predictions of NOx emission rates in
January but still under-predicted the exact values. The magni-
tude of the absolute error reached 804.8 pounds per hour.
During other operational time periods for Unit 2, the model
performed well pushing the unit-level R2 to 0.86.

Another over-prediction zone highlighted by the orange
dashed box in the le scatter plot in Fig. 5a, contains about 170
data points. Most of these come from one of the tangentially-
red units within the Ravenswood Generating Station in Long
Island City, NY (Facility ID: 2500; Unit ID: 30). As shown in the
bottom plot of Fig. 8, thesemispredictions occurred in June, July,
August, and September 2018 with NOx emission rates (bottom
plot) at relatively high levels. Although the unit uses residual oil
as the primary fuel and PNG as the secondary fuel, the ratios
between CO2 emissions and heat input suggest that the unit was
burning PNGmost of the time in 2018 as shown in the upper plot
of Fig. 8. When those mispredictions occurred, the ratios
exceeded 0.059 (but remained below 0.081) indicating the
supplement of residual oil, which results in the over-predictions
Fig. 8 The ratios between CO2 emissions and heat input (upper), and CA
from Unit 30 of the Ravenswood Generating Station facility in Long Islan
160 data points over-predicted in June, July, August and September corre
Fig. 5a.

1704 | Environ. Sci.: Adv., 2023, 2, 1696–1707
of these emission rates. During the remainder of the year, the
model performed well with predicted rates following calculated
rates closely resulting in a unit-level R2 of 0.88.

In summary, for the tangentially-red units with high NOx

emission rates, the model captures the correct temporal trend
but mispredicts the magnitude of the emission rate when an
EGU operates abnormally (e.g., switches fuel or is co-red with
different fuels). Furthermore, it is very important to include
both CO2 and heat input as features to predict NOx emissions.

3.3 Features' importance in predicting NOx emission rates

We quantied feature importance for the full model using
permutation importance. Permutation importance measures
the decrease in model performance when randomly shuffling
a feature's value. Using the full model for the NOx emission rate
trained on 2017 data and tested on 2018 data as examples,
Fig. S1a in the ESI† ranked the feature importance for the full
XGBoost model, and Fig. S1b† for the full NN model. The bars
(corresponding to the le axis) represent the permutation
importance of the top 20 features with each feature ranked from
most to least important, and the blue dots and green triangles
MD-derived versus predicted NOx emission rates (bottom, R2 = 0.88)
d City, NY (Facility ID: 2500) in 2018, with NOx emission rates of about
sponded with the over-prediction zone shown in the left scatter plot in

© 2023 The Author(s). Published by the Royal Society of Chemistry
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(corresponding to the right axis) show the model performance
in terms of R2 for training data and test data, respectively.

Heat input, gross load, and CO2 emission rates are the most
inuential features. With these three features, the test R2 rea-
ches 0.90 for the full XGBoost model and 0.86 for the full NN
model. Notice that these three features are highly correlated, so
when calculating the permutation importance, they were
combined to form one group and assigned the same permuta-
tion importance.

For the full NN model, nameplate capacity and SO2 emission
rate rank fourth and h with relatively larger permutation
importance values (>0.1) than the remaining features. For the
full XGBoost model, SO2 emission rate, tangentially-red unit
type, hourly capacity factor, and load range rank fourth –

seventh with permutation importance values larger than 0.1.
Historically, tangentially red boilers were widely used in coal-
red power plants but were converted to burn natural gas as the
primary fuel type in NYS. As mentioned in Section 3.2, the NOx

emissions from the tangentially-red boilers were overall much
higher than the other types of units. Therefore, the model is
able to differentiate those units from the other types, and the
corresponding features indicating this specic unit type show
relatively high permutation importance.

3.4 Varying prediction horizon and learning curve for NOx

emission rates

Fig. S2a in the ESI† shows the model performance on 2019 data
with prediction horizons increasing from 1 to 4 years. Overall,
the model performance only deteriorates slightly when the
prediction horizon increases. For example, with a 4 year
prediction horizon, i.e., when the model was trained only using
data from 2015, the model still achieves an acceptable range
with R2 ranging from 0.88 to 0.92 depending on the model type.

Fig. S2b in the ESI† depicts the model performance in terms
of R2 with respect to the amount of data used, starting with
a half-year of data from 2018, and nishing with 4 years of data
from 2015 to 2018. In all cases, the test data came from 2019.
There is an increasing trend in R2, though small, for each
Fig. 9 The scatter plot of (a) measured versus predicted hourly heat inpu
2018 data); (b) CAMD-derived versus predicted SO2 emission rates for ga
the predicted hourly heat input; (c) CAMD-derived versus predicted CO2 e
predicted hourly heat input.

© 2023 The Author(s). Published by the Royal Society of Chemistry
addition of data to the training set. With a half-year of data from
2018, both the full and reduced models already achieve satis-
factory performance, i.e., a full model R2 larger than 0.93 and
a reduced model R2 larger than 0.87. For the XGBoost model, R2

for the full model increases from 0.95 (trained with a half-year
of data from 2018) to 0.96 when another half-year of data is
added. It then remains at 0.96 even with all four years of data
added. R2 for the reduced XGBoost model increases from 0.87 to
0.90 going from a half-year to a full year of data and nally
reaches 0.91 as more data are added. For the NN model, R2 for
the full model increases from 0.93 (trained with a half-year of
data from 2018) to 0.94 with the full year of data added, and
nally reaches 0.96 with all four years of data. R2 for the reduced
NN model increases from 0.87 (trained with a half-year of data
from 2018) to 0.91 with all four years of data. A deviation from
the increasing trend in model performance occurs for the NN
models when the 2016 data are added.

3.5 Reproducing SO2 and CO2 emission rates with predicted
hourly heat input

As denoted in eqn (3) and (4), the SO2 and CO2 emission rates
are derived based on heat input. Therefore, in order to repro-
duce the SO2 and CO2 emission rates for the reduced model, we
implemented an additional reducedmodel to predict the hourly
heat input. The model was trained on the previous year's data
and tested on the current year's data, year by year from 2015 to
2019. Both XGBoost and NN models show strong overall
predictive performance in terms of R2 (0.98–0.99). Fig. 9a shows
a scatter plot of the measured vs. predicted hourly heat input
from the reduced XGBoost model for heat input trained on 2017
data and tested on 2018 data as an example.

We then calculated the SO2 emission rates (for gas-red
hours only) and CO2 emission rates using eqn (3) and (4),
respectively, and the predicted hourly heat input. Fig. 9b and c
show CAMD-derived vs. predicted SO2 and CO2 emission rates,
respectively, for 2018. The models for SO2 and CO2 both
perform well, which strongly depend on the predicted hourly
heat input.
t from the reduced XGBoost model (trained on 2017 data and tested on
s-fired hours only, with the predicted values calculated by eqn (3) using
mission rates, with the predicted values calculated by eqn (4) using the
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4 Conclusions

Predictive models of emissions from electric generating units
are used in a wide range of important energy and environmental
applications. Driven by a need for improved emissions predic-
tions, we developed machine learning-based models to predict
the emission rates of several pollutants using a variety of
publicly available datasets. The models achieved an unprece-
dented high level of performance. For example, the R2 value for
NOx emission rates reached as high as 0.96 and 0.93 for both the
full and reduced models, respectively. These models also show
the capability of differentiating NOx control technologies. In
order to reproduce calculation-based SO2 and CO2 emission
rates, we built a reduced model to estimate the heat input,
which plays a key role in calculating the SO2 and CO2 emission
rates. Both XGBoost and NN models show strong overall
predictive performance with R2 reaching 0.95–0.99. Those
results demonstrated that our proposed strategies, i.e., applying
machine learning techniques and using diverse datasets, have
been effective. To the best of our knowledge, we were able to
present in this paper the most accurate open-accessible unit-
level emission prediction models for researchers, practi-
tioners, and policymakers.

There are a number of future steps to further enhance our
capability in predicting unit-level emissions. First, we identi-
ed and removed the data points with unrealistic heat rates
(Section 2.2). Resolving the corresponding data issue by strictly
enforcing the reporting protocols is important for improving
the data quality. Second, we excluded the data points associ-
ated with the generator startup and shutdown in this study.
Such conditions only accounted for about 5% of the entire
dataset. However, startup or shutdown can lead to exceedingly
high emission rates (and only last for a short period of time),
making them worthy of a dedicated study. Third, the meth-
odology presented in this paper can be readily applied to other
regions. Our study focused on the generation eet in New York
State. This focused approach enabled us to conduct detailed
unit-by-unit analyses and seek advice from state experts. Our
overall approach can be readily implemented for modeling
power plant emissions in other regions in the U.S., and it is
generally applicable to other countries where public datasets of
power plant emissions are available. Expanding the work to
other regions will create a larger dataset, which should further
improve the accuracy of the models. Finally, we found that the
USEPA Field Audit Checklist Tool (FACT) provides valuable
information, including additional generator characteristics,
operating conditions, and methods of data determination, that
are not available from the Air Markets Program Data (AMPD)
tool. Follow-up studies that fully take advantage of the infor-
mation presented in FACT, or any other informative features
available from the public domain (e.g., the generator model
year), can provide additional insight into predicting unit-level
emissions.
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