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The multireference coupled-cluster Monte Carlo (MR-CCMC) algorithm is a determinant-

based quantum Monte Carlo (QMC) algorithm that is conceptually similar to Full

Configuration Interaction QMC (FCIQMC). It has been shown to offer a balanced

treatment of both static and dynamic correlation while retaining polynomial scaling,

although application to large systems with significant strong correlation remained

impractical. In this paper, we document recent algorithmic advances that enable rapid

convergence and a more black-box approach to the multireference problem. These

include a logarithmically scaling metric-tree-based excitation acceptance algorithm to

search for determinants connected to the reference space at the desired excitation

level and a symmetry-screening procedure for the reference space. We show that, for

moderately sized reference spaces, the new search algorithm brings about an

approximately 8-fold acceleration of one MR-CCMC iteration, while the symmetry

screening procedure reduces the number of active reference space determinants with

essentially no loss of accuracy. We also introduce a stochastic implementation of an

approximate wall projector, which is the infinite imaginary time limit of the exponential

projector, using a truncated expansion of the wall function in Chebyshev polynomials.

Notably, this wall-Chebyshev projector can be used to accelerate any projector-based

QMC algorithm. We show that it requires significantly fewer applications of the

Hamiltonian to achieve the same statistical convergence. We benchmark these

acceleration methods on the beryllium and carbon dimers, using initiator FCIQMC and

MR-CCMC with basis sets up to cc-pVQZ quality.
1 Introduction

Quantum Monte Carlo (QMC) methods have long provided a powerful alternative
to conventional electronic structure methods, by generating high accuracy results
at a fraction of the cost of standard approaches. The combination of Variational
Monte Carlo (VMC)1,2 and Diffusion Monte Carlo (DMC)3–5 has become
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a signicant benchmarking approach in many areas of electronic structure,6–10

but it is limited by the need to provide an approximate nodal structure to avoid
collapse onto bosonic solutions. Fermionic Monte Carlo methods11,12 have since
been developed which act directly in the anti-symmetrised Hilbert space of the
electronic structure problem, thereby removing the potential for bosonic solu-
tions a priori.

First introduced in 2009 by Booth et al.,11 full conguration interaction
quantumMonte Carlo (FCIQMC) can be variously described as a stochastic power
iteration algorithm or an iterative solution to the imaginary time Schrödinger’s
equation. Here, we give a brief summary of the theoretical underpinnings of
FCIQMC by taking the latter view. By applying a Wick rotation,13 s)it; s˛ℝ, to

the time-dependent Schrödinger’s equation i
vJ

vt
¼ ĤJ, one obtains the imagi-

nary time Schrödinger’s equation:

v

vs
jJðsÞi ¼ �ĤjJðsÞi; s˛ℝ: (1)

It can be formally integrated to give

jJ(s)i = e−s(Ĥ−S)jJ(0)i, (2)

with S being the constant of integration, also known as the ‘shi’.
The reference wavefunction jJ(0)i, commonly a Hartree–Fock (HF) solution,

can be expanded in the eigenbasis of the full Hamiltonian, {jJFCI
i i}, leading to

jJðsÞi ¼
X
i

e�sðEi�SÞci
��JFCI

i

�
; (3)

with {Ei} being the eigenspectrum of the full Hamiltonian and
jJð0Þi ¼ P

i
ci
��JFCI

i

�
. We can see that, if S = E0, in the limit of s / N, we obtain

the ground state of the full Hamiltonian.
By discretising the projector in eqn (2) and further applying the rst-order

Taylor series expansion, we obtain the ‘master equation’ of FCIQMC:

jJ(s + ds)i = [1 − ds(Ĥ − S)]jJ(s)i. (4)

This equation can be projected onto the different determinants in the Hilbert
space to give

hDijJ(s + ds)i = hDijJ(s)i − dshDijĤ − SjJ(s)i, (5)

which gives an update equation for the corresponding FCI parameters ci, where
jJðsÞi ¼ P

i
ciðsÞjDii:

ciðsþ dsÞ ¼ ciðsÞ � ds

"
ðHii � SÞciðsÞ þ

X
jsi

HijcjðsÞ
#
; (6)

where Hij = hDijĤjDji. This equation can be viewed as describing the population
dynamics of particles placed on the different determinants and may be modelled
by a stochastic process composed of three steps:11
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� Spawning: given determinant Di, generate new particles on determinant Dj

with probability p f dsHijci(s).
� Death: given determinant Di, generate new particles on determinant Di with

probability p f ds(Hii − S)ci(s).
� Annihilation: for a given determinant, cancel out particles carrying opposite

signs.
The formulation of CCMC closely matches that of FCIQMC, with the difference

that instead of residing on determinants, walkers reside on excitors, ân, dened as
ânjD0i = ±jDni, where the choice of sign is a matter of convention. Replacing the
FCI wavefunction by the coupled-cluster ansatz in eqn (4) and le-multiplying by
hDij gives

hDijJCC(s + ds)i = hDijJCC(s)i − dshDij(Ĥ − S)jJCC(s)i, (7)

The coupled-cluster ansatz parametrises the wavefunction with cluster
amplitudes in a non-linear fashion. The mapping of CI coefficients to cluster
amplitudes can be done by a simple projection, which reveals contributions from
multiple clusters. For example, in a CCSD wavefunction (i.e., T̂ = T̂1 + T̂2):

hDab
ij jeT̂D0i = tabij + tai t

b
j − tbi t

a
j , (8)

with the negative sign arising from the fact that â†bâiâ
†
aâj = −â†aâiâ

†
bâj, due to the

anti-commutation relations of the second-quantised creation and annihilation
operators.14 Terms like tabij are known as non-composite cluster amplitudes, and
the rest as composite cluster amplitudes. Here we make the approximation that
composite clusters have much smaller contributions than non-composite ones,
their changes will be negligible per time step, and hence we can remove theOðT̂2Þ
contributions on both sides to write

tiðsþ dsÞ� ¼ tiðsÞ � ds
�
Di

���Ĥ � S
���JCCðsÞ� (9)

Compared to FCIQMC, an additional step needs to be performed for each Monte
Carlo iteration: the sampling of the exponential ansatz. For Nex total walkers, also
called excips in CCMC, OðNexÞ clusters are formed randomly by combining
present excitors according to specic biasing rules.15

Finally, the intermediate normalisation16 of the wavefunction is redened to
give the CCMC ansatz:

jJCCMCi = N0e
T̂ /N0jD0i, (10)

which introduces the reference population as a new independent variable, solving
the problem that eqn (7) does not lead to a viable update equation for hDij = hD0j.

A multireference formulation of the CCMC algorithm (MR-CCMC)17 has been
implemented, retaining a single-reference formalism, in common with the so-
called SRMRCC methods in ref. 18. The exibility of the CCMC algorithm
allows this multireference approach to be implemented with minimal code
changes to the single-reference algorithm, bypassing what would be a challenging
process in deterministic methods. Essentially, for a coupled-cluster truncation
level P, the algorithm allows any number of determinants to become a ‘secondary
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 429–450 | 431
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reference’, stores excitors that are within P excitations from any references
(instead of just the HF determinant), and allows clusters to form that are within
P + 2 excitations from any reference. The set of references is commonly known as
the model or reference space. To summarise, the algorithmic modications
relative to single-reference CCMC are:

� Store all the secondary references in some searchable data structure, and
additionally store the highest excitation level from the reference determinant
among the secondary references, kmax.

� Cluster expansion: allow clusters with an excitation level of up to kmax + P + 2
to form, instead of P + 2 in the single-reference case. Discard those that are not P +
2 excitations away from some reference determinant.

� Spawning: for a randomly generated spawnee (i.e., hDjj), check that it is
within P excitations of any secondary references.

� Cloning/death: allow death on excitors that are within P excitations from any
secondary references.

While this MR-CCMC method can treat systems that conventional single-
reference CC struggles with, this comes at an increased computational cost.
Comparing contributor excitation levels to all references becomes expensive as
the number of references grows, particularly when the contributor turns out to lie
outside of the desired space. Therefore, non-trivial computational effort is
expended on attempts that will not contribute to the overall estimators and
propagation, while also making successful steps more expensive than their single-
reference equivalents.

In the rest of this paper, we will rst introduce the wall-Chebyshev projector,
which can replace the traditional linear QMC projector, and show that it can be
applied to (MR-)CCMC and FCIQMC to reduce the number of times the Hamil-
tonian needs to be applied to reach statistical convergence, thereby reducing the
computational cost. MR-CCMC in particular is a convenient testing ground for
this new approach, as it can treat systems in a variety of correlation regimes,
preserving polynomial scaling with system size, which makes calculations
signicantly cheaper than their FCIQMC counterparts. However, in order for the
MR-CCMC algorithm to be able to take full advantage of the speed-up provided by
the wall-Chebyshev projector, we also introduce a suite of specic modications
to the MR-CCMC algorithm that accelerates the handling of the reference space.
We apply the resulting algorithm to several traditional benchmark systems to
investigate the performance enhancements due to the proposed algorithmic
improvements.

2 The wall-Chebyshev projector
2.1 Motivation and theory

In common projector-based QMC methods, including FCIQMC and CCMC,
a linear projector (eqn (4)) is used. The rst-order Taylor expansion turns out to be
a very reasonable approximation, since we demonstrate in Appendix A.1 that there
is no benet whatsoever in going to higher orders of the Taylor expansion of the
exponential projector. However, this does not mean that one cannot devise more
efficient projectors. An example is a projector based on a Chebyshev expansion of
the wall function, which was rst proposed in ref. 19 in the context of a deter-
ministic projector-based selected CI algorithm.
432 | Faraday Discuss., 2024, 254, 429–450 This journal is © The Royal Society of Chemistry 2024
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The wall function is given by

wallðxÞ ¼

8>><
>>:

N; x\0
1; x ¼ 0

0; x. 0

; (11)

and is physically motivated as the innite time limit of the exponential projector:

lim
s/N

e�sðx�SÞ ¼ wallðx� SÞ; (12)

which can map any trial wavefunction jF0i to the exact ground state jJ0i, if
hF0jJ0i s 0 and E0 # S < E1.

While a Taylor series expansion does not exist for the discontinuous wall
function, an expansion in Chebyshev polynomials, like a Fourier expansion, is
trivial. The Chebyshev polynomials of the rst kind, dened as Tn(cos(q)) =

cos(nq), form an orthogonal basis (with metric (1 − x2)−1/2) for functions dened
over x ˛ [−1,1]: ð1

�1
TmðxÞTnðxÞ

�
1� x2

��1=2
dx ¼ dmnp=ð2� dm0Þ: (13)

To facilitate the following discussion, we dene the spectral range, R, of
a Hamiltonian as R = EN−1 − E0, where Ei is the ith eigenvalue of the full
Hamiltonian and N is the size of the Hilbert space. Furthermore, our energy range
3 ˛ [E0,EN−1] requires the application of an affine transformation to the Cheby-
shev polynomials:

3 ¼ E0 þ R

2
ðxþ 1Þ; x˛½�1; 1�: (14)

We show in Appendix A.2 that the mth-order Chebyshev expansion of the wall
function is

gwall-Chm ð3Þ ¼ 1

1þ 2m

Xm
k¼0

ð2� dk0ÞTkð�xÞ: (15)

For illustration purposes, we plot several orders of Chebyshev expansion in
Fig. 1, where we can also observe the monotonic divergence to +N for 3 < E0. The
other tail also diverges to ±N depending on the parity of the order m.

In this instance, the nodes of eqn (15) are analytically known (see derivation in
Appendix A.2) as

an ¼ E0 þ R

2

�
1� cos

np

mþ 1=2

�
: (16)

This allows us to decompose the mth-order projector into a product of m linear
projectors, each with their own weight that ensures gwall-Chm (E0) = 1:

gwall-Chm ð3Þ ¼
Ym�1

n¼0

3� an

E0 � an
: (17)
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 429–450 | 433
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Fig. 1 The Chebyshev expansions of the wall function in an arbitrary range of [−75,5],
compared to the linear projector with the maximal time step of ds = 0.025, and its cor-
responding exponential projector.
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A decomposition for a h-order Chebyshev expansion of the wall function can
be seen in Fig. 2.
2.2 Application to FCIQMC and CCMC

In FCIQMC and CCMC, the lowest eigenvalue estimate is the shi, S, and the
upper spectral bound can be a constant, estimated from the Gershgorin circle
theorem20 as
Fig. 2 The fifth-order Chebyshev expansion of the wall function, shown here to
decompose into a product of 5 linear projectors, each with their own effective time steps.
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~EN�1 ¼ HN�1;N�1 þ
X0

j˛fS;Dg
HN�1;j ; (18)

where the sum is over all determinants connected to the highest determinant
(singles and doubles), and the ‘0’ restricts it to j s N − 1.

The action of the wall-Chebyshev projector on jJ(n,0)i = [gwall-Ch(Ĥ)]njFi is

jJ(n+1,0)i = gwall-Ch(Ĥ)jJ(n,0)i, (19)

which gives the wavefunction aer n + 1 applications of the projector. We can
additionally dene the ‘intermediate’ wavefunctions as

��Jðn;mþ1Þ� ¼
"Ym

n¼0

Ĥ � an

S � an

#��Jðn;0Þ�: (20)

We are now ready to derive the update equations for FCIQMC and CCMC. We
start with the slightly more involved derivation for CCMC. Projecting these
intermediate wavefunctions onto determinants, we have

�
Di

��Jðn;nþ1Þ� ¼ 1

S � an
hDijĤ � an

��Jðn;nÞ�: (21)

It is important now to distinguish between ~ti, the projection of a wavefunction
onto determinant Di, and the corresponding excitor amplitude, ti, with the former
including unconnected (‘composite’) contributions. At convergence,

~ti ¼ � 1

an � S

"X
jsi

Hij~tj þ ðHii � anÞ~ti
#

~ti � ti þ ti ¼ � 1

an � S

"X
jsi

Hij~tj þ ðHii � anÞ~ti
#

ti ¼ ti � 1

an � S

"X
jsi

Hij~tj þ ðHii � SÞ~ti
#
:

(22)

We may now convert the last equation into an update step,

tiðsþ dsÞ ¼ tiðsÞ � 1

an � S

"X
jsi

Hij~tjðsÞ þ ðHii � SÞ~tiðsÞ
#
: (23)

Comparing with the original update equations, which are given by

tiðsþ dsÞ ¼ tiðsÞ � ds

"X
jsi

Hij~tjðsÞ þ ðHii � SÞ~tiðsÞ
#
; (24)

we reach the conclusion that the necessary modications are:
(1) Setting ds = 1
(2) Applying the m constituent linear projectors in the mth-order wall-

Chebyshev projector. For linear projector n ˛ {0, ., m − 1}, scale Hamiltonian
elements in spawning and death by 1/(an − S) (‘Chebyshev weights’).
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 429–450 | 435
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The same analysis can be performed on FCIQMC, without the complication of
composite amplitudes, to obtain a similar set of update equations:

ci ¼ ci � 1

an � S

"X
jsi

Hijcj þ ðHii � SÞci
#
: (25)

In terms of implementation, the two sets of update equations are nearly identical,
and can share the same code in large parts.

Analysis of the asymptotic rate of convergence (see Appendix A.3) shows that
the theoretical speedup of an order m wall-Chebyshev projector relative to the
linear projector with largest allowed ds is (m + 1)/3.19 Due to blooms, the largest ds
is never reached in the conventional propagator, so real speedups are expected to
be larger.

2.3 The shi update procedure

The original shi update equation for CCMC and FCIQMC is given by

SðnþAÞ ¼ SðnÞ � z

Ads
ln

�
Nw

ðnþAÞ

Nw
ðnÞ

�
; (26)

where the update is performed every A time steps, z is the shi damping
parameter, and Nw is the total number of walkers.

Due to the time step ds being set to unity, the shi update procedure is ex-
pected to become rather unresponsive to the changes in particle population. As
a consequence, there can be vastly uncontained spawning, unchecked by the
lower-than-expected deaths, resulting in unmanageable population growths. To
remedy this, initially, a scaled update procedure was experimented with, setting
A = 1:

Sðnþ1Þ ¼ SðnÞ � z
Xm
n¼0

	
av

ðnÞ � SðnÞ
ln Nw
ðn;vÞ

Nw
ðn;v�1Þ ; (27)

which seemed attractive as it reduces to eqn (21) in the rst-order case where the
sum only contains one term or if all Chebyshev weights are the same. However,
this was not successful in reining in the population growth. We believe this is
because the intermediate wavefunctions in eqn (20) are ill-behaved due to being
generated by an effective time step potentially larger than smax. A series of pop-
ulation changes that start and end at N(n) and N(n+1), respectively, can produce very
different values of shi update in eqn (27), and the shi update produced is very
sensitive to the unreliable intermediate values. Hence the population information
from these intermediate wavefunctions should not be used.

Another procedure that was more successful was to decrease the damping (by
increasing z) of the shi updates, causing the shi to be more responsive to the
changes in populations, which in turn helps stabilise the population. We also
found it helpful to use the improved shi update procedure outlined in ref. 21,
where an additional term is added to the shi update procedure:

SðnþAÞ)� x

Ads
ln

�
Nw

ðnþAÞ

Nt

�
; (28)

where x is the ‘forcing strength’, and Nt is the target population. This has the
effect of additionally stabilising the population by ‘pinning’ it to the pre-set target
436 | Faraday Discuss., 2024, 254, 429–450 This journal is © The Royal Society of Chemistry 2024
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population. A further proposal from the same paper, arising from an argument
from a scalar model of population dynamics, is for critical damping to be ach-
ieved by setting x = z2/4. This is also found to be helpful. Altogether, these
modications result in greatly improved population control and we were able to
obtain dynamics that can be used in a reblocking analysis, as shown in Fig. 7, for
example.

In practice, we have also found that with increasing order of Chebyshev
projector, a larger target population is usually needed, otherwise the calculation
may exhibit a sign-problem-like divergence. This may be attributed to the larger
effective time steps that the higher-order projectors use and is documented
elsewhere; for example, see Fig. 2 in ref. 22.

3 Accelerating the MR-CCMC algorithm

The MR-CCMC method is a promising candidate for tackling strongly correlated
systems at polynomial cost, and represents an economical alternative to the
related exponentially scaling FCIQMC method. In this section we detail two
algorithmic developments that have greatly accelerated the MR-CCMC calcula-
tions in the remainder of the article, and have brought MR-CCMC a step closer to
algorithmic maturation.

3.1 Efficient cluster acceptance algorithm

In the spawning step of the MR-CCMC algorithm, we check that a spawnee is
within P excitations of any secondary reference. The same check needs to be
performed in the death step. The original MR-CCMC algorithm performed
a linear scan through the list of secondary references, which is clearly a OðnrefÞ
operation, where nref is the number of secondary references. The subroutine that
decides whether a spawn is accepted is the second most frequently called
subroutine in the program, aer the excitation generator. Therefore, a linear
search in this step can quickly become prohibitively expensive in a moderate to
large reference space (nref > 1000, for example). We note that traditional data
structures and search algorithms, such as a binary search on a sorted list of
secondary references, would not work here, as the denition of ‘distance’ in this
case, i.e., excitation-rank, is non-Euclidean. A search algorithm in a general metric
space is therefore needed.

The excitation-rank distance between two Slater determinants is equivalent to
half the Hamming distance between the bit strings representing these two
determinants, and the Hamming distance is a well-known example of a discrete
metric.23 A data structure, known as the BK-tree,24 is particularly well suited for
efficient searches in discrete metric spaces. The tree, an example of which is given
in Fig. 3, is constructed only once at the beginning of the calculation. Subse-
quently, the search can be performed in Oðlog nrefÞ time using a recursive tree
traversal algorithm. The tree construction and search algorithms are pictured in
Fig. 4.

3.2 Compression of the reference space

Whereas many classical multireference coupled-cluster (MRCC) methods work
with complete active spaces (CAS), the MR-CCMC algorithm as presented here is
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 429–450 | 437
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Fig. 3 The BK tree can conduct efficient nearest-neighbour searches in a discrete metric
space, like the excitation rank. In this figure a BK-tree built from 20 arbitrary determinants
is shown. The topology of the tree is not unique, and is dependent on the order the nodes
were added to the tree.
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highly exible as to the shape of the reference space, and as such can be
considered a general reference space method.18 This enables us to consider
arbitrary subsets of the CAS as the reference space, and ne-tune the balance
between cost and accuracy. One of us has devised a compression method in this
vein.25 Here we briey summarise its main thrust.

Two of us observed17 that for some (ne,no) active spaces, the results of a MR-
CCSD calculation using all of the determinants in the active space as references
Fig. 4 Flowcharts for the building and searching of a BK-tree.
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(i.e., a CAS MR-CCSD calculation) is qualitatively very similar to the results of
a MR-CCSD.m calculation, where m = n/2, using only the ‘bottom’ and ‘top’
determinants (i.e., the auau and anti-auau determinant, respectively) of the
CAS as the references. We term the latter calculation as ‘2r-CCSD.m’. Using this
observation, we aim to algorithmically generate only those determinants that are
in the Hilbert spaces of both the CAS MR-CCSD and 2r-CCSD.m calculations,
which should provide us with a compressed set of reference determinants that
captures the most important determinants in the CAS. It was shown that this set
of determinants can be generated by enumerating determinants of up to (m − 2)-
fold excitations from the bottom and top determinants.

4 Computational details

In this work we study carbon and beryllium dimers, usingMR-CCMC and initiator
FCIQMC (i-FCIQMC).26 The rst system displays challenging multireference
behaviour, requiring an (8e,8o) CAS as the reference space for MR-CCMC, which is
large enough to benet from the techniques presented in Section 3. Overall MR-
CCMC and i-FCIQMC calculations are performed in the full space of (12e,28o).
The beryllium dimer on the other hand is only moderately multireference, but
exhibits weak bonding, with a dissociation energy of only approximately 4 mEh.
Accurately describing this behaviour in QMC requires low stochastic noise in the
energy estimates. The accelerated convergence provided by the wall-Chebyshev
propagator is therefore particularly benecial in reducing the propagation time
required to obtain low-variance estimates. For these systems, Dunning’s cc-pVXZ
basis sets are used.27 The required electron integrals are generated by the Psi4 28

and PySCF29 packages. The electron integrals are generated in the D2h point-group
symmetry and transformed into the basis of L̂z eigenfunctions based on the
TransLz.f90 script provided in the NECI package,30 which we re-wrote to interface
with PySCF. The ‘heat bath’ excitation generator31 is used whenever possible,
otherwise the renormalised excitation generator32 is used.

The use of the L̂z eigenfunctions helps not only further reduce the size of the
relevant symmetry sector, but also helps distinguish low-lying states that would
descend to the same irreducible representation in D2h. For C2, this would be the
1Sg

+ state and the 1Dg states, which both descend into the 1Ag state in D2h. The two
states approach and cross each other,33,34 which would prove challenging, if not
impossible, to distinguish in D2h.

When employing the wall-Chebyshev projector, the upper spectral range esti-
mate obtained from the Gershgorin theorem (eqn (18)) is scaled up by 10% by
default to guarantee an upper bound on the spectral width of the Hamiltonian.
For i-FCIQMC applications, we found increasing this factor to 50% improved the
population dynamics.

Quantum Monte Carlo calculations are carried out using the HANDE-QMC
package.35

5 Results and discussion
5.1 Reference space treatment in MR-CCMC

5.1.1 BK-tree search. For a C2 system with a full (8e,8o) CAS as the reference
space without symmetry screening (4900 references that preserve the Ms =
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 429–450 | 439
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Table 1 Timing comparison between the BK-tree and näıve search algorithms, for C2

using an (8e,8o) CAS as the reference space for a multireference CCMCSD calculation

Overall timing/s Time per spawning attempt/ms

BK-tree 809.28 12.761
Linear 5995.16 94.533
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0 symmetry), the BK-tree search is benchmarked against a näıve linear search,
which loops over all secondary references and terminates when one of the
references is within P excitations of the target determinant. The validity of the BK-
tree search is separately established by performing a normal calculation with
either search algorithm using the same random number generator seed, and
asserting that the results are the same. Benchmarking results are given in Table 1.

An apparent 8× speedup is observed. Without performing a full proling
study, the actual reduction in time cost of the acceptance search is expected to be
greater than 8× as a complex series of operations is performed per spawning
attempt on top of the acceptance search.

5.1.2 Reference space compression. For the (8e,8o) CAS used for C2, the
compressionmethod discussed in Section 3.2 yields a total of 722 determinants in
the compressed reference space. Here we show the results for the C2/cc-pVDZ
system at separations of 0.9 to 1.5 Å. The performance of the compression
scheme is shown in Fig. 5. Here we have employed the default quasi-Newton
acceleration36 implemented in HANDE. We can see that despite the almost 7-
fold reduction in the reference space (and consequently a similar reduction in
computational cost), the errors are within chemical accuracy (1.6 mEh).

5.1.3 Binding curve of the carbon dimer. Finally, we studied the X1S+
g state of

the carbon dimer in the cc-pVDZ basis using MR-CCMCSD with these accelera-
tions. The carbon dimer is a challenging test case for electronic structure
methods, and the challenge is two-fold: rstly, as mentioned in Section 4, the
X1S+

g state becomes very nearly degenerate with the exceptionally low-lying B1Dg
Fig. 5 The correlation energy for C2/cc-pVDZ at rC–C = 0.9–1.5 Å with the compressed
set of 721 secondary references, relative to using the full CAS reference space. We observe
that, despite a 7-fold reduction in the size of the reference space, the reductions in the
correlation energy captured are much smaller, making this an attractive trade-off. The
stochastic error bars are too small to be seen, due to the use of the semi-stochastic
algorithm.25
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Fig. 6 The binding curve of the 1S+
g state of C2/cc-pVDZ in the range of 0.9–2.8 Å

separation. All-electron MR-CCMCSD calculations are based on CASSCF orbitals and use
an (8e, 8o) CAS as a reference space, with clusters truncated at the double excitation level
from this. The FCIQMC data is from ref. 39, and the DMRG data is from ref. 33, and the
CCSDT data is from the ccpy package developed by Piecuch and coworkers.40 The inset
shows the error in the MR-CCMC and FCIQMC energy relative to DMRG.
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state at stretched bond lengths,37 and both states descend to the Ag state in the
commonly used D2h point-group symmetry, rendering it very challenging to
distinguish both states without the use of the Lz symmetry, with one paper
resorting to tracking individual CI coefficients;33 secondly, there is an abundance
of avoided crossings, and specically, the rst excited B01S+

g state participates in
an avoided crossing with the ground state at a bond length of around 1.6 Å,38

resulting in a change in the most highly weighted diabatic state (i.e., determi-
nant). This makes MR-CCMC calculations based on RHF orbitals exhibit long-
imaginary-time instabilities for stretched geometries, which preclude obtaining
accurate estimators. The binding curve presented in Fig. 6 used the full (8e,8o)
CAS as the reference space for a MR-CCMCSD calculation, with orbitals obtained
using PySCF from an (8e,8o) state-average CASSCF calculation over the lowest
three 1Ag states (in the D2h point group). The orbital coefficients are still tagged
with their corresponding DNh irreducible representations, enabling us to perform
the Lz transformation. We ensured that the pu manifold was included in the
reference determinant that generates the Hilbert space and secondary references.

Non-parallelity errors (NPE), dened here as the difference between the
maximal and minimal deviation from the DMRG energies, are shown in Table 2.
Table 2 The non-parallelity error, maximal and minimal absolute deviations of the carbon
dimer binding curve calculated with MR-CCMCSD using an (8e,8o) CAS reference space,
FCIQMC and CCSDT compared to the DMRG results. The numbers in parentheses indicate
the bond length (in angstroms) at which the maximal/minimal absolute deviations occur

NPE/mEh Max AD/mEh Min AD/mEh

FCIQMC 4.6 6.9 (0.9 Å) 2.4 (2.4 Å)
MRCCMC 10.4 7.1 (1.9 Å) 0.4 (2.5 Å)
CCSDT 45.5 28.1 (2.0 Å) 0.3 (2.42 Å)
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5.2 Chebyshev propagator results

Fig. 7 shows an example of the power of the Chebyshev propagation, applied to
MR-CCMCSD and i-FCIQMC calculations for C2. In MR-CCMCSD, the shoulder
height is reached aer around 50 iterations with the 5th-order wall-Chebyshev
propagator, even with a higher target population than the corresponding 1st-
order calculation. The dynamics is equilibrated essentially instantaneously,
whichmeans all that is le to do is collecting statistics. On an Intel(R) Xeon(R) E5-
2650 v2 CPU, the calculation in the gure was run for only 2 hours on 6 physical
cores. Without the Chebyshev projector, the same calculation takes around 24
hours with 12 physical cores to give the same statistical error bar.

The same trend can be observed in the i-FCIQMC calculation. We note that,
due to the formally large time step employed in wall-Chebyshev propagation,
larger initiator thresholds are needed to easily stabilise calculations at low walker
numbers than in conventional FCIQMC.

The following example shows Be2, a smaller, modestly multireference system,
which, however, requires the inclusion of contributions beyond doubles from the
HF reference to get a qualitatively correct binding curve. In Fig. 8, compared with
Fig. 7 QMC simulations of C2/cc-pVDZ at 1.2 Å separation, using the Chebyshev prop-
agator. The top panel shows MR-CCMCSD calculations with a full (8e,8o) CAS reference
space, run with the first- (simulated) and fifth-order Chebyshev projectors. The fifth-order
calculation used a target population of 2 × 106 and a shift damping parameter of 0.5, and
the first-order calculations used a target population of 1 × 106, and a shift damping
parameter of 0.05. The inset shows that the projected energy only barely stabilises around
the true value at the end of the calculation using the linear projector. The bottom panel
shows i-FCIQMC calculations, run with the first- and fifth-order Chebyshev projectors.
Both calculations used target populations of 2× 106 and a shift damping parameter of 0.5.
The projected energy estimator for high-order wall-Chebyshev FCIQMC displays higher
noise than the shift, so we do not show it here for clarity. All calculations were carried out
with a two-stage harmonic forcing shift update scheme.
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Fig. 8 The second-order projector (green and red lines) and the default linear projector
(blue and orange lines) at ds= 0.002 applied to MR-CCMCSD for the Be2/cc-pVQZ system
at 2.5 Å separation, with a symmetry-screened (4e,8o) (full 2s, 2p valence) CAS as the
reference space. Both calculations have a target population of 3 × 106.
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the linear projector with a guessed ds = 0.002, the second-order Chebyshev
expansion shows a clear speed-up in convergence. In fact, the Chebyshev calcu-
lation took 66 applications of the Hamiltonian to reach the target population of 3
× 106, whereas the linear projector took 3034 applications to reach the same
target population.

However, the second-order Chebyshev projector is expected to be as efficient as
the linear projector with the maximum allowed time step (see Section 2.2). To
provide a fairer comparison, we present in Fig. 9 the rst-, second- and fourth-
order Chebyshev projector applied to MR-CCMCSD and i-FCIQMC calculations
for the Be2 system at 2.5 Å, in the cc-pVQZ and cc-pVTZ basis sets, respectively.
The rst-order Chebyshev projector is equivalent to a linear projector with ds = 3/
(EN−1 − E0), which is 2/3 of dsmax, but this maximal time step is commonly found
to give rise to destabilising population blooms. Part of the benet of our Che-
byshev propagator algorithm is the automatic determination of the effective time
steps, or ‘Chebyshev weights’, via the Gershgorin circle theorem, which in the
rst-order expansion limit reduces to an automatic way of choosing a good time
step, instead of using trial and error.

In Fig. 9 we can clearly see the reduction in time needed to reach the shoulder
height. It is worth bearing in mind that for MR-CCMCSD the three calculations
require different target populations to stabilise, with the rst- and second-order
projectors having target populations of 3 × 106, and the fourth-order projector
having a target population of 5 × 106, which slightly increases the number of
iterations required to reach the target population. In i-FCIQMC, despite using the
smaller cc-pVTZ basis set, a target population of 5 × 106 is used for all
calculations.

Finally, as a demonstration of the applicability of the Chebyshev projector in
different correlation regimes, we have computed the binding curve of the Be2/cc-
pVTZ system using a (4e,8o) CAS as a reference space for MR-CCMCSD, using the
h-order Chebyshev projector. CCSD(T) and semi-stochastic heat-bath cong-
uration interaction with second-order perturbation correction (SHCI-PT2)41

results are also shown. The CCSD(T) results are from Psi4,28 and the SHCI-PT2
results are generated using the Dice plug-in to the PySCF package.29 For SHCI-
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 429–450 | 443
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Fig. 9 The top panel shows an MR-CCMCSD propagation for Be2/cc-pVQZ at 2.5 Å
separation with the (4e,8o) CAS reference space run with the first-, second- and fourth-
order Chebyshev projectors. The bottom panel shows an i-FCIQMC propagation of Be2/
cc-pVTZ at 2.5 Å separation, using the same propagators. Here we only show the shift as
an estimator for Ecorr for clarity.
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PT2, the full (8e,28o) space was correlated, and hence it can be considered
a surrogate for FCI results. The variational threshold was set to 31 = 8 × 10−5 Eh,
and the PT2 threshold was set to 32 = 1 × 10−8 Eh, using Nd = 200 deterministic
determinants, with 5 PT2 iterations. Fig. 10 shows the binding curves. The cc-
pVTZ basis is known to severely overbind the beryllium dimer,42 compared to
the experimental value of 934.9 ± 2.5 cm−1.43–45 Despite this, the MR-CCMC
method using the Chebyshev projector was able to provide consistently better
descriptions of the binding curve than the ‘gold-standard’ CCSD(T). The MR-
Fig. 10 The binding curves of the beryllium dimer using the cc-pVTZ basis, computed
using the CCSD, CCSD(T), MR-CCMCSD with a (4e,8o) CAS, and SHCI-PT2 methods. The
empirical binding curve from ref. 45 and 47 is also shown for comparison.
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CCMC results are close to, but not qualitatively the same as, FCI results near the
equilibrium, where static correlation dominates,46 and are near-identical to FCI
results in the stretched region, where dynamic correlation dominates, and
a compact coupled-cluster representation of the wavefunction is benecial.
6 Conclusions

We presented here a series of algorithmic changes that can be used to accelerate
the MR-CCMC algorithm in particular and QMC algorithms in general.

Specic to the MR-CCMC algorithm, we have introduced a BK-tree-based
search algorithm to verify whether proposed clusters and spawns are within the
accepted manifold for a given reference space. This reduces the scaling of this
step from OðnrefÞ to Oðlog nrefÞ, which translates to an 8× speed-up for the
molecular systems studied. We have also designed a compression method for the
reference space, which preserves only what we expect to be the most signicant
reference determinants. This decreases the size of the space by close to an order of
magnitude. Finally, we have shown that only including references that belong to
the same symmetry sector as the desired solution is also effective as a means to
reduce the size of the reference space, while introducing only negligible addi-
tional error to the results.

We have also developed a new projector based on the Chebyshev polynomial
expansion of the wall function, which signicantly accelerates the convergence of
QMC calculations. In an example calculation on the Be2 molecule, this reduced
the number of Hamiltonian applications needed to reach the target population by
two orders of magnitude. The wall-Chebyshev projector is generally applicable to
different QMC algorithms, including FCIQMC and (MR-)CCMC approaches, so we
believe that, together with many recent developments in increasing the apparent
scarcity of the Hamiltonian and optimising the shi behaviour,21,48,49 it is
a promising step in expanding the range of applications for these methods.
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A Appendix
A.1 Higher-order Taylor series expansions of the exponential projector

In ref. 19 it was proposed that there is no gain in going to higher-order Taylor
expansions of the exponential projector, because all orders of expansion have g =

s (see Appendix A.3). The conclusion is correct, but for a more subtle reason that
we will now explain. The mth-order Taylor series expansion of gexp is
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Xm
k¼0

1

k!
ð�sÞkðx� E0Þk: (29)

Eqn (6) in ref. 19 requires that g(EN−1) < 1, so, dening the spectral range R= EN−1

− E0, we have �����
Xm
k¼0

1

k!
ð�sÞkRk

�����\1: (30)

The m = 1 case leads to the familiar requirement in DMC, FCIQMC and CCMC
that

smax\
2

EN�1 � E0

(31)

and solving eqn (30) numerically shows that higher-order expansions lead to
larger maximum allowed s. In fact, asymptotically, smax increases linearly with
a gradient of 1/e z 0.368 (see Fig. 11). So, näıvely we can expect the efficiency to
increase linearly withm. To prove the linearity, we note that smaxR > 1, and we can

approximate
Pm
k¼0

���ð�xÞk=k!��� (x h sR) with the leading order term j(−x)mj/m!, and so

we are le with

j(−x)mj < m! (32a)

m ln x ( m lnm − m (32b)

x < me−1, (32c)

where we used the Stirling’s formula in the second line.
Therein lies the real reason for not using higher-order expansions: a näıve

implementation requires m(m + 1)/2 applications of the Hamiltonian per
projection, and even a factorised implementation would require m applications
per projection, not to mention the lack of closed forms for the roots of the mth-
order expansion, due to the Abel–Ruffini theorem,50 which shows that no
analytical solution can exist for m $ 5. In any case, the overall efficiency stays
Fig. 11 Calculated and fitted smax as a function of the order of Taylor expansion of the
exponential projector. There is indeed no gain whatsoever in going to the second-order
Taylor expansion, but there is in going to yet higher orders.
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constant at best. Therefore, the conclusion that no gains can be made is correct,
although a more tortuous argument is needed.
A.2 Properties of the wall-Chebyshev projector

Assuming the entire spectral range is re-scaled such that x ˛ [−1,1], where x= 2(E
− E0)/R − 1, and R = EN−1 − E0 is the spectral range or the Hamiltonian, the
Chebyshev expansion coefficients of the wall function is

ck ¼
ð1
�1
wallðxþ 1ÞTkðxÞ

�
1� x2

��1=2
dx

h

ð1
�1
wallðxþ 1ÞTkðxÞdðxþ 1Þdx

¼ ð2� dk0ÞTkð�1Þ ¼ ð2� dk0Þð�1Þk;

(33)

where the second line uses the fact that the wall function is zero everywhere but at
the lower bound, so the weight function (1− x2)−1/2 has the same action as the delta
function centred at −1, d(x + 1). The last equality exploits a well-known identity of
the Chebyshev polynomials.51 We can then write the mth-order expansion as

gwall-Chm ðxÞ ¼ 1

1þ 2m

Xm
k¼0

ð2� dk0Þð�1ÞkTkðxÞ

¼ 1

1þ 2m

Xm
k¼0

ð2� dk0ÞTkð�xÞ;
(34)

where the last equality exploits the fact that Tk has the same parity as k,51 and we
scale the sum such that gwall-Chm (−1) = 1.

To obtain an analytical expression for the zeroes of the wall-Chebyshev
projector, we use the trigonometric denition of the Chebyshev polynomials.
Inverting the sign of the argument in eqn (34), we have

gwall-Chm ð�cos qÞf
Xm
k¼0

ð2� dk0ÞTkðcos qÞ

¼ 1þ 2

"Xm
k¼0

cosðkqÞ
#

¼ sin½ðmþ 1=2Þq�
sinðq=2Þ ;

(35)

where the last equality is the Dirichlet kernel.52 The zeroes of gwall-Chm (x) are then
transparently

an ¼ �cos
�

np

mþ 1=2

�
; n ¼ 1; 2;.;m; (36)

where the negative sign accounts for the sign inversion in eqn (35). In an arbitrary
spectral range other than [−1,1], these zeroes are

an ¼ E0 þ R

2

�
1� cos

np

mþ 1=2

�
: (37)

Knowing its zeroes, we can decompose gwall-Chm (x) into a product of linear
projectors:
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gwall-Chm ðxÞ ¼
Ym
n¼1

x� an

E0 � an
; (38)

where the numerators ensure gwall-Chm (E0) = 1.
A.3 Convergence properties of projectors

We summarise here some important properties of generators. The asymptotic
rate of convergence of a propagator is dominated by the slowest-decaying
eigencomponent:

m ¼ lim
n/N

¼ kJðnþ1Þ �J0k
kJðnÞ �J0k

¼ min
i

����gðEiÞ
gðE0Þ

����: (39)

Zhang and Evangelista19 suggested that, in the common case that the rst excited
state is the slowest-decaying component, and that the rst excited energy is small
compared to the spectral range of Ĥ, the above can be approximated as

m z j1 + (E1 − E0)g
0(E0)j h j1 − agj, (40)

where g=−g0(E0) is the convergence factor for g. We now derive the relation given
in ref. 53 that g is approximately the number of times, n, that g needs to be
applied to achieve an error in the norm, 3 = ‖J(n) −J0‖ to the Nth decimal place:

3 = 10−N z (1 − ag)n (41a)

10−N z e−nag (41b)

n ¼ N ln 10

ag
hkN$

1

g
; (41c)

where k = ln 10/(E1 − E0) is the convergence prefactor, which is inversely
proportional to the rst excited energy gap.
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