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QCxMS2 – a program for the calculation of
electron ionization mass spectra via automated
reaction network discovery†

Johannes Gorges and Stefan Grimme *

We present a new fully-automated computational workflow for the calculation of electron ionization

mass spectra by automated reaction network discovery, transition state theory and Monte-Carlo

simulations. Compared to its predecessor QCxMS [S. Grimme, Angew. Chem., Int. Ed., 52, 6306–6312]

based on extensive molecular dynamics (MD) simulations, QCxMS2’s more efficient approach of using

stationary points on the potential energy surface (PES) enables the usage of accurate quantum chemical

methods. Fragment geometries and reaction paths are optimized with fast semi-empirical quantum

mechanical (SQM) methods and reaction barriers are refined at the density functional theory (DFT) level.

This composite approach using GFN2-xTB geometries in combination with energies at the oB97X-3c

level proved to be an efficient combination. On a small but diverse test set of 16 organic and inorganic

molecules, QCxMS2 spectra are more accurate than ones from QCxMS yielding on average a higher

mass spectral matching of 0.700 compared to QCxMS with 0.622, and is more robust with a minimal

matching of 0.498 versus 0.100. Further improvements were observed when both geometries and

energies were computed at the oB97X-3c level, yielding an average matching score of 0.730 and a

minimal score of 0.527. Due to its higher accuracy and robustness while maintaining computational

efficiency, we propose QCxMS2 as a complementary, more reliable and systematically improvable

successor to QCxMS for elucidating fragmentation pathways and predicting electron ionization mass

spectra of unknown chemical substances, e.g., in analytical chemistry applications. If coupled to

currently developed improved SQM methods, QCxMS2 opens an efficient route to accurate, and routine

mass spectra predictions. The QCxMS2 program suite is freely available on GitHub.

1 Introduction

Mass spectrometry (MS) is due to its high sensitivity and high-
throughput capability an indispensable tool for structure elu-
cidation in many areas of chemistry, such as drug discovery,1

metabolomics2 or forensics.3 However, assigning a spectrum to
an unknown substance is a challenging task and often proves
unsuccessful.2 For example, in recent metabolomics studies
approximately 70% of the target metabolites remained uniden-
tified despite extensive efforts.4,5 Despite its great importance,
reliable theoretical prediction of mass spectra routinely

remains a challenge for chemical theory, and structure annota-
tions in common in silico generated MS libraries are frequently
found to be incorrect.6 Data-driven machine-learning
approaches, such as NEIMS7 for electron ionization mass spectra
(EI-MS), and GrAFF-MS,8 CFM-ID,9 and the recent ICEBERG
model10 for electrospray ionization/collision-induced dissocia-
tion mass spectra (ESI/CID-MS) show remarkable accuracy but
are dependent on known data and are therefore unreliable for
the prediction of unknown, unusual fragmentation pathways.11

To this end, our group has developed some years ago the
QCEIMS program for the automatic calculation of standard 70
eV electron ionization mass spectra. It is based on Born–
Oppenheimer molecular dynamics (BO-MD) using efficient
quantum mechanical (QM) methods to simulate the fragmen-
tation processes of molecules.12 Due to the computational
costs, the BO-MD simulations are mostly restricted to semi-
empirical quantum mechanical (SQM) methods. The method
was later extended to enable the simulation of electrospray
ionization/collision-induced dissociation mass spectrometry
(ESI/CID MS) and its name was changed to QCxMS (x = CID,
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EI) to account for the new functionality of the program.13 For
the calculation of CID spectra, other quantum chemistry (QC)-
based methods that use MD simulations, such as CIDMD14 and
the VENUS program package,15,16 are also available. However,
their accuracy has not yet been tested on a broad range of
compounds, nor have they been applied to EI-MS.

QCxMS’ good accuracy for a large variety of molecules was
proven in several studies by our group17,18 and others.19,20 In
several applications, it showed great success in elucidating
unknown fragmentation pathways, e.g., for environmental
pollutants21,22 or chemical warfare agents.23 However, for challen-
ging molecules or if complicated fragmentation pathways are
involved, in some cases, significant deviations from the experi-
mentally measured spectra are observed with QCxMS. In a recent
study on a large number of diverse organic environmentally
relevant molecules, QCxMS spectra at the GFN1-xTB24 level were
found to be too inaccurate for the application in spectral match-
ing workflows. In particular, flexible molecules and molecules
containing heteroatoms other than H, C, N, and O were found to
be difficult for QCxMS.25 Additionally, a separate study found that
the spectra of organic oxygen compounds are often inaccurate.20

We concluded that many failures can be attributed to two
fundamental limitations of the approach of simulating the
fragmentation by MD simulations:

1. To keep computationally feasible, the time scale of the
computations (by default 5 ps for a single reaction trajectory) is
orders of magnitude shorter than the real time scale of slower
fragmentations, which may occur on the ns up to the ms
timescale. Consequently, the corresponding peaks can be com-
pletely missing in the computed spectra.

2. Already for medium-sized molecules (30–50 atoms), the
level of theory for the underlying potential energy surface (PES)
in the MD simulations is limited to rather approximate SQM
methods. The corresponding errors for reaction energies and
barrier heights directly (and in exponentially weighted form)
influence the computed reaction probabilities (spectral intensi-
ties). Reducing the errors due to the SQM methods by perform-
ing the MD simulations at a higher density functional theory
(DFT) level is impossible with typical computational resources.

An alternative, completely different route to the BO-MD-based
approach is Rice–Ramsperger–Kassel–Marcus26–28 quasi-
equilibrium theory29 (RRKM/QET). In this approach, relative
intensities are calculated from reaction rates derived from
barrier heights in the reaction network and the resulting ‘‘master
equations’’. Drahos and Ve0key expanded this theory to non-
equilibrium situations and implemented it in the program
‘‘Mass Kinetics’’.30 RRKM/QET was applied in several studies
concerning EI or CID mass spectrometry.31–35 For more exam-
ples, we refer to ref. 36, where an overview of some important
applications is given. However, these examples concern only
small molecules, where a manual setup of all relevant reaction
pathways is feasible. None of these approaches has been used
routinely in a black-box type procedure for automated spectra
prediction.

Here, we introduce a new program, QCxMS2, which enables
the fully automated computation of mass spectra based on

automated reaction network discovery. Herein, a forward open-
end exploration approach37 is followed, which focuses exclu-
sively on unimolecular reactions happening in MS experiments,
in contrast to more general exploration software, such as
Chemoton,38 Nanoreactor39 or AutoMekn2021.40 In QCxMS2,
the well-established RRKM/QET approach is integrated with
automated fragment/product generation and an efficient
workflow utilizing QM methods to calculate reaction barriers.
Previously well working parts in QCxMS like the assignment
and treatment of fractional charge, the cascading reaction
concept or the internal energy distribution model are kept.

This initial work focuses on the calculation of electron-
ionization mass spectra (EI-MS) but the approach can be easily
extended to CID. We begin by providing a brief overview of
the theoretical background of the new approach. Next, we
describe the implementation of the workflow and the computa-
tional details of the software. To assess the accuracy of the new
QCxMS2 method, we apply it to a benchmark set of 16 organic
and inorganic main-group molecules with diverse structural
motifs and typical fragmentation patterns. We compare the
resulting spectra to those computed by QCxMS, which, to the
best of our knowledge, is the only comparable first-principles
method for the QM-based calculation of EI-MS. After discussing
computational timings, we present general conclusions on the
accuracy and limitations of QCxMS2 and recommend potential
use cases.

2 Theory

The basic assumption of QET is that fragmentation reactions
in a mass spectrometer occur from thermally excited but quasi-
equilibrated ions.29 According to RRKM theory,26–28 the rate
constants of unimolecular decompositions is a function of the
internal energy, E of an isolated ion

kðEÞ ¼ sNz E � Eað Þ
hrðEÞ ; (1)

where s is the reaction path degeneracy, h is Planck’s constant,
N‡(E � Ea) is the transition state sum of states, and r(E) is the
density of states, for which often only the vibrational states are
considered.41 Since accurate vibrational frequencies are required
for the computation of r(E) and N‡(E � Ea), which have to be
calculated on a fully geometry optimized transition state as even
small imaginary frequencies would distort the result, it is
challenging to compute them accurately in an automated work-
flow. Furthermore, barrierless reactions without clear transition
state are often observed in the fragmentation reactions, for
which a description by phase space theory42–44 or variational
transition state theory45–48 would be needed.49

In preliminary studies, we found the advanced treatments
mentioned above are impractical to use in an automated work-
flow as the uncertainty for the depending variables caused by
errors of the employed underlying QM method or the overall
workflow led to too large errors. Therefore, we decided to
employ the Eyring equation from conventional transition state
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theory50 as a more robust but less exact theoretical description
of the reaction rates within the QCxMS2 workflow to avoid
inconsistent treatment of the differently occurring reaction
types in the generated reaction network. It reads

kðTÞ ¼ k
kBT

h
� eDGa=kBT ; (2)

where, kB is the Boltzmann constant, DGa denotes the free energy
of activation, and k is the transmission coefficient, which is
assumed to be unity for all reactions. The errors introduced by
ignoring k are expected to be negligible under the high-
temperature conditions, typically several thousand Kelvin. We
compared the rate constants obtained using both the RRKM and
Eyring approaches for some examples and found good agree-
ment between the two within the QCxMS2 workflow (see ESI,†
Section S2 for details). The temperature of the isolated fragment,
denoted by T, is estimated using the following approximation

T ¼ Eint

nvib � kB
; (3)

where nvib is the number of harmonic oscillators of the molecule,
and Eint is its internal energy.51 For the initial molecule, Eint is
the impact excess energy (IEE) in the molecule after the ioniza-
tion process. The energy distribution for the IEE is approximated
with a Poisson-type function as in QCxMS

PðEÞ ¼ exp cEð1þ lnðb=cEÞÞ � b½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðcE þ 1Þ

p ; (4)

where P(E) is the probability to have an IEE equal to E. The

parameters a, b, and c are given as E0.2 eV, 1.0 and
1

aNel
;

respectively. The maximum value of the IEE is equal to Eimpact �
eHOMO, where Eimpact is an input parameter and represents the
kinetic energy of the free electron, before impact. The energy of
the HOMO, denoted as eHOMO, is computed by a QM calculation
(usually DFT). In this study, Eimpact amounts to 70 eV in analogy
to standard EI experiments, and the distribution is set to an
average of about 0.8 eV per atom of the input molecule. This
energy distribution was determined through extensive testing in
the development of QCxMS and showed to be a good approxi-
mation for the usually unknown energy distribution in the
experiment.12 During the development and evaluation of
QCxMS2, we found that the energy distributed uniformly over
all atoms overestimates the rate constants for reactions involving
hydrogen dissociations. Apart from potential errors related to
the chosen QM method, this may suggest an inhomogeneous
energy distribution at the timescale of these reactions. To
address this systematic error, we applied a simple linear scaling
factor to adjust the energy distribution specifically for these
reactions (see ESI,† Section S5 for details).

For subsequent fragmentations, the internal energy is cor-
rected by the energy loss of a fragment upon dissociation

E(fragment) = (E0 � KER � DH) � nat(frag)/nat(prec), (5)

which consists of the reaction enthalpy DH, i.e., including the
zero point vibrational energy, and the kinetic energy release

(KER). The KER is computed from the respective reaction
energy and barrier using empirical parameters derived from
experimental studies52,53 (see ESI,† Section S9 for details). The
energy is partitioned between the fragments according to the
ratio of the number of atoms in the respective fragment,
nat(frag), to the total number of atoms in the precursor ion,
nat(prec).

Ion-tracking is conducted as in QCxMS.12 Molecular charges
are distributed according to the ionization potential (IP) of the
formed fragments, which are determined by self-consistent
field (DSCF) calculations at a QM level (usually DFT). The
statistical weight of each product is then given by

Pi ¼
exp

�DESCF;i

kBTAv

� �

PM
j

exp
�DESCF;j

kBTAv

� �; (6)

where M is the number of fragments and DESCF,i denotes the
energy difference between the neutral and charged states of a
specific fragment. Negatively or multiply charged species can in
principle be described in the same way, as was investigated
with QCxMS13,54 but are not considered in this work. The
average temperature of the ion denoted TAv, is estimated using
eqn (3) from its average internal energy. The survival yield of a
fragment, defined as the ratio of the initial intensity I0 to the
final intensity I, follows the rate law for unimolecular (first-
order) reactions

I

I0
¼ e�kðEÞt; (7)

where t E 50 ms is the typical time of flight in the
spectrometer.55 For subsequent reactions, the time of flight is
corrected by the sum of the half-life of the previous reactions.
Eqn (7) holds under the reasonable assumption that the reverse
reaction, i.e., the recombination of two dissociated fragments,
does not occur. However, for frequently occurring isomeriza-
tion reactions, this reversibility has to be taken into account,
see ESI,† Section S13.

Some fundamental limitations of the QCxMS2 approach
remain. Direct bond cleavage, also called non-statistical or
nonergodic processes, i.e., reactions occurring at a rate faster
than the intramolecular vibrational energy redistribution (IVR)
cannot be accounted for. Although these are known to happen
in a mass spectrometer56 they are assumed here to be less
important for the computation of a (for typical applications)
sufficiently accurate spectrum, and the assumptions of QET
hold for most reactions occurring in a mass spectrometer.29

These reactions can be modeled through dynamical (MD)-
based approaches, such as QCxMS, where atomic velocities
are scaled non-uniformly to account for the period before the
energy is fully equilibrated across the molecule.57 Quantum
tunneling through reaction barriers58 may also occur but are
also assumed to be less relevant, as they mostly happen for
subsequent fragmentation on the ns to ms timescale.56 These
effects are expected to cause the largest increase in rate con-
stants for hydrogen dissociations. However, as discussed in
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Section 2, we tend to overestimate their rates. Therefore,
theoretical models to describe this effect, such as those
described in ref. 59, are not considered in QCxMS2, but can
in principle be applied for critical cases in the future.

Electronically excited states may also affect the reaction
barriers. A study using QCxMS reported improved spectra
through the application of excited-state dynamics.60 We investi-
gated this for the static approach of QCxMS2 by applying time-
dependent DFT for the calculation of the reaction barriers in
excited states but no improvement for the spectra was observed,
as most excited states were found to be hardly populated at the
assumed temperatures (see ESI,† S8 for details).

For a more thorough discussion of the mentioned and other
less important physical effects, we refer to the excellent review
of Dantus56 of the time-scales of different events in a mass
spectrometer observed by time-resolved spectroscopy and Dra-
hos’ and Vékey’s theoretical work on ‘‘Mass Kinetics’’.30

3 Implementation and
computational details

The theoretical model described above is implemented in the
QCxMS2 program available on GitHub.61

QCxMS2 is an advanced script that integrates several exter-
nal QM codes to fully automate the calculation of an electron
ionization mass spectrum. The procedure follows a workflow
consisting of seven main steps as shown in Fig. 1, which are
detailed in the following sections. Additional technical details
can be found in the open-source software code.

3.1 Fragment generation

The input is a coordinate file of a molecule. First, possible
fragments of the input molecule are generated with the
MSREACT mode of CREST.62 The critical aspect of this step is
to generate a comprehensive set of possible fragments, which
can then be ranked based on their relative barrier heights.
Fragments with relative energies exceeding three times the
average fragment energy are excluded at this stage to save
computation time. Fragments that are not generated at this
stage will not appear in the final spectrum (see Section 4.1),
whereas incorrectly generated fragments typically do not

contribute significantly due to their prohibitively high energy
barriers. Furthermore, the desired fragment has to be a local
minimum on the PES of the employed level of theory, as its
geometry is optimized using the respective method, which can
potentially lead to (unintended) atomic rearrangements or
artifacts of the method. As the fragment generator is applied
to each newly formed fragment with significant relative inten-
sity, QCxMS2 calculations typically involve hundreds to thou-
sands of geometry optimizations, and only efficient SQM
methods can be applied here. After removing duplicates (see
below), the number of fragments is significantly reduced,
allowing for the use of more expensive QM methods, e.g.,
DFT for reoptimization of the unique fragments.

In the fragment (product) generation step with CREST, harmo-
nic repulsive potentials are applied for each atom pair separated
by up to three covalent bonds, leading in geometry optimization
with GFN2-xTB to typical fragmentation products.63,64 Addition-
ally, further optimizations are conducted with attractive potentials
between hydrogen atoms and potential protonation sites within a
default cutoff distance of 4 Å to obtain often observed products
due to hydrogen rearrangements. Note that these bias potentials
are exclusively employed in the generation step and are not
utilized in the subsequent energy and barrier calculations. Next,
each obtained product is subsequently optimized in a maximum
of 15 cycles without constraints to generate reasonable fragments
on the GFN2-xTB PES while avoiding the recombination of the
dissociation products. Both optimization steps are conducted at a
high finite electronic temperature of 5000 K to favor the generation
of open-shell (poly)radicals typically occurring in (EI-)MS. Dupli-
cated structures produced are identified with MolBar65 and
removed to avoid redundant calculations. Additional (random)
shifting of atom positions can be employed to generate a greater
number of potential products, however, this option is not activated
in the default settings.

For more details on this structure generator, we refer to the
original publication in ref. 62.

3.2 Transition state search

For each fragmentation or isomerization reaction, a minimum
energy path search is performed with the nudged-elastic
band (NEB) method66 as implemented in ORCA 6.0.0.67,68

Fig. 1 Schematic representation of the workflow of QCxMS2 for the computation of EI-MS. For details on the computational protocol see Section 3.
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Loose convergence criteria are chosen (Tol_MaxFP_I = 0.01 and
Tol_RMSFP_I = 0.005), otherwise default settings (keyword
‘‘NEB’’) are used including energy-weighted spring forces.
The initial path is generated with the image-dependent pair
potential (IDPP) method.69 Not converged NEB runs are
restarted with a different guess for the initial path generated
by the geodesic interpolation program.70 For the transition
state optimization, the Hessian of the structure with the high-
est energy on the minimum energy path is computed at the
GFN2-xTB level and the intrinsic reaction coordinate (IRC)
mode is identified by comparing the difference in the root-
mean-square deviation (RMSD) of the atoms to start and end
structure upon translation along each obtained imaginary
frequency mode. The transition state optimization is performed
along this mode at ‘‘loose’’ convergence settings in ORCA.

3.3 Computation of reaction energies and barriers

Reaction barriers and energies can be refined at a higher
level of theory by single-point calculations on the previously
optimized geometries. In this work, GFN2-xTB and oB97X-3c
were employed. Thermal corrections are accounted for by the
single-point Hessian (SPH)71 approach at the GFN2-xTB level as
it is more robust than the conventional approach on not fully
optimized structures often exhibiting other small imaginary
modes beside the imaginary transition state mode, which may
occur in the automated workflow. Low-frequency modes are
described with the modified rigid-rotor harmonic oscillator
(mRRHO) approximation.72 Due to the high temperatures, the
mRRHO rotor cutoff was set to 150 cm�1. To ensure robustness,
imaginary modes with an absolute value below 100 cm�1 were
inverted. SCF calculations that do not converge with the default
settings in ORCA 6.0.0, are restarted with Fermi smearing
at elevated electronic temperature to account partially for the
potential multireference character of the open-shell radical
cations and for the correct dissociation behavior of two-
electron bonds. The temperature is chosen according to the
HOMO–LUMO gap of the respective QM method as described
in ref. 57.

3.4 Distribution of charges

The IPs of the fragments are computed at the neutral optimized
structures via a DSCF approach. By default, a composite level of
GFN2-xTB IPs and refinement of close IPs (below 2 eV mol�1) at
the oB97X-3c level of theory is employed.

3.5 Generation of IEE distribution

The energy distribution given by eqn (4) is sampled numerically
in a Monte Carlo approach, using by default 105 sample points,
that lead to sufficient convergence of the relative intensities
according to our tests for this quantity. As default, the average
energy is set to 0.8 eV times the number of atoms of the input
molecule.

3.6 Computation of rate constants

For each energy in this distribution, a rate constant is calculated
at the corresponding temperature. The thermal contributions to

the reaction barriers are determined at each of these tempera-
tures using the previously computed vibrational frequencies. For
computational efficiency, these contributions are precomputed
across the energy distribution in 200 discrete steps.

3.7 Determination of branching ratios

Finally, the branching ratios of the fragmentation reactions are
calculated from the relative reaction rates. Relative intensities
are determined based on the relative reaction rates and the
survival yield of the precursor ion across the energy distribution
using a Monte Carlo approach. This calculation is conducted
separately for each fragmentation step, as the absolute rate
constants for subsequent fragmentations are significantly slower
than those of earlier steps due to energy loss upon fragmenta-
tion. This simplification is performed, as the branching ratios
have to be computed for the entire energy distribution, which
would be computationally very expensive to perform for a system
of coupled differential equations.

The fragment intensities are multiplied by their respective
statistical charge computed earlier. Normalization of all com-
puted fragment intensities to the intensity of the largest signal
as usual results in the final spectrum.

Note that steps 5–7 are negligible in terms of computational
costs compared to steps 1–4, which require QM calculations.
This has the advantage that the normally unknown energy
distribution can be adapted to the experiment and only any
new reaction paths that may arise at higher energies need to be
calculated. This is a further advantage over the use of MD
trajectories, which have to be completely recalculated for
different internal energies.

The natural isotope ratios are introduced in a post-
simulation treatment as in QCxMS.12 Steps 1–7 are performed
iteratively for each newly formed fragment with a relative
intensity above a certain threshold, which is by default 1% of
the initial intensity. Thus, subsequent fragmentations via cas-
cade reactions are captured. For a more thorough discussion of
the intensity threshold and the reproducibility of the workflow,
see ESI,† Section S6.

3.8 Employed programs

The results discussed in Section 4 were computed with QCxMS2
version 1.0.0 with default settings.61 As input, the minimum
energy conformer of the radical cation of the molecule at the
GFN2-xTB level found by CREST version 3.0.273 was used as a
starting point. Fragments were generated with a development
version of the CREST MSREACT mode and duplicates were
identified with molbar 1.0.3.74 oB97X-3c calculations, NEB
path searches, and transition state optimizations were per-
formed with ORCA version 6.0.0.67 The resolution of identity
approximation75 with matching auxiliary basis sets was applied
for the Coulomb integrals,76 whereas the exchange integrals
were computed analytically, as it is faster than RIJCOSX77 for
the small system sizes investigated here. Geometry optimiza-
tions of equilibrium structures at the oB97X-3c level were
performed in ORCA with ‘‘loose’’ convergence settings. Initial
reaction paths for restarted NEB calculations were generated
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with geodesic-interpolation 1.0.0.78 GFN2-xTB calculations
were conducted with a development version of xTB 6.7.1 with
default convergence settings.79 QCxMS spectra for comparison
were computed with QCxMS V5.2.113,80,81 with default settings
at the GFN2-xTB level. Cosine similarity matching scores82,83

were computed with matchms python package84 and entropy
similarity scores85,86 with the msentropy python package.87

4 Results

In this section, standard 70 eV EI-MS spectra computed with
QCxMS2 are shown for a set of 16 organic and inorganic main
group molecules listed in Table 1. No system-specific adjustments
were made in the calculation of spectra to evaluate QCxMS2’s
potential for cases with unknown experimental data. Additional
investigations for the rotor-cutoff (ESI,† Section S7) and the
average internal energy (ESI,† Section S4) parameters were made
at the composite level oB97X-3c//GFN2-xTB (see below) and can
be found in the ESI.† For comparison, experimental spectra
rounded to integer masses of all compounds are taken from
the NIST database,88 except for acibenzolar-S-methyl, for which
a high-resolution spectrum was taken from ref. 25. With this
selection of molecules we intend to discuss the strengths
and weaknesses of the approach. The test set comprises a diverse
range of organic and inorganic compounds, including the alkane
n-octane, alkene 4-methyl-1-pentene, ether ethyl propyl ether,
alcohol 1-butanol, aldehyde butanal, ketone 2-pentanone,
carboxylic acid butanoic acid, ester methyl butyrate, amide buta-
namide, and N-heterocycles uracil, adenine, and caffeine.
Additionally, main group inorganic substances such as tabun,
tetramethylbiphosphine disulfide, acibenzolar-S-methyl, and
dichloroethylaluminum are included. Lewis structures of all
compounds can be found in the ESI,† Section S3. In principle,

QCxMS2 can also compute molecules containing transition
metals without special adjustments. However, due to their often
rather special fragmentation patterns and generally more difficult
electronic structure compared to the main group elements, they
are omitted from this study and are planned for a later study.

To ease the assessment of the quality spectra, the spectral
entropy matching score is used. It captures the presence of
relevant peaks, as well as their relevant intensities compared to
the experiment, and ranges from 0 (no agreement at all) to 1
(perfect agreement).85 It was recently shown85 that this score is
more reliable than the commonly used cosine similarity
score82,83 and it is in our opinion a good metric to evaluate
the accuracy of the spectra in this work. For comparison, the
average values of the cosine score are also given in the discus-
sion below. Herein, a score of at least 0.75 between experi-
mental spectra was found to be a meaningful threshold for
reliable structure identification85 and should be aimed for with
any theoretical procedure considering the uncertainty of the
experiment. However, interpretation of this score is system-
specific, e.g., the most important peaks for substance identifi-
cation may be present despite a comparatively low score.

Spectra were computed with three different combinations of
QM methods, given in the short notation ‘‘method used for
reaction energies and barriers’’//‘‘method used for geometry
optimizations and reaction path searches’’, namely, GFN2-xTB//
GFN2-xTB (‘‘GFN2-xTB’’), oB97X-3c//GFN2-xTB (‘‘composite’’),
and oB97X-3c//oB97X-3c (‘‘oB97X-3c’’). IPs were calculated at
the GFN2-xTB level and refined at the oB97X-3c level as
described above and for the DFT spectra only with oB97X-3c
calculated throughout. Harmonic vibrational frequencies were
always computed with GFN2-xTB. The RSH oB97X-3c was
employed because it yields excellent barriers at low computa-
tional costs89 and is considered by us as one of the best yet still
affordable methods in our context. For comparison, we com-
puted spectra with QCxMS at the GFN2-xTB level, as the
refinement of energies and performing MDs at the oB97X-3c
level is computationally not feasible (see Section 4.3).

4.1 Effect of the level of theory

First, we discuss the effect of the level of theory used for the
spectra calculation. Entropy similarity match scores between
experimental and theoretical spectra computed with QCxMS
and QCxMS2 with the three method combinations described
above for all 16 compounds of the test set are given in Table 1.

On average, the highest level of theory employed, i.e.,
oB97X-3c for geometries and energies, achieves a very good
score of 0.73. Seven out of 16 compounds achieve the target
accuracy of at least 0.75, while only four compounds, namely
butanamide, uracil, tabun, and acibenzolar-S-methyl, exhibit a
mediocre score below 0.7. As expected, using GFN2-xTB geo-
metries instead of DFT geometries results in a slight decrease
in accuracy with a still good average score of 0.7. When GFN2-
xTB reaction barriers are used instead of oB97X-3c, the accu-
racy drops to 0.67. The still good accuracy of GFN2-xTB is
somewhat unexpected, considering its known limitations in
accurately modeling radical cations and reaction barriers.63

Table 1 Entropy similarity spectral match scores between experimental
and theoretical spectra computed with QCxMS2 at the GFN2-xTB//GFN2-
xTB, ‘‘composite’’ oB97X-3c//GFN2-xTB, and oB97X-3c//oB97X-3c levels
for all compounds of the test set. Values for spectra computed with
QCxMS at the GFN2-xTB level are also given for comparison

Compound GFN2-xTB Composite oB97X-3c QCxMS

n-Octane 0.686 0.703 0.841 0.840
4-Methyl-1-pentene 0.758 0.714 0.835 0.782
Ethyl propyl ether 0.762 0.869 0.813 0.697
1-Butanol 0.753 0.750 0.724 0.603
Butanal 0.852 0.807 0.807 0.803
2-Pentanone 0.781 0.718 0.818 0.743
Butanoic acid 0.683 0.751 0.761 0.558
Methyl butyrate 0.635 0.736 0.742 0.655
Butanamide 0.494 0.673 0.674 0.620
Uracil 0.644 0.498 0.659 0.769
Adenine 0.748 0.790 0.712 0.794
Caffeine 0.456 0.626 0.644 0.626
Tabun 0.637 0.508 0.655 0.649
Tetramethylbi-phosphine
disulfide

0.691 0.796 0.782 0.269

Acibenzolar-S-methyl 0.389 0.599 0.527 0.100
Dichloroethyl-aluminium 0.752 0.667 0.679 0.438

Average 0.670 0.700 0.730 0.622
Minimum 0.389 0.599 0.527 0.100

Paper PCCP

Pu
bl

is
he

d 
on

 0
3 

C
ig

gi
lta

 K
ud

o 
20

25
. D

ow
nl

oa
de

d 
on

 2
5/

07
/2

02
5 

7:
50

:0
2 

A
M

. 
View Article Online

https://doi.org/10.1039/d5cp00316d


This journal is © the Owner Societies 2025 Phys. Chem. Chem. Phys., 2025, 27, 6899–6911 |  6905

Despite some outliers, for which GFN2-xTB or the composite
level yields better results than oB97X-3c presumably due to
favorable error compensation, the trend is on average that a
more accurate description of the PES leads to better spectra.
This is an important observation and supports the underlying
theoretical assumptions of the QCxMS2 approach.

For comparison, the commonly used cosine similarity score
(see ESI,† S12 for scores for each compound), shows an even
more pronounced trend with scores of 0.573 (GFN2-xTB//GFN2-
xTB), 0.636 (oB97X-3c//GFN2-xTB), and 0.711 (oB97X-3c//
oB97X-3c).

The effect on the spectrum by refining the barriers at the
oB97X-3c level is exemplary shown in two examples. Fig. 2
depicts the spectra computed with QCxMS2 at the GFN2-xTB//
GFN2-xTB and oB97X-3c//GFN2-xTB levels for 2-pentanone and
caffeine. For 2-pentanone, only very small differences between
the spectra are visible and both show a good agreement with
the experiment with matching scores of 0.781 and 0.718,
respectively. Here, GFN2-xTB gives already a good description
of the PES, and no refinement of the barriers is needed. The
oB97X-3c spectrum, shown in the ESI,† in Section S16, looks
slightly better, as the peaks at m/z 57 and 29 are computed
much smaller yielding excellent good matching score of 0.818.
The spectrum of caffeine computed with GFN2-xTB agrees
poorly with experiment. Although many relevant peaks are
present, they have incorrect relative intensities which leads to
a low matching score of only 0.456. By using oB97X-3c reaction
barriers, a substantial improvement to a score of 0.626 is
obtained. However, the peak at m/z 109 has too low relative
intensity, while the peaks at m/z 110 and m/z 111 are obtained
with too high intensities. Additionally, the peak at m/z 55 is
missing. Computing the spectrum using oB97X-3c also for
geometries further improves the agreement with experiment
and yields a score of 0.644 (spectrum shown in the ESI,† in
Section S16).

Next, we examine the effect on the spectra using oB97X-3c
geometries instead of GFN2-xTB geometries, as depicted in

Fig. 3, with the examples of 4-methyl-1-pentene and uracil.
The spectrum of 4-methyl-1-pentene computed with GFN2-xTB
geometries generally shows good agreement with the experi-
ment yielding a reasonable score of 0.714. However, several
signal intensities are inaccurate, particularly the peaks at m/z
68, 57, and 53. When using oB97X-3c geometries instead, the
spectrum shows almost perfect agreement with the experiment
with a matching score of 0.835, and the base peak is also
correctly predicted to be at m/z 43. This suggests that the
respective transition state geometries optimized at the GFN2-
xTB level are insufficient for refinement at the oB97X-3c level,
and accurate relative barrier heights are only achieved when
oB97X-3c is also used for the geometry optimization.

An even more pronounced example for this observation is
uracil. Here, the agreement with the experiment with GFN2-xTB
optimized geometries is rather bad, as the peak m/z 84 is falsely
predicted leading to a match score of only 0.498. This is due to
a too ‘‘flat’’ PES of GFN2-xTB for the initial dissociation of CO
leading to a wrong transition state structure too late at the
reaction path and thus to an underestimated barrier for the
peak at m/z 84. The apparently correct peak at m/z 41 stems
from further dissociation of this fragment and is therefore
predicted here only by chance but via a wrong pathway. As a
result, the other correctly predicted peaks are consequently too
low in intensity demonstrating the sensitivity of the approach,
as one inaccurate barrier can potentially distort the whole
spectrum. In contrast, the m/z 84 peak is virtually absent when
using oB97X-3c optimized reaction paths which gives the
correct description for the CO dissociation leading to an overall
much better agreement with the experimental spectrum (score
of 0.659 versus 0.470). Overall, QCxMS2 demonstrates good
accuracy, however, certain spectra exhibit low matching scores
even at the oB97X-3c level.

For example, in the oB97X-3c spectrum of uracil, the signals
at m/z 40, and 42 are missing and the peak at m/z 41 has a too
low intensity as the competing fragmentation pathway to the
peak at m/z 28 has a lower barrier. For m/z 42, we rationalized

Fig. 2 Calculated spectra with QCxMS2 at the GFN2-xTB level and ‘‘composite’’ (oB97X-3c//GFN2-xTB) levels of theory compared to the inverted
experimental spectrum of (a) 2-pentanone, (b) caffeine. All spectra were rounded to integer masses, and peak positions in the theoretical spectra were
shifted by 0.25 m/z units for better visibility. The entropy similarity score is denoted by s.
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that the peak most likely stems from a hydrogen rearrangement
of the fragment at m/z 69 to a ketene and subsequent loss of
HCN. However, this fragmentation reaction is not predicted by
the MSREACT fragment generator.

By modeling the reaction path of the H-rearrangement and
the HCN loss manually we found a sufficiently low barrier for
the fragment to be formed along the fragment at m/z 28.

The fragment with m/z 40 is also not formed by MSREACT
and could not be identified manually. It may be not generated as
it is very high in energy on the GFN2-xTB PES. The fact that the
peak at m/z 40 is completely missing in the GFN2-xTB spectrum
of QCxMS (shown in the ESI,† in Section S15) indicates that the
fragment is not easily accessible on the GFN2-xTB PES.

To assess if MSREACT has in general problems in predicting
the fragments of rigid ring systems, we computed additional
spectra with oB97X-3c//GFN2-xTB for the simplest representa-
tives of this class, namely benzene and naphthalene and found
also poor agreement with scores of 0.699 and 0.698, respectively.
Notably, many peaks are missing in the computed spectra.

Using oB97X-3c for geometry optimizations in QCxMS2 does
not lead to better results for this class of compounds.

In addition, we computed the spectra at the oB97X-3c//
GFN2-xTB level with additional geometry optimizations after ran-
domly shifting the atomic positions in the fragment generator. By
applying these settings, more peaks observed in the experiment
are correctly predicted but the overall accuracy of the spectrum
does not increase as also more wrong intensities are predicted.

We conclude that the above described problems with con-
jugated p-ring systens is mainly due to the insufficient descrip-
tion of the PES of the formed fragments by GFN2-xTB. During
the constrained optimizations in MSREACT, (unintended) atom
rearrangements frequently occur, leading to the generation of
numerous artificial structures. Refinement at the DFT level
cannot resolve this issue, as the correct fragments are not
generated at the GFN2-xTB stage. Employing a higher-level
theory, such as oB97X-3c, in MSREACT is computationally
infeasible, as outlined in Section 3.1.

In contrast, QCxMS at the GFN2-xTB level produces reason-
ably accurate spectra, with scores of 0.895 and 0.826 for
benzene and naphthalene. Here, the limited accuracy of
GFN2-xTB does not appear to be as critical, as the presumed
artifacts coincidentally align with the correct experimental
masses. However, substituted benzenes and phenols also prove
to be challenging for QCxMS.19,90

Another issue observed in the QCxMS2 spectra is that, for
larger or more complex molecules, errors of �1, m/z may
occasionally occur. This indicates that a hydrogen atom is
incorrectly assigned to the other fragment of the dissociation
products in the respective fragmentation reaction compared to
the experimental results. Such cases are observed, for instance,
around the peak at m/z 109 for caffeine, as described above,
or the missing peak at m/z 181 for acibenzolar-S-methyl
(see below). Hydrogen dissociations are generally difficult
to describe, as indicated by the scaling factor applied to the
internal energy distribution for these reactions.

Another source of error are the ro-vibrational thermal con-
tributions, which are computed only at the GFN2-xTB level, also
due to computational costs. We investigated their effect for the
spectrum of methyl-butyrate, for which we could achieve an
improvement of the spectrum by using oB97X-3c frequencies
instead of GFN2-xTB frequencies (see ESI,† S10 for details).

Despite these problems mainly due to the limited accuracy
of the (currently) feasible level of electronic structure theory,
QCxMS2 shows overall good robustness, which is also reflected
in the minimum score of 0.527 at the oB97X-3c level for the test
set. Taking into account that the set also contains complicated
molecules with unusual fragmentation pathways, this is a good
result.

4.2 Comparison to QCxMS

Next, we discuss the accuracy of QCxMS2 in comparison to
its predecessor QCxMS. Overall on the test set, QCxMS2 at
the oB97X-3c level yields an average match score of 0.735
compared to 0.622 for the QCxMS spectra computed at the

Fig. 3 Calculated spectra with QCxMS2 at the ‘‘composite’’ (oB97X-3c//GFN2-xTB), and oB97X-3c levels of theory compared to the inverted
experimental spectrum of (a) 4-methyl-1-pentene and (b) uracil. All spectra were rounded to integer masses and masses of theoretical spectra were
shifted by �0.25 m/z units for better visibility. The entropy similarity score is denoted by s.
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GFN2-xTB level. Employing the cosine similarity score, the
difference is even larger with values of 0.755 (QCxMS2) and
0.515 (QCxMS). Notably, the lowest score with QCxMS2 was
0.527 compared to only 0.100 of QCxMS, indicating that
QCxMS2 is the more robust approach yielding less outliers,
which is important for application in automated structure
elucidation workflows. Already at GFN2-xTB//GFN2-xTB level
QCxMS2 spectra are more accurate than QCxMS with an
average score of 0.673. This indicates that the new ‘‘static’’
approach has intrinsic advantages over MD based QCxMS,
which will be investigated in the following for four selected
molecules that were identified as problematic for QCxMS.

Fig. 4 shows the computed spectra for ethyl propyl ether,
butanoic acid, tetramethylbiphosphine disulfide, and aciben-
zolar-S-methyl using both QCxMS2 and QCxMS. For compar-
ison, we take the best but still affordable level for QCxMS2, i.e.,
oB97X-3c. Since computing spectra at this level is unfeasible in
the QCxMS (see Section 4.3), we take here the spectra computed
with the GFN2-xTB level of theory in the comparison. For ethyl
propyl ether, the base peak at m/z 31 is significantly computed
only by QCxMS2 and is virtually absent in the QCxMS spectrum,
which fails to predict this rearrangement reaction from the

fragment with m/z 59. This is a typical reaction occurring for
ethers and an important finding that this signal is obtained
with QCxMS2. Consequently, the matching score with QCxMS2
is much better (0.813 versus 0.697). A similar cases is butanoic
acid, for which the Mclafferty type rearrangement resulting
in the peak at m/z 60, which is also the main peak in the
experimental spectrum, occurs with a too low probability with
QCxMS. Also here, QCxMS2 computed this fragment in good
agreement with the intensity from the experiment, yielding also
a much better score of 0.761 versus 0.558. Even when using
GFN2-xTB with QCxMS2, improved scores compared to QCxMS
are achieved for ethyl propyl ether (0.762) and butanoic acid
(0.683). These two examples demonstrate, that fragments stem-
ming from rearrangements are underestimated in QCxMS,
probably due to the limited MD simulation time.

Examples (c) and (d) in Fig. 4 contain the inorganic main
group elements P and S, which were also found to be proble-
matic for QCxMS in a recent study.25 The QCxMS computed
spectrum for tetramethylbiphosphine disulfide shows poor
agreement (score of 0.269), failing to predict the methyl dis-
sociation to the peak at m/z 171 and the P–P bond breakage
leading to the main peak at m/z 93 in the experimental

Fig. 4 Calculated spectra with QCxMS at the GFN2-xTB level and QCxMS2 at the oB97X-3c//oB97X-3c level, compared to inverted experimental
spectrum of (a) ethyl propyl ether, (b) butanoic acid, (c) tetramethylbiphosphine disulfide, (d) acibenzolar-S-methyl. All spectra were rounded to integer
m/z values and masses of theoretical spectra were shifted by �0.25 m/z units for better visibility. The molecular structures shown are the fragments with
the highest intensity of the respective m/z signal of the QCxMS2 spectrum. The entropy similarity score is denoted by s.
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spectrum. Instead, QCxMS predicts an additional H-shift asso-
ciated with the P–P bond breakage, resulting in an experimen-
tally unobserved peak at m/z 92. Thus, the issue of missing
peaks by �1 m/z unit, as described above for QCxMS2, also
occurs with QCxMS. In contrast, QCxMS2 correctly predicts
here the bond breakage and achieves a much higher score of
0.782. As the m/z 92 peak is also observed in the GFN2-xTB
spectrum of QCxMS2 with a score of 0.691 (spectrum shown in
the ESI,† in Section S16), the falsely predicted hydrogen shift in
QCxMS is probably due to the MD approach and not due to the
inaccuracy of GFN2-xTB.

For acibenzolar-S-methyl, the QCxMS spectrum shows
almost no agreement to experiment, with a score of only
0.100. The peak at m/z 182, resulting from the loss of N2, is
not found, and instead, a false peak at m/z 162 is computed as
the main peak. This peak arises from an a-cleavage, involving
an H-shift to the sulfur atom and dissociation of methanethiol
at the carbonyl C-atom. Interestingly, this peak is observed
in the GFN2-xTB spectrum of QCxMS2 (shown in the ESI,† in
Section S16) (however, without hydrogen shift, i.e., resulting in
a peak at m/z 163), indicating that the GFN2-xTB PES over-
estimates the stability of the thiadiazole ring.

Using QCxMS2 in conjunction with oB97X-3c, the loss of N2

to the peak at m/z 182 is correctly computed. However, the main
peak at m/z 181 is also missing here. Due to its high intensity in
the experimental spectrum, this stems most probably not from
a hydrogen dissociation from the fragment of m/z 182 and has
to occur via a different mechanism, as the computed barrier of
the hydrogen dissociation is much too high (even without
scaling of the IEE applied) compared to the methyl loss to the
fragment of m/z 167. The fragment generator does not produce
the correct fragment here, probably due to the insufficient
accuracy of GFN2-xTB as discussed in Section 4.1. However,
apart from the main experimental peak, the relevant signals are
obtained and the score of 0.527 is still reasonable compared to
QCxMS. Overall, the results for the test set demonstrate that
QCxMS2 exhibits improved accuracy and robustness in com-
parison to QCxMS.

4.3 Computation time

Finally, the computational timings are discussed using the
examples of 2-pentanone, a molecule with 16 atoms, and
caffeine, a typical metabolite with 24 atoms and the largest
molecule in the test set.

Fig. 5 shows the computational timings scaled to 16 Intel
Xeon ‘‘Sapphire Rapids’’ v4 @ 2.10 GHz CPU cores for the
spectra calculation with QCxMS2 with the three different theory
levels employed here and timings with QCxMS with GFN2-xTB
and oB97X-3c in comparison.

QCxMS can in principle be perfectly parallelized as every
(cascading) trajectory is obtained separately, whereas with
QCxMS2 the parallelization efficiency depends on the number
of fragments in a fragmentation step and, how long particular
calculations, e.g., a specific transition state search takes since
some calculations have to be performed in a subsequent
manner. The QCxMS2 calculations were performed with

16 CPU cores, with the exception of the expensive oB97X-3c
spectra calculations, which were performed on 96 cores for
2-pentanone and on an 128 AMD EPYC 7763 CPU for caffeine.
The respective computational timings are scaled to 16 CPU
cores. For the QCxMS calculations, the same number of cores
was used as the number of trajectories. However, for a mean-
ingful comparison in terms of the practical use of the pro-
gram, the timings are scaled to the typical computational
resources of 16 CPU cores. A QCxMS2 calculation for 2-penta-
none at the GFN2-xTB level takes about an hour. Refining the
barriers at the oB97X-3c level takes only one hour more
computation time. Computing the geometries and the reac-
tion path search also at the oB97X-3c level is very expensive
and increases the computational costs massively to 502 hours.
For caffeine, the computation time is as expected significantly
larger as also more fragments have to be computed. Whereas
in the calculation for 2-pentanone 79 isomers and 121 frag-
ment pairs and hence 200 transition state searches and barrier
calculations have to be performed, for caffeine 462 isomers
and 292 fragment pairs were found, i.e., 754 reaction barriers
have to be computed. However, the calculation is still feasible,
requiring 3.7 hours for the GFN2-xTB calculation and
15.7 hours if the barriers are refined at the oB97X-3c level.
Computing the geometries at the oB97X-3c level for caffeine,
however, becomes impractically expensive, requiring about
4050 hours.

In comparison, the QCxMS calculation for 2-pentanone at
the GFN2-xTB level takes 30 minutes using the default number
of 400 trajectories for this molecular size. For caffeine, 600
trajectories have to be computed leading to an overall wall time
of about one hour. However, refinement of the geometries at a

Fig. 5 Computational wall times on 16 Intel Xeon ‘‘Sapphire Rapids’’ v4 @
2.10 GHz CPU cores for the calculation of 2-pentanone and caffeine with
QCxMS2 using GFN2-xTB//GFN2-xTB, the ‘‘composite’’ level oB97X-3c//
GFN2-xTB, oB97X-3c//oB97X-3c, and QCxMS with GFN2-xTB.*: calcula-
tion performed on AMD EPYC 7763 CPUs.
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higher level of theory as in QCxMS2 is not possible in this
approach and to reach more accuracy all calculations need to
be performed at the higher level of theory too. This is compu-
tationally very expensive, as demonstrated by the 2-pentanone
calculation, which takes 7664.5 hours at the oB97X-3c level,
which is too expensive to be of practical use. Similarly, the
corresponding calculation for caffeine is not feasible with our
available resources and was therefore not performed. While
QCxMS is computationally cheaper at the GFN2-xTB level,
achieving better accuracy using a higher level of theory quickly
becomes unfeasible. In contrast, refining barriers via DFT single-
point calculations is possible with QCxMS2 and improves the
accuracy (see Table 1). Even when using oB97X-3c also for
geometry optimizations, QCxMS2 remains computationally
more efficient than QCxMS.

5 Conclusions

Computational tools for predicting mass spectra are of great
importance for elucidating the chemical structure of unknown
compounds. QCxMS, currently the only fully automated QM-
based program for calculating EI-MS spectra, achieves reason-
able accuracy but faces limitations in generating accurate spec-
tra with less ‘‘outliers’’ needed for application in structure
elucidation workflows. To this end, a new program termed
QCxMS2 for the calculation of mass spectra based on automated
reaction network discovery using QM methods was developed. In
this work, we demonstrate that the approach of computing
spectral intensities from relative reaction rate constants in an
automated workflow is generally possible. We presented promis-
ing results for a diverse test set of 16 organic and inorganic
compounds. Here, QCxMS2 yields a good entropy similarity
match score compared to experiment of 0.67 and improves upon
its predecessor QCxMS with 0.622 at the same GFN2-xTB level of
theory. We recommend refining the barriers via single-point
calculations with oB97X-3c on the GFN2-xTB geometries, which
yields an improved score of 0.7 at still feasible computational
costs. Using oB97X-3c also for geometries yields even better
accuracy and robustness with an average score of 0.73 but at
significantly higher computational costs.

We attribute the remaining deviations from the experi-
mental data primarily to errors in the methods used to calcu-
late the electronic barriers, the vibrational contributions, and
the possible structures appearing in the reaction networks. Due
to the large size of these networks, we are limited to using
efficient DFT methods for the energy calculations and SQM
methods for the frequency calculations.

The CREST MSREACT fragment generator found in most
cases all relevant peaks, and only in a few instances, particu-
larly involving complex unsaturated ring rearrangements, miss-
ing fragments are suspected as a source of error. This issue is
likely due to the limited accuracy of GFN2-xTB used in this step,
and we anticipate that employing improved SQM methods will
significantly reduce this error. We plan to investigate the issue
of missing peaks in more detail in future studies.

For flexible structures, particularly those containing heavy
main-group elements, QCxMS2 demonstrated excellent accuracy
on average, significantly outperforming QCxMS. Additionally,
typical rearrangement reactions of common organic functional
groups are better captured by QCxMS2 than with QCxMS.

The QCxMS2 program is open-source and freely available.61

Note that all of the employed programs in the QCxMS2 workflow
are open-source or at least free for academic use (ORCA) making
QCxMS2 free to use for academia. Furthermore, QCxMS2 is
systematically improvable and a more ‘‘controlled’’ approach than
the MD-based QCxMS. We expect that QCxMS2 will benefit
especially from newly developed QM methods for the computa-
tion of reaction pathways and barriers. Currently, efficient tight-
binding methods are being developed in our lab and have already
shown promising results close to the accuracy of DFT spectra at
significantly reduced computation time. Initial tests with the
unpublished g-xTB method currently developed in our lab
employed for energies and geometries gave on average an excel-
lent matching score of 0.736 close to the oB97X-3c values at about
the same computation time needed for the GFN2-xTB spectra.

Furthermore, an extension of QCxMS2 to describe negatively
or multiply charged species, as well as to calculate the experi-
mentally also very relevant ESI/CID-MS, is planned. Since the
QCxMS2 approach can be systematically improved with more
advanced methods, we view it as a promising pathway toward
highly accurate and reliable mass spectrum predictions.
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