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The discovery of intrinsic magnetism in two-dimensional (2D) materials has opened new frontiers in material

science and technology. This review offers a detailed guide to modeling 2D magnetic materials using Density

Functional Theory (DFT), focusing on both fundamental concepts and practical methodologies. Starting with

the principles of magnetism, it examines the unique challenges of 2D systems, including the effects of an-

isotropy in stabilizing magnetic order, the limitations imposed by the Mermin–Wagner theorem, and the critical

role of exchange interactions. The review introduces DFT basics, highlighting approaches to address electron

delocalization through methods like DFT+U and hybrid functionals, and emphasizes the importance of incor-

porating van der Waals corrections for layered systems. Strategies for determining ground-state spin configur-

ations for both collinear and non-collinear arrangements, are discussed, alongside advanced techniques like

spin-constrained DFT and the Generalized Bloch Theorem for spin-spiral states. Methods for extracting mag-

netic exchange parameters and estimating critical temperatures from first-principles calculations are compre-

hensively covered. Practical insights are provided for applying these techniques to explore material databases

and identify 2D magnets with promising properties for room-temperature applications. This review serves as a

resource for theoretical and computational studies of 2D magnetic materials.
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1. Introduction

The first experimental measurement of ferromagnetic order in
a monolayer was carried out in 2017 for the out of plane ferro-
magnet CrI3,

1 obtaining a Curie temperature (Tc) of 45 K.
Shortly after, ferromagnetism in bilayer Cr2Ge2Te6 was found,

2

with a Tc that can be tuned by introducing small out-of-plane
magnetic fields. In 2018, ferromagnetic order was found for
Fe3GeTe2 up to 130 K for a single monolayer.3

2D magnetic materials have remained so elusive all this time
as a consequence of the Mermin–Wagner theorem,4 known
since 1966. This theorem states that any 2D material with infi-
nite size and with a continuous symmetry cannot present long
range magnetic order at nonzero temperature when considering
an isotropic Heisenberg model with finite range exchange inter-
actions. Fortunately, this theorem does not contemplate an-
isotropy, and we know as of today that introducing single ion an-
isotropy or exchange anisotropy can stabilize magnetic order in
2D at nonzero temperature.5,6

These groundbreaking discoveries have positioned 2D mag-
netic materials as pivotal components for emerging techno-
logies, including spintronics,7,8 magnetic sensors,9 energy har-
vesting systems and green energy applications10,11 and nonvo-
latile magnetic memories.12 Moreover, their 2D nature intro-
duces unique opportunities, such as stacking and twisting, to
tailor properties for specific applications.13

For practical device applications, achieving magnetic stabi-
lity above room temperature remains a crucial challenge.
Efforts are underway to identify 2D magnets with high intrin-
sic Tc.

5,14–19 While various techniques exist to enhance mag-
netic stability,20 finding materials with intrinsic stability is
paramount, as many enhancement methods can complicate
fabrication or alter other key properties.

The rapid proliferation of novel 2D materials21 and the devel-
opment of extensive databases22,23 have made individual ana-

lysis impractical. Consequently, research has shifted toward
designing high-throughput workflows to efficiently model 2D
magnetic materials and identify candidates with promising Tc
values.14–19,24,25

Density Functional Theory (DFT)26,27 remains a cornerstone
for modeling 2D magnetic materials, allowing the determi-
nation of magnetic ground states.28,29 However, the reduced
dimensionality of 2D systems poses unique challenges, as criti-
cal magnitudes are often weak, ranging from meV to μeV. This
energy scale necessitates careful parameter tuning and intro-
duces difficulties in capturing the coupled nature of electronic
structure and spin order.30

Beyond determining magnetic ground states, DFT enables
the extraction of exchange parameters through total energy cal-
culations30 or related methods.31 These parameters can be
integrated into complementary approaches like spin-wave
theory,32 Metropolis Monte Carlo simulations,33 or Green’s
function methods34 to estimate critical temperatures.

In this review, we aim to equip readers with the theoretical
and practical tools necessary for modeling 2D magnets using
DFT. We begin by introducing basic principles of magnetism,
followed by an overview of DFT and its associated challenges,
such as electron delocalization and spin-order determination.
Subsequently, we describe techniques for deriving parameters
for magnetic Hamiltonians and estimating critical tempera-
tures, providing a comprehensive comparison of methods tai-
lored to different material anisotropies. This review serves as a
foundational guide for researchers navigating the complex
landscape of 2D magnetism.

2. Magnetic interactions in 2D magnets

It would be futile to attempt performing accurate simulations
of the magnetic properties of two-dimensional magnets
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without first grasping their fundamental aspects. Fortunately,
there are many books32,35,36 and comprehensive reviews13,37

that cover this topic in detail. In this section, we aim to high-
light the essential concepts needed to understand the core
challenges.

As an initial step, we begin by recalling that a generic
Hamiltonian for electrons in a crystalline array of atoms can
be written, within the Born approximation, considering three
main contributions:

Ĥ ¼ Hkin þ Hlat þ He–e ð1Þ

where the first term corresponds to the kinetic energy of the
electrons, the second to their interaction with the atomic
lattice, and the last term models the electron–electron inter-
action arising from the Coulomb field. The first two terms are
single-particle energies and can be significantly simplified
using Bloch’s theorem,38,39 which describes the system as a
collection of non-interacting electrons with an effective mass
and constrained momentum defined by the crystal structure.
Therefore, the single-particle contribution favors delocalized
electrons. The last contribution in the second quantization
framework can be written as

Ĥe�e ¼ 1
2

X
i;j;k;l

c†i;σc
†
j;σ′ck;σ′cl;σVi;j;k;l ð2Þ

where c†i;σ and ci,σ represent the creation and annihilation oper-

ators of an electron in the i-th orbital with a given spin σ = ±1,
respectively. These orbitals can be any single-particle basis,
but for the purposes of this discussion, it is useful to think of
them as localized orbitals at each atom in the crystal. In this
sense, the Coulomb field term, characterized by the matrix
Vi;j;k;l ¼ i; jh j P

pairs

1
r�r′j j k; lj i, contains the Coulomb interaction

between pairs of electrons.
The Coulomb interaction can be further split into three

contributions:
• The direct or Hartree term VHij = Vi,j,i,j, which, after some

manipulation, can be expressed as the classical repulsive field
between electron densities located at sites i and j of the lattice.
Due to its classical origin, this term modulates the kinetic
energy of the electron and alters the single-particle band struc-
ture of the system.

• The exchange term VExij = Vi,j,j,i, which arises due to the
Pauli exclusion principle and favors lower energy for electrons
with the same spin, owing to the antisymmetry of their orbital
wavefunctions. This term is the essential source of ferromag-
netism in materials.

• Correlation terms V c
ij ¼

P
k=i;j;l=i;j

Vi;k;l;j , which represent the

dynamical response of an electron’s transition from site i to
site j to all the remaining electrons in the system. Correlations
can substantially modify the ground state and induce phase
transitions, such as superconductivity.

Dealing with the full many-body Hamiltonian is a formid-
able task. As a result, many alternative approaches and

approximations have been developed to handle different
aspects of the problem. The exchange interaction can be
treated exactly within Hartree–Fock mean field theory, while
the former plus correlation effects are approximated in
different ways within density functional theory.26,40,41

In the subsequent sections we will briefly discuss some of
the effective Hamiltonians which are used to model magnet-
ism and its relation to the all electron Hamiltonian, since this
will help to understand the proper way of modelling it.

2.1. Localized electrons and atomistic magnetic models

At the beginning of this section we remind that the operator
associated with the exchange interaction can be expressed as:

ĤEx ¼ � 1
2

X
i;j

VEx
i;j c

†
i;σci;�σc

†
j;�σcj;σ; ð3Þ

where VExi;j is the exchange integral between sites i and j, and
c†i;σ and ci,σ are the creation and annihilation operators for elec-
trons at site i with spin (σ) = ±1. This form emphasizes the role
of the Pauli exclusion principle and the antisymmetry of the
wavefunction.

Using the number operator n̂i,σ = ĉ†i;σĉi,σ, we can define the
local spin density operators at site i:

Ŝ
z
i ¼

1
2
ðn̂i;þ � n̂i;�Þ; Ŝiþ ¼ ĉ†i;þĉi;�; Ŝi� ¼ ĉ†i;�ĉi;þ: ð4Þ

These operators represent the z-component of the spin and
the spin–flip processes, respectively. Defining 2Ŝxi = Ŝi

+ + Ŝi
−

and 2iŜyi = Ŝi
+ − Ŝi

− we can rewrite the exchange contribution
to the Hamiltonian as:

ĤEx ¼ 1
4

X
i;j

VEx
i;j ð1þ Ŝi � ŜjÞ; ð5Þ

where Ŝi = (Ŝxi , Ŝ
y
i , Ŝ

z
i ) the spin vector operators at sites i.

For systems with tightly bound d- or f-electrons, the kinetic
energy is significantly reduced due to the strong localization of
the wavefunctions. Under these circumstances, the magnetic
interaction is dominated by the exchange interaction between
nearest neighbors. Moreover, the quantum spins in the
Heisenberg model can be approximated as classical spins for
large spin quantum numbers (S ≫ 1) given that quantum fluctu-
ations become negligible. Similarly, at finite temperatures where
thermal fluctuations dominate, or in systems with long-range
magnetic order, the spin deviations are small enough to justify a
classical description. Additionally, in Density Functional Theory
codes, the magnetic moment of the atom is usually calculated by
integrating the continuous spin density in a region centered
around the atom, motivating even more the adoption of a classi-
cal approximation in which the spin operator is approximated by
a continuous magnetic moment vector. This assignment of a
continuous magnetic moment localized around an atom is what
makes this kind of model and approximation receive the name
of atomistic magnetic models. These approximations simplify
the magnetic models and make it a versatile tool for studying
magnetic properties in many systems.
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Then, in practice, the magnetism in the material is studied
with a parametric model, the most simple being the
Heisenberg model:36

ĤHeisenberg ¼ �
X
i;jh i

JijSi � Sj ð6Þ

where Jij is the isotropic exchange constant and Si and Sj are
the total magnetic moments around ions i and j. In practice, Si
and Sj are regarded as unit vectors so that the exchange
constant can be expressed in energy units. The isotropic
exchange is the dominant interaction in magnetic materials.
The energy associated with the isotropic exchange interactions
depends solely on the relative orientation of neighbouring
spins and the existent overlapping between orbitals that
form an interaction path.30 In most cases, it is way higher than
the rest of the interactions and it controls the parallel or
antiparallel alignment of the spins. With our notation, Jij > 0
favours parallel alignment of the spins (ferromagnetism)
where as Jij < 0 favours antiparallel alignment
(antiferromagnetism).

Depending on the symmetry of the system and the an-
isotropy of the exchange interaction, the Heisenberg model
can be reduced to simpler forms, the most prototypical
being:13,37

• Ising model: the Heisenberg model transitions to the
Ising model42 when there is strong anisotropy along one spin
direction (e.g., z-axis), making the spin components perpen-
dicular to this axis negligible. The resulting Hamiltonian
becomes:

ĤIsing ¼ �
X
i;jh i

JzijS
z
i S

z
j : ð7Þ

here, 〈i,j〉 stands for a summation that runs over the nearest
neighbors of i.

• XY model: the Heisenberg model reduces to the XY
model when the spin interactions are restricted to the x–y
plane, with negligible contributions from the z-component.
The Hamiltonian in this case is given by:

ĤXY ¼ �
X
i;jh i

Jxx¼yy
ij ðSxi Sxj þ Syi S

y
j Þ ð8Þ

With an exchange constant Jij that is independent of the
direction x or y. In this case, the magnetism is said to be of
the easy-plane type.

This rationale can be extended to more complex inter-
actions, giving birth to a variety of atomistic magnetic models
in which the interactions are modeled by means of parameters
that can be calculated from first principles. Again, the adjec-
tive “atomistic” is used in this context to highlight the fact
that this construction assumes the localization of the magnetic
moments around the atoms. In addition to the isotropic
exchange interaction discussed above, some important effects
to keep in mind are those arising from spin–orbit coupling
interactions, which introduce anisotropy in the system. Some
of these are:13,37

• Single ion anisotropy (SIA):

ĤSIA ¼ �
X
i

Kið~Si �~riÞ2 ð9Þ

where the vector ~ri denotes the direction that minimizes the
total energy contribution for the magnetic moment ~Si, equiva-
lently, the preferential alignment for the spin ~Si. ~ri is called
the easy axis. The parameter Ki is the SIA energy for the spin
~Si. Single-ion anisotropy is originated from the interaction
between the SOC and the crystal field. It tells us about the spin
interacting with the environment and then it is a local prop-
erty, that involves a magnetic atom and the surrounding
coordination sphere formed commonly by the ligands.

• Anisotropic exchange:

Ĥani ¼ �
X
i;jh i

~SiJaniij
~Sj

Janiij ¼
Jxx Jxy Jxz
Jyx Jyy Jyz
Jzx Jzy Jzz

2
64

3
75 ¼

kx 0 0

0 ky 0

0 0 kz

2
64

3
75

þ
0 Dxy �Dxz

�Dyx 0 Dyz

Dzx �Dzy 0

2
64

3
75

ð10Þ

where Janiij is a 3 × 3 matrix. The anisotropic exchange tensor
can be divided in two different contributions. The first one is
the so called two-ion anisotropy,41 given by the terms ki on the
diagonal. When the two ion-anisotropy goes along bond direc-
tions, it is called Kitaev exchange. These terms introduce two-
spins exchange anisotropy. The other contribution is given on
the antisymmetric terms of the tensor. This contribution is the
so-called Dzyaloshinski–Moriya interaction (DMI)43–45 and it
can be rewritten as:

ĤDMI ¼ �
X
i;jh i

~Dij � ð~Si �~SjÞ ð11Þ

where ~Dij is the so-called DMI vector. The DMI interaction is
usually much weaker than the isotropic exchange interaction
and therefore, it introduces a small canting of the spins with
respect to the direction forced by the isotropic exchange.

These are not the only interactions frequently used in ato-
mistic magnetic Hamiltonians. Some other less frequent but
still worth mentioning are:46

• Biquadratic exchange:

Ĥbiquadratic ¼ �
X
i;jh i

Bijð~Si �~SjÞ2 ð12Þ

Which differs from the isotropic exchange in the square
dependence on the dot product of the spins. Therefore, when
Bij > 0, the biquadratic exchange favours a collinear alignment
independently on whether it is ferromagnetic or antiferro-
magnetic. However, its dependence on ij can help to lift the
degeneracy of states that would be degenerate with a
Heisenberg Hamiltonian. Biquadratic exchange is usually
expected to be less important than its bilinear counterpart
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(isotropic and anisotropic exchange). Nevertheless the work of
Kartsev et al.47–49 showed in detail how it can have a value of
an important fraction of the bilinear exchange. Additionally,
magnetic properties such as the Curie temperature were calcu-
lated for different 2D magnets with and without biquadratic
exchange; and the inclusion of this interaction was found to
lead to the best agreement with experimental measurements.
The inclusion of the biquadratic exchange also showed a big
impact on the shape of the spin-wave spectra.

• Four-spin interaction:

Ĥ4‐spin ¼ �
X
ijkl

Kijkl½ð~Si �~SjÞð~Sk �~SlÞ þ ð~Sj �~SkÞð~Sl �~SiÞ � ð~Si �~SkÞð~Sj �~SlÞ�

ð13Þ
Similarly to the Biquadratic exchange, the four-spin inter-

action serves to break the degeneracy on the Heisenberg
Hamiltonian.

• Dipole–dipole interactions:

Ĥdipole�dipole ¼ μ0
8π

X
i=j

1
r3ij

½~Si �~Sj � 3
r2ij

ð~Si �~rijÞð~Sj �~rijÞ� ð14Þ

where ~rij is the vector connecting sites i and j. Magnetic
dipole–dipole interactions help to stabilize magnetic orders,
specially in 2D vdW systems.50–52 However, these interactions
are usually negligible when calculating critical temperatures
since their value is much smaller than the exchange inter-
actions. This energy contribution is usually refered as shape
anisotropy and it is SOC independent.

2.2. Itinerant electrons and stoner magnetism

While the Heisenberg and the atomistic models describe loca-
lized magnetic moments around the atoms, Stoner magnetism
provides a framework for understanding magnetism in itiner-
ant electron systems. In these systems, the magnetic moments
arise not from localized spins but from the collective behavior
of delocalized electrons in a metallic band structure. The
origin of this magnetism lies in the interplay between the
kinetic energy of electrons and their Coulomb interaction,
which can be expressed within a mean-field framework.

As previously mentioned the Kinetic and lattice contri-
bution can be combined into a single particle non-interactive
Hamiltonian

Ĥ ¼
X
i;j;σ

tijc
†
i;σcj;σ ð15Þ

where: tij is the hopping integral between sites i and j, describ-
ing the kinetic energy of the delocalized electrons. Moreover,
in systems where correlations are negligible, one can approxi-
mate the Coulomb interaction as an onsite-term

Ĥ int ¼ U
X
i

n̂i;þn̂i;�; ð16Þ

where U is the on-site interaction strength. Using the mean-
field approximation, this term can be linearized as:

Ĥint � U
X
i

n̂i;þ
� �

n̂i;� þ n̂i;�
� �

n̂i;þ � n̂i;þ
� �

n̂i;�
� �� �

: ð17Þ

Here, 〈n̂i,σ〉 represents the average occupation for spin σ.
The difference in spin populations defines the magnetization:

M ¼ hn̂i;þi � hn̂i;�i: ð18Þ
The competition between the kinetic energy, which favors

equal spin populations, and the exchange interaction, which
lowers the energy for unequal populations, leads to the Stoner
criterion for ferromagnetic instability:

UDðEFÞ > 1; ð19Þ
where D(EF) is the density of states at the Fermi energy. When
this condition is satisfied, the system favors a spin-polarized
ground state, resulting in spontaneous magnetization.

Stoner magnetism arises because the exchange interaction
reduces the energy for electrons with parallel spins, lowering
the total energy of the system when the spin populations are
unequal. This mechanism is distinct from the localized spins
in the Heisenberg model, as it depends on the delocalized
nature of the electronic wavefunctions.

The Stoner model provides a simple and intuitive picture of
itinerant magnetism, particularly in metallic systems such as
ferromagnetic transition metals (e.g., Fe, Co, Ni). However, it
neglects electron correlation effects beyond the mean-field
approximation, which can significantly influence magnetic
properties, particularly in strongly correlated systems.
Extensions to the Stoner model, such as dynamical mean-field
theory (DMFT), address these limitations and provide a more
complete description of itinerant magnetism.

2.3. Magnetic order and the role of exchange interaction

The exchange interaction is the fundamental mechanism gov-
erning the emergence and type of magnetic order in materials.
Depending on the nature of the electronic system and the
interplay of additional interactions, different forms of mag-
netic order can arise. This section provides an overview of
three main categories of magnetic order: ferromagnetism,
antiferromagnetism, and non-collinear magnetism, discussing
their origins within localized and itinerant frameworks and
their relation with the exchange interaction.

• Ferromagnetic order. Is characterized by the parallel
alignment of magnetic moments, resulting in a net macro-
scopic magnetization. The key condition for ferromagnetic
order is that the exchange interaction favors parallel spin
alignment. In localized electron systems, ferromagnetism
arises due to direct exchange or superexchange mechanisms
while for itinerant systems, ferromagnetism is driven by the
Stoner criterion.

• Antiferromagnetism order. Is defined by an alternating
spin alignment that results in no net magnetization. This
order arises when the exchange interaction favors antiparallel
spin alignment ( Jij < 0). In localized systems, antiferromagnet-
ism is often stabilized by superexchange interactions. For
example, in Mott insulators, virtual hopping processes
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between neighboring sites lower the energy when spins are
antiparallel. In itinerant systems, antiferromagnetism can
emerge due to Fermi surface nesting, where certain wavevec-
tors q connect regions of the Fermi surface. This enhances the
susceptibility at q, leading to spin-density waves (SDWs) with
periodic modulation of spin density. In some cases, Jij < 0 pro-
duces an antiparallel alignment of the spins but with a
nonzero net magnetization because one of the atoms of the
two sublaticces has a greater magnetic dipole moment. These
cases lead to the so-called ferrimagnetic order.53

• Non-collinear magnetic orders. Non-collinear systems are
arrangements of magnetic moments that are not oriented in
the same direction. The most fundamental case of non-colli-
near magnets are the in-plane systems, where the spins are
contained in an easy plane, with a hard perpendicular axis.
Non-collinear magnetism can also present exotic configur-
ations giving rise to phenomena such as skyrmions or spin
spirals that arise when the spins form angles with respect to
each other rather than aligning parallel or antiparallel. These
exotic orders tend to be stabilized by other kind of effects, that
compete with the isotropic exchange interaction such as the
DMI induced by spin–orbit coupling, magnetic frustration due
to competing exchange interactions or the shape anisotropy
originated by the magnetic dipoles.

A special case among the possible magnetic configurations
is the case of spin-spirals. These states have spins that rotate
with respect to the initial alignment a certain angle over a
specific direction given by the spin-spiral wavevector q.

Spin spirals have a wavelength λ ¼ 2π
qj j separating two sites

with the same spin direction (phase). A spin spiral showing
these features is sketched in Fig. 1. Spin spirals are special
because incommensurate spin-spirals such as the ones in
3D γ-iron54–56 or long wavelength spin-spirals cannot be
handled in any exploratory supercell approach. Additionally,
collinear magnetic order can be regarded as a particular case
of spin spiral order when the wavevector lies on the Γ point of
the first Brillouin zone or at some points of its high symmetry
path.29

2.4. Special features in 2D magnetism

So far, our discussion about magnetism has been independent
of the dimensionality of the material. However, the dimensional-
ity of the 2D magnetic materials makes magnetism
different from the 3D counterparts. One of the most notable
differences arises as a consequence of the Mermin–Wagner
theorem.4 This theorem states that for a 2D material with infinite
size and modelled with an isotropic Heisenberg model with
finite range interactions, long range magnetic order is not poss-
ible at nonvanishing temperature. This theorem is sometimes
formulated saying that long range magnetic order is not possible
for a 2D material with infinite system size and with any continu-
ous symmetry.13,58 However, this theorem does not contemplate
what happens when anisotropy is present.

What we know as of today is that anisotropy can stabilize
magnetic order at nonvanishing temperature as shown for CrI3

experimentally1 in 2017. This material presents ferromagnetic
behaviour up to 45 K that is stabilized owing to the presence
of exchange anisotropy in the z-direction, causing an out of
plane spin orientation that produces ferromagnetism.6

Monolayer Fe3GeTe2 presents a similar feature with a ferro-
magnetic phase driven by strong out of plane anisotropy up to
130 K.3 Hence, in 2D magnets, the isotropic exchange usually
dominates the parallel/antiparallel alignment of the spins but
the long range magnetic order is stabilized by a source of
anisotropy.

Another special feature of 2D magnets is that the diverse
composition of 2D van der Waals materials tends to present
different species that do not directly participate in the
exchange. The presence of these ligands foments indirect
mechanisms that allow interactions between neighbouring
metallic centers that are too far to interact directly. The over-
lapping between metal–ligand–metal orbital connections
creates new channels of interactions that are called indirect or
super-exchange interactions.37 Moreover, more complex over-
lapping of orbitals can be present in these systems originating
super–super or even super–super–super exchange.

In the end, the special keys about 2D magnetism are the
important role anisotropies play and the variety of possible
exchange paths. Consequently, the core of its ab initio studies
focuses on the identification of the many possible mecha-
nisms that produce that anisotropy/exchange and the calcu-
lation of its strength. When doing so in the framework of
Density Functional Theory (DFT), some difficulties appear due
to two main factors:

Fig. 1 Sketch of a spin-spiral. The precession axis is taken to be the
z-axis. The cone angle θ is specified as the angle between the spin direc-
tion and the precession axis. The spin-spiral moves along the direction
of the q vector and the difference in phase between two consecutive
spins is Δφ = q·R where R is the vector connecting the two sites.
Figure extracted from ref. 57. Reprinted figure with permission from S.
Mankovsky, G. H. Fecher and H. Ebert, Phys. Rev. B, 2011, 83, 144401.
Copyright 2025 by the American Physical Society.
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• The intrinsic problems within DFT† when it comes to the
accurate modelling of certain interactions such as exchange,
correlations or long range van der Waals interactions.

• The reduced dimensionality of 2D materials makes the
energy scales of the anisotropies very low: from meV to μeV.
For example, the isotropic exchange constant, which is usually
the greatest in magnitude, is usually on the order of the meV
where as in 3D materials can be of the order of 100 meV. The
calculation of these parameters is strongly influenced by the
structure and Hubbard parameters and can also be impor-
tantly influenced by more fundamental computational details,
such as the pseudopotentials or the approximation used to
describe the exchange correlation functional, which is
especially important in the case of itinerant magnets.

In the following section, we give a brief introduction to
Density Functional Theory and provide a compilation of the
necessary tools to simulate 2D magnetic materials within DFT.

3. Introduction to DFT

The hydrogen atom was the first important benchmark to
illustrate the success of quantum mechanics and the
Schrödinger equation. Regretfully, more complex systems such
as heavier atoms or solids were still intractable at the time,
mainly because of the many body nature these systems. As
Dirac said, the fundamental laws necessary for the mathematical
treatment of a large part of physics and the whole of chemistry are
thus completely known, and the difficulty lies only in the fact that
application of these laws leads to equations that are too complex
to be solved. In the particular case of a solid, solving the
Schrödinger equation for a wavefunction Ψ(r1…,rN) with N
spatial coordinates (3N scalar variables) is completely out of
reach, even computationally. This is why the birth of Density
Functional26,27,40,59,60 (DFT) is one of the most important mile-
stones in condensed matter physics since it provides an exact
theory to describe many-body systems with interacting
particles.27

The first attempts to establish an alternative formulation to
the Schrödinger equation based on the use of total electronic
density n(r) and the density functional were introduced in
1927–1930 by Thomas, Fermi and Dirac.61–63 This formulation
laid the origins of DFT, with the so-called Thomas–Fermi (or
Thomas–Fermi–Dirac) model that introduced the LDA approxi-
mation to describe the kinetic energy of electrons. The TFD
model paved the way for significant advances in the history of
electronic structure, although this nascent model was not able
to provide the required quantitative accuracy (Fig. 2) and did
not provide a formal and complete theory of electronic
structure.

It was in the 1960s, when the ideas behind an alternative
formulation of the electronic problems, based on the total
charge density of the system, were formally written, giving

birth to DFT in 1964–1965 in the hands of Hohenberg, Kohn
and Sham.26,59,65 The solid principles of DFT are in the
present expressed in terms of the Hohenberg–Kohn theorems
(HK). The first HK theorem proves that for any system of elec-
trons interacting via Coulomb interactions in an external
potential, the external potential is fully determined (up to a
constant shift) by the ground state electron density n0(r). The
second theorem states that a functional of the energy E[n]
exists for any external potential, that the ground state energy is
its global minimum and the electron density that minimizes it
is n0(r). Unfortunately, the theorem does not give any hint
about how to obtain such functional E[n], but we can express
the total energy without loss of generality as:27

EHK½n� ¼ T ½n� þ Eint½n� þ
ð
d3rVextðrÞnðrÞ þ EII ð20Þ

where T[n] is the kinetic energy contribution, Eint[n] is the con-
tribution of the electron–electron interaction, EII is the repul-
sion between cores and the term of the integral corresponds to
the external potential contribution (core-electron interaction).

The important consequence of these two theorems comes
after the realization that the wavefunction of the system is
determined once the external potential is known (since the
form of the Coulomb repulsion is known already). But the first
theorem states that the external potential is determined by
n0(r). As a result, knowing the ground-state electronic density
n0(r) is equivalent to knowing the wavefunction of the system.
This establishes the electronic density as the fundamental vari-
able of the system, determining all its properties. And this
result is extremely convenient since the electronic density is a
function of three variables where as the wavefunction depends
on 3N variables.

Fig. 2 Comparison of the electron density of Argon using the
LDA-Thomas–Fermi model and Hartree–Fock. The TF approach results
in an overall good description of the electron distribution, but impor-
tantly fails in the description of the peak structure. Figure extracted from
ref. 64. Reprinted figure with permission from W. Yang, Physical Review
A, 1986, 34, 4575. Copyright 2025 by the American Physical Society.

†And mainly those of the current approximate exchange correlation functionals.
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The next key result came in 1965 by Kohn and Sham.26

They proposed to assume that there is a system of non-inter-
acting particles, called auxiliary system, with the same elec-
tronic ground-state density as the real system. Then, to obtain
n0(r), we can work with the auxiliary system and the many-
body effects can be incorporated via an external exchange–cor-
relation potential expressed as a functional of the density. This
way, the total energy of the auxiliary system can be expressed
by rewritting (20) as:

EKS½n� ¼Ts½n� þ
ð
drVextðrÞnðrÞ þ EHartree½n� þ EII þ Exc½n� ð21Þ

where Ts[n] represents the kinetic energy of the particles of the
auxiliary system, Exc[n] represents the contribution of the
many-body effects written as a functional of the density and
EHartree[n]:

EHartree½n� ¼ 1
2

ð
d3rd3r′

nðrÞnðr′Þ
r� r′j j ð22Þ

Is the classical interaction energy of the charge density with
itself. Since (21) is just (20) rewritten, by making them equal
and solving for Exc[n]:

Exc½n� ¼ T ½n� � Ts½n� þ Eint½n� � EHartree½n� ð23Þ
Expression (23) shows explicitly how the exchange–corre-

lation functional aims to capture all the many-body effects of
the real system in an external potential so that the auxiliary
system can be of non-interacting particles. Unfortunately,
there is no way to know the exact form of the exchange–corre-
lation functional and DFT ends up being exact in theory but
approximate in practice. Most approximations are based on
the exchange–correlation energy density of the uniform elec-
tron gas26,27,66,67 and then, the success of DFT comes from
how extremely simple approximations to the exchange–corre-
lation functional give very good results for many systems
making DFT extremely popular.68

The practical development of the Kohn–Sham approach
leads to a set of equations:

EHartree½n� ¼ 1
2

ð
d3rd3r′

nðrÞnðr′Þ
r� r′j j

V σ
KSðrÞ ¼ VextðrÞ þ δEHartree

δnðr; σÞ þ δExc
δnðr; σÞ

¼ VextðrÞ þ VHartree ðrÞ þ V σ
xcðrÞ

Hσ
KSðrÞ ¼ � 1

2
∇2 þ V σ

KSðrÞ
Hσ

KSðrÞψσ
i ðrÞ ¼ εσi ψ

σ
i ðrÞ

nðrÞ ¼
X
σ

nðr; σÞ ¼
X
σ

Xi¼1

Nσ

ψσ
i ðrÞ

�� ��2

ð24Þ

That must be solved self-consistently in the given order
since the Hartree term and the exchange–correlation term
depend on the electronic density. The eigenstates ψσ

i are the so
called Kohn–Sham states. These states are in principle nothing
else but the eigenstates of the auxiliary system but the success
of DFT has made standard the description of the systems in

terms of these single particle states. Nevertheless, we remark
that these states do not necessarily have any connection with
reality, they simply provide a useful and simple language via
single particle states that serve to describe a complex system.
In practice, the Kohn–Sham states are expanded in a basis set
either made by plane waves, localized atomic orbitals or a
smart combination of both.

To achieve an accurate electronic structure using practical
implementations of DFT, several considerations must be taken
into account. These include the choice of an appropriate
exchange–correlation functional, the selection of pseudopoten-
tials, adequate convergence parameters, the inclusion of non-
collinear spin configurations69 and spin–orbit coupling,70,71 as
well as smearing techniques.72–74 Incorporating van der Waals
(vdW) interactions can be essential for modeling 2D materials,
van der Waals heterostructures, and layered systems, as these
weak forces strongly influence structural stability and elec-
tronic properties.75–77 They are crucial for capturing interlayer
coupling and stacking-dependent behaviors, making them
indispensable for such simulations.

While most of these settings are standard features of any
DFT tutorial78 and will not be elaborated here, we consider it
critically important to address the delocalization problem
inherent to all approximations of the exchange–correlation
functional79–82 and discuss potential improvements due to
their inherent relation to magnetic materials as we will discuss
below.

The delocalization error is a well-documented limitation of
standard functionals and becomes particularly problematic in
systems with strongly localized d and f electrons.83–85 These
electrons play a key role in the properties of magnetic
materials, as they directly influence exchange interaction, the
fundamental mechanism driving magnetic ordering.
Furthermore, the Coulomb interaction, which underpins these
exchange effects, also determines the degree of electron local-
ization, closely linking it to magnetic phenomena.86,87

3.1. Improving the localization by using DFT+U

It was shown back in 1982 that the exact exchange–correlation
functional follows the constraint that the total energy behaves
in a linear piecewise manner as a function of the total number
of electrons.88 It has been covered already in previous
reviews79–82 how the violation of this constraint makes approxi-
mate-exchange correlation functionals delocalize electrons
exceedingly, leading to poor description of the electronic struc-
ture for certain systems, huge underestimations of the
bandgap or even the contradictory prediction of a metal
instead of an insulator. Some typical examples of this failure
are metal oxides such as NiO,84,89,90 FeO and MnO.91–93 These
examples have all in common that the partially filled strongly
localized d or f shells play an essential role in the electronic
structure. The approximate exchange–correlation functionals
lead then to a particularly bad description of these l-shells. In
order to correct this prominent excess of delocalization,
DFT+U was invented.94 Inspired by the Hubbard model,95

DFT+U aims to favor localization of the electrons by introdu-
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cing an energy penalty when the orbitals have fractional occu-
pation. This way, DFT+U favours cases in which the orbitals
are either with one electron or empty, avoiding the cases in
between. This is done by rewritting the exchange–correlation
functional as:71,86

EDFTþU½ρðrÞ; nIσmm′� ¼EDFT½ρðrÞ� þ EHub½ nIσmm′

� �� � Edc½ nIσ
� ��

ð25Þ

where EDFT[ρ(r)] is the total energy given by the used
exchange–correlation functional, EHub nIσmm′

� �	 

is the Hubbard-

like correction and Edc[n
Iσ] is the double counting term that

aims to remove the contribution of the corrected orbitals from
EDFT[ρ(r)]. By construction, the computational cost of the
DFT+U approach is practically the same as a usual DFT calcu-
lation. I is an index running over the atoms with correlated/
localized electrons, and the indices m and m′ run over the loca-
lized states of atom I. Most of the times, m and m′ run over
states with the same angular momentum quantum number l
i.e. they belong to the same l-shell. nIσmm′ are the occupation
numbers of the localized states so that EHub nIσmm′

� �	 

adds an

energy correction depending on how populated they are. The
details on how nIσmm′ is calculated are code-specific, but a
common way is projecting the Kohn–Sham eigenstates {ψσ

ki} on
a basis set of localized functions {φI

m}.
71,86

This aspect results crucially important to consider in the
modelling of materials that present strongly localized elec-
trons, such as the ones present in d or f orbitals. Given these
kind of orbitals tend to present natural open shells with
unpaired electrons, they are directly behind the origin of mag-
netism and thus, a correct description of the electron localiz-
ation is fundamental for the computation of magnetic pro-
perties of 2D materials.

From the different methodologies available, Hubbard cor-
rections are among the most significant methodologies to
improve the approximation of the electron behaviour in the
density functional and have demonstrated to provide an excel-
lent compromise between improvement and computational
efficiency,86 being implemented in most of the DFT packages
(see Table 1).

Inspired by the role of the Hubbard model in the descrip-
tion of strongly correlated electrons, DFT+U initially aspired to
improve the description of the electrons present in strongly
localized orbitals. However, the active implementation of the
Hubbard U parameter in the exploration of new materials, has
revealed to the community that DFT+U can have a broader
impact, by restoring the piecewise-linear relationship between
the total energy and the electronic occupations, thereby
helping to mitigate the errors arising from the violation of this
constraint.

In this sense, DFT+U does not directly address localization
and strong correlations. Instead, it helps to solve a more fun-
damental issue: the piecewise-linear constraint of the exact
exchange–correlation functional. The violation of this con-
strain heavily affects electron localization which is especially
relevant in these cases and more importantly, in 2D magnet-

ism in which electron localization and magnetism are extre-
mely correlated.

The Hubbard corrective term and the double counting term
can take different expressions depending on the
formulation,86,96,97 but we want to highlight how one of the
most simple formulations resembles the Hubbard model and
the energy penalty for partial occupation of the orbitals within
the same l-shell:

EDFTþU ½ρðrÞ� ¼ EDFT½ρðrÞ�

þ
X
I

UI

2

X
m;σ=m′;σ′

nIσmmn
Iσ′
m′m′ �

UI

2
nIðnI � 1Þ

" #
ð26Þ

We can see a similarity between the product nIσmmn
Iσ′
m′m′ and

the Hubbard term U
P
i
ni"ni# of the Hubbard model. Here nI ¼P

m;σ
nIσm is the sum of all the occupation numbers of the loca-

lized states of atom I. The second and third terms of the right
hand side of the equality correspond to the energy correction
and the double-counting correction respectively. This equation
shows that the new exchange–correlation functional has a set
of parameters, the set of {UI}, one for each atom with localized
orbital states. These parameters are called the Hubbard para-
meters or simply the U parameters. They are nonnegative and
they represent the mean coulomb repulsion energy between
two electrons in the same atom and belonging to the same
l-shell. As one can see from the second term in the right hand
side of (26), the correction term introduces an energy penalty
if the occupation numbers are not 0 or 1, favouring localiz-
ation. The energy penalty has a value of UI independently of
the value of the quantum number m. This assumption is justi-
fied when the localized orbitals retain atomic-like symmetry
i.e. spherical symmetry.86 Therefore, the DFT+U approach has
a worse performance when there are physical features remov-
ing the approximate equivalency of the orbitals with the same
l such as strong SOC or crystal field.86

DFT+U schemes are parametrized by a U input parameter
for every single l-shell to which the correction is applied,
removing the ab initio character of the simulation. This intro-
duces a problematic situation from a first-principles perspec-
tive. Over several years of intense research, different alterna-
tives to deal with this parameter have been explored by the
community. Its consistent obtention is indeed of extreme rele-
vance since the value of U can have great influence on the
observed results.25,98,99

One of the most extended approaches involves empirically
extracting the Hubbard U through the fit to specific properties
computable within the DFT framework. Usually one of the
most representative target parameters that can be found in lit-
erature, is the gap of an electronic band structure. Despite the
correction introduced by DFT+U has proved to play an impor-
tant role in the improvement of the electronic structure
description,86,100 DFT was never designed to predict spectro-
scopic properties. The solely use of a band gap to benchmark
the correct DFT+U modelling of a material is a disregarded
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approach that in addition, strongly limits the predictive capa-
bilities of the first principles approach. As it will be discussed
below, there are many other properties that result more
reliable and that can considered in addition to the band gap
to ensure a correct modelling of the materials under the frame-
work of DFT+U.

A more complete approach consists of performing an
extended exploration of the Hubbard U, broadening the
window to the computation of different important properties
in addition to the electronic structure, such as magnetic
moments, exchange parameters, energies and shape of
magnon dispersions to name a few. A very robust addition to
this approach, is to scan also other external conditions such
as, the geometrical distortions or the charge modifications
induced by strain and electrostatic doping simulations,
respectively. The computation of different sophisticated pro-
perties and their evolution under these external stimuli, easily
accessible from the DFT calculations, provides a very valuable
dataset of information. The critical analysis of this infor-
mation is an effective technique for assessing the DFT+U
model and determining the Hubbard parameter from a broad
perspective that accounts for both the model’s performance
and limitations.

Fortunately, the U parameter represents the average
Coulomb repulsion energy between electrons within the same
l-shell and its physical meaning can be exploited in order to
design ways to estimate it. Hence, a third approach to deter-
mine it is simply calculating it with a systematic method. The
most famous methods are the Hartree–Fock (HF) approach to
calculate it,101,102 the linear response approach,86,100,103–105 the
constrained random phase approximation106–108 (cRPA) and
some machine learning approaches109,110 that include
Bayesian optimization.111,112 All these methods propose a fully
systematic manner to calculate U, making the DFT+U flavour a
zero free parameters approach and going back to the first prin-
ciples philosophy.

The HF approach basically calculates the average Coulomb
repulsion energy from unrestricted HF calculations. The linear
response approach aims to tune the U parameter so that the
total energy as a function of the number of electrons gets to be
linear-piecewise, following the constraint of the exact func-
tional.88 This linear response approach has the advantage of
offering a fully self-consistent way of calculating the para-
meters within DFT. Moreover, it has been reformulated
recently in Density Functional Perturbation Theory
(DFPT),103,104,113 offering better performance and accuracy and
even a fully automated package to compute it called HP105

available as part of the DFT code QUANTUMESPRESSO.114

This process is shown in Fig. 3. The structure is initially
relaxed for an initial value of U = Uin, which can be zero. Then,
the ground state is obtained and a value of U = Uout is calcu-
lated for that ground state. Afterwards, a new ground state is
calculated with the obtained Uin = Uout. For this new ground
state, a new value of Uout is calculated. The process is then
repeated until the difference between the input U and the
output U is less than a threshold.

The DFT+U approach serves to describe more localized
regimes. Following a similar idea, DFT+U+V was born:87 a
different approach capable of describing more general localiz-
ation regimes by introducing an energy term that favours
partial occupation of orbitals of different atoms that are hybri-
dized. This additional parameter adds more flexibility to force
the linear-piecewise constraint by allowing a more general case
of localization to be corrected and improved. The DFT+U+V
correction without the double counting correction is:86,87

EUV ¼ EHub � Edc ¼
X
l;σ

Ul

2
Tr½nllσðI� nllσÞ�

�
X*
l;J;σ

VlJ

2
Tr½nlJσnJlσ�:

ð27Þ

where the star over the sum denotes that the sum is taken over all
the neighbours up to a given shell. The value VIJ is the V Hubbard
parameter between shells I and J. The Hubbard V favors states
with localization in the neighbouring atoms, positively affecting
hybridization that is usually suppressed by the exceed of localiz-
ation introduced by the Hubbard U in the atomic centers.104

The DFT+U+V approach was used for NiO, Si and GaAs in
its original publication.87 For NiO, it slightly improved the
resulting bandgap and it greatly improved the description of
the DOS. In the case of Si and GaAs, it improved the resulting
values of different magnitudes, including the bandgap, with
respect to DFT+U. The authors conclude that this approach
performs better in Si and GaAs because they are more isotro-
pic. Recall that the DFT+U+V assumes orbital independent
electron–electron interactions and by construction it will
perform better in highly isotropic systems.

Fig. 3 Scheme of the algorithm to obtain the U parameter in a self-
consistent procedure.
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The DFT+U+V approach is widely used110,115–117 and the
obtention of V is fully automated thanks to the code HP105

which is part of QUANTUM ESPRESSO114,118,119 and its inte-
gration into the automation infrastructure AiiDA.120–122

Despite having ways to computes the Hubbard parameters,
the approach has intrinsic limitations that could make it fail
when describing some systems. The introduction of V para-
meter clearly illustrates how the approach can be generalized
to consider more general regimes of localization, leaving then
room for further improvements. Another possibility involves
the implementation of the orbital-resolved Hubbard123 U and
V to more correctly describe the Hubbard manifold, thereby
circumventing the limitations of the current shell-averaged
approximation.

As a general conclusion, the self-consistent computation of
the Hubbard parameters is a promising way to go, which
recovers the predictive capabilities of DFT and results in an
overall good modelling of the materials. However, a self-con-
sistent Hubbard U does not always guarantee a good descrip-
tion of the properties of the system124 and thus, performing a
complete analysis of various properties and external con-
ditions provides a complementary methodology to determine
the computational details of the DFT+U simulations.

Magnetic properties are heavily influenced by correlation
effects47 and the overlap between electronic orbitals. The ade-
quate description of these correlation effects can only be done
with DFT+U methodologies and a good estimation of the
Hubbard parameter. Additionally the U value affects electron
localization. For all these reasons, there is a strong depen-
dence of magnetic properties such as magnetic anisotropy
energy (MAE) or exchange constants on the value of
U.25,30,47,124–126 These magnetic properties determine the criti-
cal temperature of the material (as explained in section 4) and
therefore, following this logic, the U parameter affects the final
calculated critical temperature as well.

3.2. Improving the localization by using hybrid functionals

We already discussed when introducing DFT+U how common
functionals tend to delocalize charge and suffer from the self-
interaction error. A different approach to compensate the self-
interaction error and to improve the performance of the func-
tionals is by using the so called hybrid functionals.41 Hybrid
functionals treat the exchange–correlation energy following:

Ehybr
xc ¼ a0Eexact

x þ ð1� a0ÞEDFT
x þ EDFT

c ; 0 � a0 � 1: ð28Þ
where Eexactx is the exact exchange, EDFTx is the exchange energy
coming from a traditional DFT functional (LDA, GGA…) and
EDFTc is the correlation energy which comes from the DFT
exchange–correlation functional. a0 is a parameter to be tuned
to balance between the exact exchange contribution and the
usual DFT exchange. The exact exchange energy is taken from
a Hartree–Fock-like equation:

Eexact
x ¼ � 1

2

X
σ¼α;β

Xocc
iσ ;jσ

ð ð
φiσ ðrÞφjσ ðrÞφiσ ðr′Þφjσ ðr′Þ

r� r′j j drdr′ ð29Þ

where φiσ are the Kohn–Sham eigenstates labelled by band
index and spin. Therefore, hybrid functionals act over all elec-
trons where as in DFT+U, the correction was applied only on
those electrons considered as correlated or localized (usually d
and f electrons). Moreover, DFT+U assumes an orbital inde-
pendent value of the interaction energy among electrons with
the same l-number. This assumption comes from the idea that
localized states should retain atomic character and therefore,
spherical symmetry.86 However this assumption can break
down in cases where there is a mechanism capable of remov-
ing the energy degeneracy of those states such as situations
with strong crystal field or strong SOC.86,127 On the other
hand, hybrid functionals treat those electrons with the same l
individually.

Hybrid functionals can alleviate some of the deficiencies of
standard DFT with the caveat of a higher computational cost
due to the computation of (29) and the need of tuning the a0
parameter. Hence, this approach removes the ab initio charac-
ter of the simulation. This parameter is usually fitted semiem-
pirically and its value is usually set around 0.2–0.3.86

It is important to remark that a higher amount of exact
exchange (increasing the a0 parameter) does not necessarily
imply a better result. This is because the exchange contri-
bution from DFT, EDFTx has also a contribution for the corre-
lation, the so called nondynamic correlation (more details in
ref. 41). Therefore, eliminating part of the correlation by
setting a0 = 1 can be critical.

The mixing scheme of hybrid functionals can be extended
even further by letting the mixing coefficient be spatially
dependent:

Eloc‐hybr
xc ¼

X
σ¼α;β

ð
½gσðrÞεexactx;σ ðrÞ þ ð1� gσðrÞÞεDFTx;σ ðrÞ�drþ EDFT

c ;

ð30Þ

where εexactx;σ (r) is the exact exchange–correlation energy density:

εexactx ðrÞ ¼ � 1
2

Xocc
iσ ;jσ

ϕiσ ðrÞϕjσ ðrÞ
ð
ϕiσ ðr′Þϕjσ ðr′Þ

r� r′j j dr′ ð31Þ

εDFTx;σ (r) is the DFT exchange–correlation energy density and
gσ(r) is the so called local mixing function (LMF), which
follows 0 ≤ gσ(r) ≤ 1.

Hybrid functionals can help describing magnetic materials
in a similar manner as DFT+U: improving the description of
the electronic density by improving the description of the
localization of the electrons. Hybrid functionals have shown to
improve the results obtained with standard DFT
functionals.41,127–129 Specially for systems with strongly corre-
lated electrons in which the usual functionals fail.
Unfortunately, they have the caveat that its usage introduces
an additional input parameter in charge of balancing how
much exchange is obtained from HF or from the usual func-
tional. Additionally, the calculation of the exact exchange
makes the usage way more expensive than with a standard
functional.
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3.3. van der Waals corrections in 2D magnetic materials

One of the issues of semilocal exchange–correlation func-
tionals is their inability to account for long range correlation
interactions such as London dispersion,130,131 resulting in an
overrepulsive potential energy between atoms as a function of
the interatomic distance.130 This interaction is one of the van
der Waals type interaction and it can be of special relevance in
condensed systems.

In order to compensate for this inaccuracy, several dis-
persion corrections for DFT exchange–correlation functionals
have been designed in the last 20 years. Some of them are
included in Table 1. These corrections calculate the dispersion
correction in a semiclassical manner. In practice, the total
energy computed within the self-consistent process is’:131

EDFTþvdW ¼ EDFT þ Edisp ð32Þ
where the term on the left side is the total energy, EDFT is the
total energy obtained from standard DFT and Edisp is the
energy correction term to account for the long range correc-
tions. This energy contribution is calculated as:

Edisp ¼ �
X
A=B

X
n¼6;8;10:::

Cn;AB

rnAB
fdamp;nðrABÞ ð33Þ

where the subindex AB means that the quantity refers to the
atoms A and B. This way, the energy is the sum of potentials
proportional to rAB

−n with dispersion coefficient Cn,AB and
damping function fdamp,n(rAB). The damping functions appear
because every energy contribution applies only for long range.
The damping function then makes sure that the contribution
vanishes at short distances, avoiding potential overbinding
effects.130 Eqn (33) is obtained from the second order pertur-
bation theory of the correlation energy after writing the
Coulomb potential in a multipole expansion.130 This multipole
expansion is the reason for the appearance of the sumP
n¼6;8;10:::

, being the term with n = 6 the one corresponding to

the dipole–dipole interaction.
The details of the calculations of the terms Cn,AB are beyond

the scope of this review, but we invite the interested reader to
start with published reviews in the topic.130,131

In the particular case of 2D magnetic materials can be
stacked to form bilayers or multilayers that are bonded by van
der Waals forces. Additionally, the reduced dimensionality in
monolayers makes subtle effects more important since they
are not as easily quenched by other interactions as it happens
in 3D materials. Therefore, when working with 2D magnetic
materials, specially when working with more than one layer, it
is a good practice to include any of these corrections to prop-
erly account for the long range correlations.

3.4. Obtaining the magnetic order of the ground state

Modelling a magnet within DFT is about finding its ground-
state electronic density, but the electronic density and the spin
order are not decoupled. The spin order influences the elec-
tronic density and structure. Therefore, a crucial step of the

modelling process is focusing on finding the ground state
magnetic order of the material under study.

In simple terms, finding the magnetic ground state is, in all
cases, finding the spin arrangement on the lattice that mini-
mizes the total energy of the system. The most widely used
approach to find the magnetic ground state is the exploration
of different magnetic configurations of the material, being the
most frequently simulated magnetic configurations the FM
and Néel AFM. However, a good practice is to extend this ana-
lysis to more complex arrangements of spins, such as the
zigzag and stripy AFM (Fig. 4), that usually require the simu-
lation of supercells. On the other hand, bulk materials
demand the exploration of the FM/AFM coupling between
adjacent layers. In addition to this conventional approach, the
community has also explored alternative methods like crystal
orbital Hamilton population (COHP) analysis to investigate the
role of magnetic ordering in the structural stabilization of
quasi-two-dimensional transition metal compounds.132

Some spin configurations such as spin-spirals or spin-
canted might be difficult to simulate with a supercell approach
in standard DFT due to the potential possible change in both
the magnitude and the direction of the spins during the self-
consistency algorithm. In those cases in which we need an
special effort to maintain the desired spin arrangement, we

Fig. 4 Sketch of the principal magnetic configurations considered in
the exploration of the magnetic ground state in honeycomb materials.
Black (white) spheres represent spin up (down). The illustrated configur-
ations are: (a) ferromagnetic, (b) Néel antiferromagnetic, (c) zigzag anti-
ferromagnetic, and (d) stripy antiferromagnetic. Figure extracted from
ref. 133. Reprinted figure with permission from B. L. Chittari, Y. Park, D.
Lee, M. Han, A. H. MacDonald, E. Hwang and J. Jung, Phys. Rev. B, 2016,
94, 184428. Copyright 2025 by the American Physical Society.
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can rely on spin-constrained DFT134 (sc-DFT) which allows to
constrain the spins of the system, both in direction and magni-
tude. We highlight that one rule of thumb when initializing a
spin arrangement is to always introduce as an input a value for
the spin of the atom slightly higher to the one we expect. This
is because DFT implementations tend to decrease this value
during the process while the cases in which it increases are
less common. So in summary, finding the ground state is
about exploring all possible configurations to determine the
one minimizing the energy.

The problem of this approach of exploring the landscape of
possible spin arrangements is that the number of possible
configurations is computationally unreachable,7,13,30,135 even
when considering collinear configurations since the magnetic
ground state can show a magnetic order with a periodicity that
goes beyond the primitive unit cell, requiring the usage of
supercells that can dramatically raise the cost of the
calculation. This difficult downside can be partially solved by
establishing a smart criteria to decide in advance which mag-
netic configurations are more likely to be the ground
state while skipping the calculations of those configurations
that are very unlikely to be the ground state. This idea
resembles the idea of Bayesian optimization111,112 of balancing
exploration and exploitation, being in this case exploitation
the idea of skipping some configurations while progressing
with those that seem to be close to the actual magnetic ground
state.

This idea is put into practice in published workflows such
as ref. 136 and 137. In ref. 136, a genetic evolution algorithm
is designed in such a way only those configurations with low
energy survive. The next generation of configurations is
obtained from their ancestors, in such a way the new magnetic
configurations to try will inherit partially the order of the
parents. In principle, this would maintain the “likelihood” of a
configuration to be the actual ground state. This workflow is
named Magnene and it is designed to work for both collinear
and noncollinear spin configurations.

In ref. 137, the workflow is designed only for collinear spin
configurations. They set a ranking of most common experi-
mentally found magnetic ground states and they set the likeli-
hood of a new magnetic configuration based on this ranking.
This way, the workflow starts calculating the most probable
configurations leading to less time consumption most of the
times.

With the guidelines given above, the only way to simulate
spin-spirals would rely on a supercell approach and potentially
using sc-DFT. This would make the calculations extremely
expensive and potentially unreachable for long wavelength
spin-spirals. Fortunately, there is an approach capable of con-
sidering these cases within a simple unit cell: the Generalized
Bloch Theorem (GBT).28,29,54,138–141 This approach has one
huge advantage and is the fact that it can model a spin spiral
within a primitive unit cell. The GBT takes into account not
only the translational symmetry of the lattice but also collec-
tive spin rotations over the same axis and along a given direc-
tion. The GBT extends the usual Bloch theorem stating that,

considering the spin symmetry, the one electron wavefunc-
tions can be written as:140

Ψ q;kðrÞ ¼ eik�r
e�

iq�r
2 u"q;kðrÞ

e
iq�r
2 u#q;kðrÞ

 !
ð34Þ

where q is the spin-spiral wavevector and k labels the state as
done in the traditional BT. This result allows to simulate spin-
spirals within the primitive cell. Its biggest caveat is that its
derivation assumes that all directions are equivalent and there-
fore, the rotation axis can be set to the z-axis in such a way the
spins behave as:

Si ¼
sin θ cosðq � RiÞ
sin θ sinðq � RiÞ

cos θ

0
@

1
A ð35Þ

where θ is the cone angle (angle between the precession axis
and the spin direction). The problem of this assumption is
that important effects such as SOC can destroy the equivalency
of directions and therefore the GBT is no longer a fully valid
approach. At least, the effect of SOC can be incorporated
perturbatively.28,142,143

Using the GBT produces a spin-spiral spectra along the
high symmetry path of the BZ. The inspection of this energy
spectra gives the wavevector q that minimizes the energy and
consequently, with this vector we obtain the corresponding
magnetic order that minimizes the energy for the given initial
spin alignment.

It is important to remark that the GBT requires an initial
spin alignment in the computational cell. Therefore, the GBT
should be applied for several different initial spin alignments.
Additionally, some collinear configurations can be regarded as
limiting cases of spin spirals28 and therefore, the GBT can be
applied to the study of collinear magnetic ground states as
well.

The GBT+DFT has been already used in previous works
such as ref. 28, 29, 144 and 145 where it is applied for several 2D
materials and for 3D γ-iron in ref. 56 and 140. The GBT within
DFT is already available in codes such as GPAW,146–149 VASP150,151

and FLEUR.152,153 The localized atomic orbitals DFT code
OPENMX154–156 has also a GBT implementation.157,158

3.5. Magnetic ground states in 2D magnetic materials

2D magnetic materials can show a variety of magnetic orders
in their ground state (see Fig. 5). In ref. 29, 192 magnetic
materials from C2DB22,23 were studied with the GBT. 50 of
them were found to be FM, 21 AFM, 34 commensurate non-
collinear spin-spirals, 36 incommensurate spin-spirals and 15
chiral spin-spirals. This results exemplifies the many possibili-
ties that can appear when trying to find the magnetic order of
a 2D magnet.

Unfortunately, exploring that many spin configurations is
an unreachable task. That is why it is common to see works
that explore just a small number of collinear spin configur-
ations and the ground state is then chosen among them. This
approach can easily be implemented in high-throughput work-
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flows such as19,159 that look for 2D ferromagnets from well
established databases of materials.

When experimental information about the magnetic order
is known beforehand, the reach of the magnetic order with
DFT usually turns more into a verification rather than an
exploration of all the possibilities. Instead of exploring mul-
tiple spin configurations until the energy minimum is found,
one usually simply verifies that the experimentally obtained
magnetic order is more stable than other similar magnetic
configurations.

The realm of 2D materials provides a plethora of different
magnetic scenarios, making this characteristic one of its most
attractive features. There are many examples of 2D materials
with the magnetic orders previously introduced, from the most
basic to the most exotic. During a large part of the history of
2D magnetic materials, the scientific community has focused
in the exploration of ferromagnetic materials such as the CrX3

(X = I, Cl, Br) or CrSBr monolayers. Other materials are well
known by their intralayer-AFM such as the MPS3 (M: Mn, Fe,
Co, Ni). Fe, Co and Ni compounds are examples of the zigzag
AFM introduced in Fig. 4, by the other side MnPS3 presents an
example of a Néel AFM. Also these materials provide a good
example of different AFM (FePS3) and FM (CoPS3, NiPS3 and
MnPS3) bulk phases. The exploration or verification of the
magnetic orders from a simple collinear point of view, is typi-
cally applied in 2D materials, and tends to easily find agree-
ment with the experimental findings.133,160,161

Noncollinear magnetic orders add more complexity to the
determination of the ground state. The addition of SOC is
usually enough to determine the noncollinear behaviour of a
material. However, there are important exceptions such as the
CrCl3 or CrSBr, where SOC is very weak and the in-plane
nature of the spins is a consequence of the exchange and
shape anisotropy and thus, the magnetic dipoles.

For example, the monolayer of CrI3 is an out of plane ferro-
magnet up to 45 K.1 The addition of SOC is able to verify the out
of plane easy axis of this material and correctly estimate the
difference in energy between the in-plane and out of plane spin
alignment.6 In contrast, the ground state magnetic order of
monolayer CrSBr is described as an in-plane ferromagnet in the
presence of SOC.51,162 The stability hierarchy between the
different possible in-plane spin directions agrees with the experi-
mental results163 only when shape anisotropy is considered.160

More complex ground states are represented by the spin-
spirals, where the spins are not aligned uniformly, but instead,
they rotate continuously in space, originating helical patterns
in the spin orientation across the material. Spin spirals are a
manifestation of complex magnetic interactions and are often
found in 2D materials with competing magnetic exchange
interactions or broken inversion symmetry. Particularly well
studied cases of spirals in 2D materials are the metal dihalides
(MX2) such as the Ni or Co compounds.

In Fig. 6 we show one of the results of ref. 29 for CoI2. The
figure shows the energy spectra obtained after doing DFT cal-

Fig. 5 Classification of some important 2D materials in the monolayer limit.
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culations with the generalized Bloch theorem. This material
presents its energy minima between the M and Γ points.
Therefore, under the approximations of the GBT, its magnetic
ground state is a non-collinear spin-spiral. Ideally, Fig. 6
should be repeated for different initial spin alignments within
the computation unit cell. However, that would require even
more exploration of configurations and therefore, more time
and resources. It is always necessary then to stop the explora-
tion of more configurations based on the quality of the results
and commit to what you already have.

Other 2D materials present an strong itinerant magnetism,
which complicates their modelling and simulation, such as
Fe3GeTe2 and Fe3GaTe2. These materials have attracted the
attention of the community, given their very high critical
temperature.3,164,165

In conclusion, finding the magnetic order of 2D magnets
with DFT involves exploring several different configurations i.e.
a lot of time and computational effort. However, in practice,
experimental knowledge or simply common sense limit that
huge exploration to simply the calculation of a small set of spin
arrangements from which the magnetic order will be chosen.

3.6. What DFT codes can I use?

There are many DFT codes available and not all of them offer
the same relevant features in the context of magnetism. That is
why we summarize the availability of some of the features we
discuss in this review in Table 1 for some of the most known
and widespread DFT packages. These features have been com-
piled by inspection of the manuals of the corresponding codes.

4. Obtaining exchange parameters

Once the magnetic ground state is known, the parameters of
an atomistic magnetic Hamiltonian can be obtained from

DFT. In this review, we will describe in simple terms the usual
approaches to do so.

4.1. Energy mapping method

The energy mapping method is the most popular technique to
calculate exchange interactions.6,14,16,17,30,204–207 The funda-
mental approximation behind this method consists in dividing
the contributions to the total energy into two components:

EDFTðχiÞ ¼ E0 þHðχiÞ ð36Þ
where E0 is just a reference energy which is assumed to be
independent of the spin configuration, χi denotes a spin con-
figuration and HðχiÞ corresponds to the magnetic spin-depen-
dent Hamiltonian for that specific spin configuration. It is
obvious that this assumption is quite strong: a change in the
spin configuration can also change the energy contributions of
the bands, for example, and hence, the decoupling in (36) is
very naive. Nevertheless, the assumption works well for insula-
tors and semiconductors.

Now, consider a different spin configuration: χj. Then:
EDFTðχiÞ � EDFTðχjÞ ¼ HðχiÞ � HðχjÞ and since the spin con-
figuration is known beforehand, the last equality can be
expressed in terms of the Hamiltonian parameters. With this
approach, for a Hamiltonian with n parameters, one needs n
energy differences i.e. n + 1 DFT results. This way, we create a
system of n equations with n variables that we can solve.
Solving the system will give the expression of the magnetic
parameters. In practice, the final expressions depend on the
type of spin lattice under consideration and therefore they are
geometry-dependent. Most of the times, it will be necessary to
use a bigger computational unit cell in order to capture more
exchange interactions such as nearest or second nearest neigh-
bours depending on the specific material. This is one big
caveat since it can increase a lot the computational cost of the
method. This method can be applied for both collinear30 and
noncollinear configurations.47

The important limitation of this method is that it fre-
quently requires to construct supercells to consider the
different magnetic configurations, a task that strongly affects the
computational efficiency of this method. In different materials,
the computation of supercells imposes limitations in the conver-
gence threshold to converge the charge density, compromising
both the convergence effort and the quality of the calculations.
Moreover, this method importantly relies on the extraction of n +
1 different energies, and often configurations can reach appar-
ently correct local minima with importantly wrong energies,
seriously affecting the extraction of the sensitive meV energies of
the exchange interactions. Last but not least, in order to achieve
meV–μeV accuracy, the convergence parameters required are
usually very large. In conjunction with SOC to capture anisotropy
effects, the calculation becomes very expensive. In the end,
obtaining exchange parameters by total energies analysis requires
both a vast amount of computational resources and a good
control over the inputs and parameters so that the DFT calcu-
lations can achieve the necessary accuracy.

Fig. 6 Spin-spiral spectra of CoI2. Figure extracted from ref. 29 without
changes under Creative Commons Attribution 4.0 International License
https://creativecommons.org/licenses/by/4.0/.
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It is important to remark that this method has the implicit
assumption that all spin configurations are eigenstates of the
magnetic Hamiltonian H. This way, the energy from DFT for a
certain spin configuration is mapped to an eigenstate of
the same spin symmetry. This puts a significant constraint on
the magnetic configurations that can be run in DFT. Hence,
most of the times the spins in H are treated as classical
vectors so that all spin configurations are regarded as eigen-
states of H. This approximation works best when quantum
effects are not important i.e. for high values of S and/or high
temperatures. This issue has been discussed already in ref.
208. In this work, they highlight that the AFM configuration is
not an eigenstate of the Heisenberg Hamiltonian and there-
fore, it should not be considered for rigorous energy mapping
purposes. Instead, one should use the non-interacting
magnon state (NIM).32 Considering this state and the FM state
for the energy mapping, the resulting expression of the
exchange parameter differs from the one considering FM and
AFM states:

J ¼ EDFTðAFMÞ � EDFTðFMÞ
NnnS2 1þ β

2S

� � ¼ J*

1þ β

2S

� � ð37Þ

where S is the value of the spin (only one magnetic ion per
unit cell was considered) J* is the exchange constant consider-
ing the FM and AFM configurations and β is a factor depend-
ing on the type of latticem, β ≥ 0. Hence, it is clear that the
bigger the value of S, the smaller the correction is.
Nevertheless, the exact expression of the parameter will
change between different cases.

Another relevant remark in ref. 208 is that the value of β is
bigger in 2D than in 3D materials. This hints that the accuracy
of the energy mapping would likely be worse in 2D materials.

4.2. Fitting the spin-spiral spectra

Another way to calculate the exchange parameters is by fitting
the spin-spiral energy spectra obtained after using the GBT.
This approach is perfectly illustrated in ref. 144, 145 and 209.
By inserting eqn (35) in the magnetic Hamiltonian, an
expression of the energy as a function of q can be obtained.
Then, the spin-spiral spectra can be fitted with the parameters
of the atomistic magnetic Hamiltonian.

One relevant remark is that since the GBT does not con-
sider SOC explicitly but perturbatively, the fitting of the spin-
spiral spectra must be done only with those interactions that
are present without SOC. For those that arise with SOC such as
SIA or DMI,37 a similar approach can be done but with the
spectra that contains only the perturbative contribution to the
total energy.

One advantage of this method is that it allows to verify if all
the interactions included in the magnetic Hamiltonian are
enough to describe the system. If the resulting fit is not
capable of describing some features of the spectra, it is likely
that one necessary interaction has not been considered. The
main disadvantages are those of using the GBT.

4.3. Approaches based on the magnetic force theorem and
the LKAG approach

The approaches that can circumvent the problems of the pre-
vious methods are those based on the so called LKAG
(Liechtenstein, Katsnelson, Antropov and Gubanov) approach
and the magnetic force theorem.210,211

In 1987, LKAG obtained the Heisenberg exchange constants
by considering small changes in the total energy of the system
due to small perturbations of the spins of the ground state.31

When the perturbation is small enough, the energy variation
can be calculated using the so called magnetic force
theorem:31

δE ¼
ðEF
�1

εδnðεÞdε ¼ �
ðEF
�1

δNðεÞdεþ EFδZ

¼ �
ðEF
�1

δNðεÞdε
ð38Þ

where nðεÞ ¼ dN
dε

is the density of states of the single-particle

states (in our case, the Kohn–Sham states), EF is the Fermi
energy and δZ is the total number of electrons, which is equal
to zero for changes in the spin configuration. The intuitive
idea of the approach is to write the left-hand side of the
equation in terms of the magnetic Hamiltonian parameters
when considering two infinitesimal spin variations at sites i
and j i.e. δEij. The right hand side of the equation can be
expanded in terms of Green function’s212–214 of a Hamiltonian
obtained in the last iteration of the DFT calculation. The spin
rotations can be introduced in this Hamiltonian by rotating
some of its parts215 and then, expressions for the exchange
parameters can be deduced.214 This rotation can be done
easily only if the basis sets used in the DFT calculation is of
localized character. This is why practical implementations
usually require LCAO calculations or a Wannierization
although a plane-waves implementation of the magnetic force
theorem exists.216 The LKAG to this day has been used to
compute symmetric exchange,31,217 anisotropic exchange,214

DMI interaction,213,218 biquadratic exchange219 … The formal-
ism behind this approach is too complex to be introduced
here but the interested reader can find more information in
extensive reviews.210,211

4.3.1. Available codes implementing LKAG methods.
Probably, the most famous package to calculate exchange con-
stants is TB2J.214 This package takes Wannier90220 functions
or LCAO DFT results to construct a tight-binding Hamiltonian
in order to calculate interactions such as isotropic exchange,
anisotropic exchange and DMI. TB2J can use directly the
results of Siesta and OPENMX, while for plane waves or
FLAPW codes, localized functions have to be constructed via
Wannier90.

Jx is another code based on the same LKAG and magnetic
force theorem approach.221 However, the code calculates only
the symmetric exchange. Jx is compatible with any output of
Wannier90 and directly compatible with OpenMX.
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Last but not least, we have Nojij,222 capable of calculating
the symmetric exchange from Siesta calculations. Nojij is
being extended to a package named Grogu223 which is capable
of calculating symmetric exchange and SIA. Unfortunately, to
our best knowledge, Grogu is not yet publicly available.

4.4. Exchange mechanisms driving magnetic order in 2D
magnets

As we have explained before, the long range magnetic order in
2D magnets with infinite system size has to be stabilized by an-
isotropy. The stabilization can be done mainly by two different
means: single ion anisotropy or anisotropic exchange. For
example, CrI3 is an out of plane ferromagnet, but its magnetic
order is stabilized by two-ion anisotropic exchange along the z
direction since the Cr atoms SIA is very small.6,25 The same
behaviour has been obtained25,224 for CrBr3. Contrary to these
cases, the in-plane ferromagnetism of monolayer CrSBr is
stabilized by SIA since its anisotropic exchange results negli-
gible from DFT calculations.99 However, SIA is not the only
interaction driving its magnetic order since dipolar inter-
actions have been proved to affect it.51

One of the most important steps when modeling the mag-
netism of the material is the selection of the atomistic
Hamiltonian and the included interactions. All the examples in
the paragraph above were capable of giving such a prediction
because those interactions were included in their model mag-
netic Hamiltonian. It is common to see in literature how certain
interactions are assumed to vanish. For example, there are many
studies in which the two-ion anisotropy is assumed to be zero
along the x and y directions. For obvious reasons, this assump-
tion is incompatible with the potential prediction of an in plane
ferromagnetism driven by anisotropic exchange. Analogously, the
SIA is usually taken to be along the z axis i.e. out of plane direc-
tion. However, this assumption can be wrong, and the clear
example is monolayer CrSBr which has an in-plane easy axis and
in-plane ferromagnetism driven by SIA.

In conclusion, choosing an adequate amount of parameters
to include in the model is equally important as their calcu-
lation. As the widespread quote says: “you can only be as good
as your model”.

5. Calculation of the Curie
temperature

Several methods exist for calculating the critical temperature of a
material based on a known magnetic Hamiltonian, each with
varying levels of accuracy, applicable regimes, and distinct advan-
tages and limitations. A comprehensive understanding of these
methods is valuable for interpreting results effectively and, where
appropriate, for combining techniques to improve accuracy or
achieve rapid estimations of the critical temperature. In this
section, we will introduce the most famous ones for ferro-
magnetic materials (although most of them can be extended for
antiferromagnets as well), highlighting their limitations and how
they can be use in synergy with others.

5.1. Using mean field theory

Mean Field Theory (MFT) for ferromagnetism32,225 introduces
the concept of an effective, uniform magnetic field acting on
all ions in a lattice, referred to as the molecular field. This
molecular field is assumed to be directly proportional to the
magnetization of the system, expressed as ~Bm ¼ λ~M, where λ is
a proportionality constant. In MFT, this molecular field affects
all ions uniformly, allowing the ferromagnetic system to be
treated as a paramagnet subject to an internal magnetic field
equivalent to the molecular field.36,225 The primary function of
the molecular field is to align all spins parallel to it, effectively
substituting the ferromagnet’s exchange coupling. For the
model to be self-consistent, λ must be positive.

In a lattice of identical magnetic ions, the critical tempera-
ture with MFT is as follows:226

TMF
c ¼ 2

3kB

X
j

Jij; ð39Þ

where
P
j
Jij represents the sum of exchange constants between

nearest neighbors. Some sources, such as,15,32 include an
additional factor, S(S + 1), to account for the spin of the ions.
This factor is omitted here since, in our convention, the
exchange constants are expressed in energy units, and spins
are treated as unit vectors.

In two-dimensional materials, the presence of magnetic
order necessitates anisotropy. However, eqn (39) does not
account for either anisotropy or dimensional effects, rendering
it inapplicable for precise critical temperature calculations in
low-dimensional systems. Nevertheless, this equation can still
serve as a rough estimate or an upper bound for the magneti-
zation. Studies indicate that eqn (39) tends to yield a critical
temperature roughly twice that obtained from Metropolis
Monte Carlo simulations.5,14 Such simulations generally
require an as input parameter the maximum temperature to
be considered. For this use case, eqn (39) provides a con-
venient and systematic method to establish a maximum temp-
erature to be simulated in Monte Carlo simulation or equiva-
lently, an upper bound for the critical temperature.

5.2. The formulas for the 2D lattices with the Ising model

Consider the Ising model with no anisotropy and only nearest-
neighbor exchange interactions. This model depends solely on
the exchange parameter J, assumed constant across all nearest
neighbors, and on the number of nearest neighbors, which is
determined by the lattice. Consequently, the critical tempera-
ture in this model is a function only of the lattice type and the
value of J. The relationship between critical temperature,
lattice structure, and J has been investigated both numeri-
cally227 and analytically.228 Table 2 provides critical tempera-
tures for common lattice types.

The Mermin–Wagner theorem4 implies that magnetic an-
isotropy is required for long-range magnetic order in two-
dimensional materials with infinite system size. The Ising
model, however, implicitly assumes an infinitely strong single-
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ion anisotropy, which can lead to an overestimation of the
critical temperature in two-dimensional systems, as noted in
previous studies.15,205,229 For instance, in ref. 205, the calcu-
lated Ising model critical temperature for both bulk and
monolayer CrI3 was found to exceed experimental values sig-
nificantly – more than twice the experimental value for mono-
layer CrI3 and nearly four times that of the bulk material.
Similarly, ref. 230 reported a critical temperature of 161 K for
CrI3 using the Ising model, far above the experimentally
observed 45 K.1

Despite these discrepancies, the Ising model’s critical
temperature remains a practical upper bound when the lattice
structure is one of the studied cases, and the exchange para-
meters are known. This upper bound is useful for setting a
maximum temperature in simulations of magnetization versus
temperature, such as Metropolis Monte Carlo methods, provid-
ing a systematic approach for simulation limits.

5.3. Methods based on calculating the magnetization with
temperature

It is well established that ferromagnets exhibit zero magnetiza-
tion at and above the critical temperature. Consequently, the
critical temperature can be estimated by analyzing the behav-
ior of the system’s magnetization as a function of temperature.
In this section, we outline various theoretical approaches and
methodologies for calculating the magnetization–temperature
relationship, spanning multiple levels of theory. In the follow-
ing section, we will discuss methods for fitting the resulting
data to extract precise estimates of the critical temperature.

5.3.1. Using spin-wave theory. Spin-wave theory studies
magnons, quasiparticles that describe the collective motion of the
spins in a wave-like behaviour. Magnons can appear as thermal
excitations, and they are capable of breaking the long range mag-
netic order in magnetic materials. Hence, studying their popu-
lation in the material can lead to the value of the critical tempera-
ture. One important remark is that in this section, the spins will
be considered as quantum operators instead of unit vectors.

In spin-wave theory, the traditional spin operators in the ato-
mistic magnetic Hamiltonian are substituted by the so called
Holstein–Primakoff (HP) spin operators. These are:231,232

Saiþ ¼ ffiffiffiffiffiffiffiffi
2Sa

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b†aibai

2S

s
bai

Sai� ¼ ffiffiffiffiffiffiffiffi
2Sa

p
b†ai

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b†aibai

2S

s

Szai ¼ Sa � b†aibai

ð40Þ

where the subindex ai represents the magnetic ion a in the
unit cell i and b†ai (bai) are the bosonic creation (annihilation)
operators. This representation is the most common in the lit-
erature although there are some others that serve the same
purpose such as the Dyson–Maleev,233–235 the finite differ-
ences236 representation237 or the differential equations
approach in ref. 238. This representation can also be general-
ized to antiferromagnets.32

The physical intuition of these operators is that the spin
state |S,mS = S 〉 is mapped to the vacuum bosonic state. Then,
the states with lower mS are obtained as excitations of the
vacuum bosonic state i.e. acting with b†i creates a boson and
decreases mS by one. As a consequence of the (2S + 1) possible
values of mS, there can be at most 2S bosons when considering
a single magnetic ion. The appearance of the square root term
has two functions. The first one is to maintain the
commutation relations of the spin operators i.e. [S+S−] = 2Sz

and [SzS±] = ±S±. The second one, to keep the number of
bosons to be 2S at most. Consider the state |S,mS = −S〉. In the
bosonic picture, this state corresponds to |2S〉B i.e. 2S bosons.
If we want to add one more boson, equivalently, applying the
S− operator, we get S−|2S〉B = 0 since the term in the square

root 1� 2S
2S

vanishes. This way, the number of possible

bosonic states is kept to (2S + 1) and the map between the spin
states and the bosonic states is biyective. With this approach,
the Holstein–Primakoff operators are equal to the traditional
spin operators in the sense that they have the same matrix
elements.

In the bosonic picture we have described before, the bosons
are interpreted as magnons which break the magnetic order.

In practice, these operators are substituted in the desired
magnetic Hamiltonian and then, expanded with their first
order Taylor term:

Saiþ � ffiffiffiffiffi
2S

p
1� b†aibai

4S

 !
bi

Sai� � ffiffiffiffiffi
2S

p
b†ai 1� b†aibai

4S

 !

Szai ¼ S� b†aibai

ð41Þ

Operating this expansion leads to a sum of products of

bosonic terms times powers of
1
S
. Products of four or more

bosonic operators which correspond to magnon interactions
are usually neglected. This is called linear spin-wave theory
because only the linear terms are included. This approxi-
mation is reasonable at low temperatures, when these inter-
actions are not dominant6,15,52 or at high values of S, where

the multiplying factor
1
S

makes these contributions negligible.

When interactions are included, the process is referred as non-
linear spin-wave theory. The main problem of nonlinear spin-
wave theory is that despite including interactions, usually they
have to be treated in a Hartree–Fock-like or mean field

Table 2 Relation between the critical temperature and the J exchange
constant with the Ising model for several lattices

Lattice kBTc
J

Square 2.2692
Hexagonal 1.5186
Honeycomb 3.6410
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manner6,52,232,239 and the final results end up being equally
inaccurate at high temperatures as shown in ref. 15 for both
the linear and nonlinear case.

Either approach and the usage of Bloch’s theorem240 leads to
the energy dispersion relation E(k) that can be used to count the
total number of magnons. Using linear spin-wave theory on ferro-
magnets leads to a dispersion relation for low |k| as:

EðkÞ � Δ0 þ ρk 2 ð42Þ

In this context, Δ0 denotes the spin-wave gap, while ρ rep-
resents the spin-wave stiffness. The spin-wave gap Δ0 depends
on both single-ion anisotropy and exchange anisotropy.6,15,241

However, the precise functional form of this dependence is
determined by the specific magnetic Hamiltonian employed.
This dependency has a physically intuitive basis: in the
absence of anisotropy, the system exhibits isotropy in spin
orientation, implying that all spin directions are energetically
equivalent. Consequently, it is possible to rotate all spins in
the system without altering the total energy. Under these con-
ditions, a spin may be excited with minimal energy to deviate
from its initial state, thereby enabling the generation of
magnons at very low energies. In two dimensions, this facili-
tates the destabilization of magnetic order due to low-energy
magnon excitations. This interpretation is consistent with the
fact that the critical temperature increases with increasing
spin-wave bandgap.6

Nonlinear spin-wave approaches lead to an energy dis-
persion that depends on the total number of
magnons:15,32,225,232

EðkÞ ¼ Eðk;NmagnonsÞ ð43Þ

But since magnons are spin 1 bosons, the obey Bose–
Einstein statistics and the total number follows the Bose–
Einstein distribution:15,232

Nmagnons ¼
X
k

1

e
EðkÞ
kBT � 1

ð44Þ

where the sum runs over all the k points in the first Brillouin
zone. For a small enough spacing between k states, we can
approximate the first Brillouin zone by a continuum. By doing
so, the number of magnons is:32,225

Nmagnons ¼ L
2π

� �2ð
BZ

d2k

e
EðkÞ
kBT � 1

ð45Þ

where the prefactor
L
2π

� �2

is to account for the density of k

states i.e. every k state occupies an area of
4π2

L2
in the reciprocal

space. So in the end, the total number of magnons depends
simultaneously on the energy dispersion. This forces the need
of solving E(k) and (44) or (45) in a self-consistent manner
when nonlinear spin-wave theory is used.

Since magnons are spin 1 bosons, we can calculate the total
magnetization (assuming a single magnetic ion per unit cell)
as:

MðTÞ ¼ M0 �
X
k

1

e
EðkÞ
kBT � 1

ð46Þ

where M0 is the saturation magnetization of the system. This
expression must be consequently modified when more than
one magnetic atom is considered in the unit cell. The analo-
gous expression for a continuous approximation is:

MðTÞ ¼ M0 � L
2π

� �2ð
BZ

d2k

e
EðkÞ
kBT � 1

ð47Þ

And in the end, obtaining the magnetization with temperature
is about solving (46) or (47) numerically as a function
of temperature. When nonlinear spin-wave theory is applied, the
solution of (43) and (46) or (47) must be done self-consistently.
Afterwards, the critical temperature can be detected by inspecting
where the magnetization or the spin-wave gap vanish.

Even though spin-wave theory fails to describe properties at
high temperatures, in particular the critical temperature, we
include it here for the sake of completeness and because its
accuracy at low temperatures can be very useful when aiming
to calculate magnitudes that depend on the magnetization
and its derivatives.

5.3.1.1. Alternative representations to the Holstein–Primakoff
representation. In the non-linear spin-wave theory approach,
the ladder operators were expanded using the Taylor expansion
of the square root (41). The expansion was truncated, keeping
terms with up to four bosonic operators that were approxi-
mated afterwards in a Hartree–Fock like approach. This trun-
cation leads to neglecting magnon–magnon interactions.

However, as noted in ref. 237, this truncation also breaks
the commutation relations of the spin operators and elimin-
ates the restriction S−|2S〉B = 0 since now S− is just a truncation
of what it originally was. Hence, after the truncation, one can
get bosonic states with more than 2S bosons, and those states
are unphysical.

In an attempt to tackle this issue, in ref. 237 they propose
to expand the square root with Newton finite differences236

instead of a Taylor expansion. They show that the square root
can be written as:

f ðn̂Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n̂

2S

r
¼
Xk¼0

1

Δkf ð0Þ
k!

b†kbk ð48Þ

where n̂ = b†b is the number operator, Δf (x) = f (x + 1) − f (x) and
Δk = (Δ)k. Consider an r order expansion of (48) and let us call Sr

+

and Sr
− the resulting expansions of the ladder operators. The

authors found that the resulting commutation relations are:

½Srþ; Sr�� ¼ 2Sz þOðn̂ðrþ1ÞÞ
½Sz; Sr+� ¼ + Sr+

ð49Þ

where n̂(k) = n̂(n̂ − 1)…(n̂ − k + 1). Note that n̂(r+1) vanishes
unless there are at least r + 1 bosons.237 Hence, the first com-
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mutation relation in (49) yields the correct result when 2S ≤ r
and with that condition, the operators given by an order r trun-
cation respect the original spin commutation relations. An
order r truncation of the Taylor expansion yields ½Srþ; Srþ� ¼
2Sz þOðn̂Þ and hence, the commutation relation does not
improve when r increases, contrarily to the finited differences
expansion.237

Recall that in the context of the HP operators, a magnetic
ion of spin S can have at most 2S magnons. Then the results
in (49) proof that truncating (48) for r = 2S and plugging it into
the HP operators in (40) gives a set of spin operators that
follow exactly the traditional commutation relations and are
equal to the spin operators matrix-element-wise. Therefore,
this would be an exact representation.

The presented advantages should lead to an improvement
when carrying out spin-wave theory with this finite differences
representation. However, to our best knowledge, there is no
quantitative comparison with respect to the usual Taylor
expansion approach.

There have been other approaches towards the obtention of
an exact spin representation up to a certain number of bosons
as done in ref. 238 by using a set of differential equations. The
interested reader can find more information in ref. 238 and
the references therein.

5.3.2. Using Metropolis Montecarlo (MMC). Consider any
of the magnetic Hamiltonians discussed in this review. For
any lattice, the number of possible collinear spin microstates
for the system is 2N, where N is the number of magnetic ions
in the lattice. Therefore, if we aim to find a configuration that
minimizes the energy, examining each configuration individu-
ally becomes infeasible.

The Metropolis Monte Carlo algorithm33,242,243 (MMC)
addresses this challenge by following a systematic criterion to
explore various spin configurations of the system. First, assume
that all spins behave as classical particles, a premise whose val-
idity will be discussed later. The probability of finding the system
in a microstate k with energy εk is given by Boltzmann statistics:

P½k� ¼ e�βεk

Z ð50Þ

where the sum runs over all microstates with energy ε. Here, Z
is the partition function of the system:

Z ¼
X
i

e�βεi ð51Þ

where the index i runs over all possible microstates of the
system. Thus, computing the partition function and P½k� is
impractical for real systems. However, we can still determine
whether one configuration is more probable than another by
calculating the ratio:

α ¼ P½k�
P½j� ¼

e�βεk

e�βεj
¼ e�β εk�εjð Þ ð52Þ

When this ratio is greater than one, it follows that
P½k� > P½j�, or equivalently, εk < εj. The Metropolis algorithm

thus attempts to find the system’s ground state by systemati-
cally sweeping through spin configurations and evaluating
which microstate is more probable by repeatedly calculating
the ratio in (52). The full algorithm proceeds as follows:

1. Initialize the system in a specific microstate, e.g., a ferro-
magnetic configuration.

2. Select one spin of the system and rotate it.
3. Calculate the ratio (52) α. Choose a random number r in

(0,1).
4. If n > r, update the microstate of the system.
5. Repeat steps 2–4 until the system stabilizes.
6. Calculate desired quantities: total energy, magnetization,

etc.
Note that step 4 is designed such that some less probable

configurations can still be accepted. The optimal value for this
acceptance rate is 0.5.33,242 The acceptance rate is controlled by
the algorithm that rotates the spins. A naive approach would
involve simply performing a 180-degree flip, resulting in an
Ising-like simulation. The Ising model implicitly assumes infi-
nite single-ion anisotropy (SIA). Since anisotropy is responsible
for long-range magnetic order in two dimensions, this approach
would lead to an overestimation of the critical temperature.205

This can be confirmed with the examples shown in Table 3.
The specific algorithm used to rotate the spins significantly

impacts the efficiency and accuracy of Monte Carlo simu-
lations. Various methods have been developed to rotate spins
continuously, aiming to achieve an optimal acceptance rate of
approximately 0.5.247 For a detailed discussion on these
approaches, see ref. 243, 247 and 248.

It is essential to note that this method relies on the assump-
tion that spins behave as classical particles. This classical approxi-
mation becomes invalid at low temperatures, where quantum
effects play a significant role.205,249 Consequently, the Metropolis
Monte Carlo approach may yield inaccurate results for magnetiza-
tion values at temperatures near absolute zero or far from the
critical point. This limitation should be considered when calculat-
ing temperature- and magnetization-dependent properties.

As temperature increases, thermal fluctuations dominate,
effectively reducing the significance of quantum effects. At
sufficiently high temperatures, the classical approximation
becomes appropriate, allowing the Metropolis algorithm to
perform well in estimating critical temperatures and magneti-
zation.14 The primary limitation of this method lies in its com-
putational expense, which can become significant for large or
complex systems.

One last important aspect to consider is the fact that MMC
takes as an input a finite size system and the Mermin–Wagner

Table 3 Critical temperatures of chromium based 2D ferromagnets
obtained with Ising based Monte Carlo vs. experiment

Material TcIsing/K Tc (experimental)/K

CrI3 107244 45245

CrBr3 86244 27,245 34246

CrCl3 66244 16245 (bilayer)
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theorem applies only to infinite size system. Therefore, the
convergence of the MMC result as a function of the system size
must always be taken into account to analyze finite size effects.
This has been studied in ref. 250, where they showed that
finite size effects can even stabilize 2D magnetism in absence
of anisotropy.

5.3.2.1. Empirical rescaling of the temperature. As explained
previously, the MMC method yields accurate values for the
magnetization for high and close to Tc temperatures. The
values it provides for the magnetization at low temperatures
are not accurate and this can turn into an obstacle when calcu-
lating quantities that depend on the magnetization or its
derivatives. Evans et al. managed to solve this issue with a
simple rescaling of the temperature of the MMC.249 Since
MMC considers spins as classical particles, the real tempera-
ture we would need to obtain the same results (making
quantum effects negligible) in a laboratory should be higher.
The quantitative relation they suggest is:

TMMC

Tc
¼ Texperiment

Tc

� �α

ð53Þ

where TMMC is the temperature of the MMC and Texperiment rep-
resents the real temperature that we would need in an experi-
ment. The parameter α is just the effective rescaling factor that
can be obtained from experimental measurements of the mag-
netization with temperature. Eqn (53) is called the quantum
rescaling of the temperature in the MMC.

The results of applying this method are shown in Fig. 7 for
2D CrI3.

205 The plot clearly shows that the magnetization given
by the MMC underestimates the experimental magnetization

up to the critical point, featuring an unphysical linear decrease
of the magnetization for low temperatures. However, after the
quantum rescaling, the magnetization overlaps with the
experimental one even for low temperatures. Same trend is
observed for bulk CrI3 in ref. 205 and for bulk metals Co, Fe,
Ni, Gd in ref. 249.

To summarize, when looking for values of the magnetiza-
tion at low temperatures, the MMC method will not give accu-
rate results. Fortunately, when some experimental data is avail-
able, the quantum rescaling helps to recover the whole magne-
tization vs. T plot trivially by using (53).

5.3.2.2. Available codes implementing Monte Carlo spin
dinamics. There are already available codes implementing
MMC for spin lattices. Some examples are
VAMPIRE,33,249,251,252 SPIRIT253,254 and FIDIMAG.255 The code
UPPASD256 incorporates the thermal relaxation by Langevin
Dynamics257 instead of MMC, but this approach leads to ana-
logous results for the critical temperature.

VAMPIRE features an extended manual describing all the
available options. The developers have implemented an adap-
tative spin rotation scheme for the MMC that aims dynami-
cally for a 0.5 acceptance rate.247 It also includes a tensorial
interaction input that allows to insert manually the strength of
the interactions. Hence, the user can insert manually as many
interactions as needed.

SPIRIT stands out for featuring its own GUI and
AiiDA120–122 plugin package,254 allowing an immediate inser-
tion in automated workflows (more information in the corres-
ponding section).

FIDIMAG MMC is contrained to considering only sym-
metric exchange interactions, DMI, cubic anisotropy and an
external magnetic field.

For more details about the individual codes, the reader is
referred to the corresponding references.

5.4. The Green’s functions method

The magnetization with temperature can be calculated by
employing Green’s functions. Let us define the retarded Green
Function of Operators A(t ) and B(t′) in the Heisenberg
picture:34,225

GABðt; t′Þ :¼ hhAðtÞ; Bðt′Þii :¼ �iθðt� t′Þh½AðtÞ;Bðt′Þ�i ð54Þ
where θ(t ) is the step function. And we are writing:

Xh i ¼ Trðe�βHXÞ
Trðe�βHÞ ð55Þ

Exploiting the properties of these functions and their
Fourier transforms, the following equation can be obtained:

ωGABðωÞ ¼ω A;Bh ih i ¼ ½A;B�h i þ ½A;H�;Bh ih iω
¼ ½A;B�h i þ G½A;H�BðωÞ

ð56Þ

Which is an algebraic equation and is therefore easier to
solve than a differential equation. We can see how this
equation relates one Green function with another one that
involves a commutation with the Hamiltonian. We say in this

Fig. 7 Comparison of the experimental magnetization and the one
obtained from a Metropolis Monte Carlo method with the non-
Heisenberg Hamiltonian in ref. 205 before and after the temperature
rescaling of eqn (53). The non-Heisenberg Hamiltonian is a Heisenberg
Hamiltonian with SIA, exchange anisotropy on the z-axis and biquadratic
exchange. The symmetric exchange and the anisotropic exchange were
taken up to three nearest-neighbours where as the biquadratic
exchange was considered only to nearest neighbours. Figure extracted
from ref. 205 © 2020 Wiley-VCH GmbH.
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context that the equation is relating a Green function with a
higher order Green function.34 This relation could be extended
indefinitely for higher order Green functions so in practice,
the chain has to be stopped at a certain order so that a system
of equations is obtained that yields the Green functions. The
chain is stopped by factoring the Green function of a certain
order in terms of those of less order. This process is called
decoupling.34 The utility of these decouplings in our context
lies on how they can isolate the value of the 〈Ŝz〉 which serves
to calculate the magnetization with temperature of a ferromag-
net thanks to the translation symmetry.

Consider the operators Si
− and Si

+ and let us denote Gij(ω) =
〈〈Si

−;Si
+〉〉. We are omitting the hat over the spin operators on

purpose for the sake of simplicity.

ωGijðωÞ ¼ω Siþ; Sj�
� �� � ¼ ½Siþ; Sj��

� �þ ½Siþ;H��; Sj�
� �� �

¼ 2δij Szi
� �þ ½Siþ;H��; Sj�

� �� �
ð57Þ

where we have used:

Ŝn�Ŝnþ ¼ 1
2
� Ŝ

z
n

Ŝ
z
n

D E
¼ 1

2
� Ŝn�Ŝnþ
� � ð58Þ

Before proceeding on, we need to specify a magnetic ato-
mistic Hamiltonian. We will follow the process and notation in
ref. 34 for a Heisenberg Hamiltonian with single ion an-
isotropy along the z-axis:

H ¼ � 1
2

X
klh i

JklSkSl � B
X
l

Szl ð59Þ

H ¼ � 1
2

X
klh i

JklðSk�Sl� þ SzkS
z
l Þ � B

X
l

Szl ð60Þ

The next term to compute is:

½Siþ;H�� ¼ BSiþ �
X
i

JilðSzi Slþ � Szl Si
þÞ ð61Þ

With this equality we can write (57) as:

ðω� BÞ Siþ; Sj�
� �� � ¼ 2 Szi

� �
δij

�
X
l

Jil Szi Sl
þ; Sj�

� �� �� Szl Si
þ; Sj�

� �� �� � ð62Þ

In order to simplify further, we need to introduce a decou-
pling. The decoupling known as Random Phase
Approximation (RPA) goes as follows:

Szi Sl
þ; Sj�

� �� � ’ Szi
� �

Slþ; Sj�
� �� � ¼ Szi

� �
Glj;

Szl Si
�; Sjþ

� �� � ’ Szl
� �

Si�; Sjþ
� �� � ¼ Szl

� �
Gij

ð63Þ

And the justification for this approach is purely heuristic.86

Note that implicitly, the RPA is setting Sz = 〈Sz〉, which is
an assumption that is valid only at low or far from the
critical point temperatures. Using the RPA (63) in (62), the
Fourier expansions and the translational invariance of the fer-

romagnet (〈Szi 〉 = 〈Szj 〉 = 〈Sz〉), one can arrive to the system of
equations:

Jk ¼ 1
N

X
ij

JijeikðRi�RjÞ ð64Þ

ωk
RPA ¼ Bþ hSziðJ0 � JkÞ ð65Þ

Szh i ¼
1
2

1þ 2ΨðTÞ
ΨðTÞ ¼ 1

N

X
k

1

eβω
RPA
k � 1

ð66Þ

So finally, the Green functions method with the RPA yields
a system of eqn (65) and (66) to be solved self-consistently in
order to obtain the total magnetization of the ferromagnet
with temperature.

The Random Phase approximation can be extended for
systems with arbitrary spin, yielding:225,232

Szh i ¼ ðS� ΨðTÞÞð1þ ΨðTÞÞ2Sþ1 þ ðSþ 1þ ΨðTÞÞΨðTÞ2Sþ1

ð1þ ΨðTÞÞ2Sþ1 � ΨðTÞ2Sþ1

ð67Þ
Another famous decoupling scheme is the Callen

decoupling34,258

hhSziSlþ; Sj�ii ’ hSzi ihhSlþ; Sj�ii � αhSi�SlþihhSiþ; Sj�ii ð68Þ

where the parameter α is commonly set to α = 〈Sz〉/2S2. The
Callen decoupling leads to a system of equations similar to
that for the RPA:

ωCallen
k ¼Bþ Szh iðJ0 � JkÞ þ α

2 Szh i
N

X
q

ðJq � JqþkÞ 1

eβω
Callen
k � 1

ð69Þ

Szh i ¼
1
2

1þ 2ΨðTÞ
ΨðTÞ ¼ 1

N

X
k

1

eβω
Callen
k � 1

ð70Þ

Which has the same form as for the RPA but the Callen
decoupling introduces an additionally term in ωk to be con-
sidered along the self-consistency process.

So in the end, using the Green’s functions approach is
about finding an appropriate decoupling scheme in order to
arrive to a system of equations to be solved self-consistently to
obtain the magnetization of the system. The decoupling
schemes we have introduced here do not require using higher-
order Green’s functions but this is not a constrain and the
philosophy can be extended to higher order Green’s functions.

One of the main disadvantages of this approach is that
every single atomistic magnetic Hamiltonian has to be studied
separately, including both the derivation of the equation as
well as their implementation into a code. Additionally, the
decoupling process can be regarded as opaque in comparison
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with other methods that have a more clear physical meaning.
Last but not least, every single decoupling scheme has a temp-
erature regime in which it makes sense, but the extent on this
validity interval is unknown and so far the only choice we have
to test the method is via benchmarking and comparison with
other methods.14,232

Despite the inconveniences, the Green’s functions approach
is widely used as well to compute critical temperatures of 2D
magnetic materials as shown in recent literature.14,229,232,259

5.4.1. Models to fit the magnetization. We already know
that from the critical temperature and above, ferromagnets
present zero magnetization. Therefore, the critical temperature
can be estimated by observing the evolution of the magnetiza-
tion of the system as a function of the temperature. For a fully
systematic calculation of the Curie temperature, it is essential
to have a model to fit the magnetization curve. The depen-
dence of the magnetization at low temperatures can be
obtained with linear spin-wave theory. Using eqn (47). For
example, for a 3D material with a dispersion Eð~kÞ � ρk2 for low
~k
��� ��� leads to the famous Bloch equation32,225 and including
more terms in the expansion of results in the appearance of
terms proportional to T5/2 and T7/2.32

For 2D magnets, using eqn (47) with a dispersion relation
as (42) without spin-wave gap results in no magnetic order at
nonzero temperature. With nonzero spin-wave bandgap, the
dependence can be obtained by solving (47), which gives the
dependence for low temperature.

The magnetization in the vicinity of the critical point is pre-
dicted by renormalization group theory, which predicts for the
Ising and Heisenberg Hamiltonians that the magnetization

close to the critical point evolves as MðTÞ/ Tc � T
Tc

� �β

where

β is the so called critical exponent.260 In fact, for these mag-
netic Hamiltonians, the magnetization close to the critical
temperature is well described by the equation:

MðTÞ ¼ Ms 1� T
Tc

� �β

ð71Þ

where Ms is the saturation magnetization, the value of the criti-
cal exponent depends on the dimensionality of the system and
the dimensionality of the spin lattice. For a 2D material, the
exponent is predicted to be β = 1/2 for an Ising
Hamiltonian.13,261 There is no critical exponent for 2D
materials and a Heisenberg Hamiltonian since the Mermin–
Wagner theorem forbids the existence of long range magnetic
order in this situation (for an infinite system size). However,
there are already known critical exponents for the 3D
counterpart.

It is reasonable to assume that a more general Hamiltonian
would follow a similar behaviour to (71) in the vicinity of the
critical point. However, the exact value of the exponent is
unknown and in fact it will depend on the exact form of the
Hamiltonian. However, we can use the value of the critical
exponent as a metric of how Ising-like the material is i.e. the
closer the critical exponent is to 1/8, the more Ising like it is.

Using the temperature rescaling in (53) in (71) leads to the
so called Curie–Bloch equation:249

MðTÞ ¼ Ms 1� T
Tc

� �α� �β

ð72Þ

This new model solves the problem of the difference in
shape of the experimental vs. calculated M(T ) curves for low
temperatures. The magnetic Hamiltonians and the statistical
distribution in the MMC are of classical nature and therefore,
they do not precisely take into account quantum effects that
are relevant at low temperatures. By carrying out this tempera-
ture rescaling, the shape of the M(T ) curve is improved, repli-
cating the shape of experimental curves.205

5.5. Critical temperatures fitted from Montecarlo results

MMC is computationally expensive and its cost increases with
the number of atoms and the number of interactions con-
sidered. However, its physical input is just the magnetic
Hamiltonian and therefore, its results should depend only on
its parameters. Two different systems with the same magnetic
Hamiltonian should give the same result. This motivates the
goal of having a closed formula relating the critical tempera-
ture with the Hamiltonian parameters, even if it is empirical.
This was the goal of Torelli and Olsen.15 Using the following
Hamiltonian that includes both SIA and exchange anisotropy
for a single magnetic ion per unit cell:

H ¼ � 1
2
J
X
ij

Si � Sj � K
X
i

ðSzi Þ2 �
1
2
B
X
ij

Szi S
z
j ð73Þ

they carried out nonlinear spin-wave theory and MMC simu-
lations for different ratios of the Hamiltonian parameters and
different 2D lattices. Then, they fitted the results to an empiri-
cal model. The results for the case B = 0 for a square lattice are
shown in Fig. 8.

The first remarkable result is that nonlinear spin-wave
theory dramatically fails for strong SIA ratio A/J. The authors
attribute this failure to the appearance of strong magnon–
magnon interactions that are not well described by the charac-
teristic mean field treatment in nonlinear spin-wave theory.
The failure is so bad that the predicted critical temperature
even surpasses the Ising temperature which corresponds to the
infinte SIA case.

However, nonlinear spin-wave theory agrees well with MMC
at low SIA ratio. In fact, it does a better job for low SIA ratio
since it predicts a 0 Curie temperature for no SIA (completely
isotropic system in this case) where as MMC predicts a
nonzero Tc, contradicting the Mermin–Wagner theorem.

The critical temperatures obtained by MMC are shown
in Fig. 9 for three types of 2D lattices. The MMC results
agree with the Ising limit (dashed lines) for high SIA ratio. The
key result in ref. 15 is the expression of the critical temperature
obtained by fitting the results of the MMC in Fig. 9:

Tc ¼ S2JT Isingratio
c

kB
tanh1=4 6

Nnn
log 1þ γ

K
J

� �� �
ð74Þ
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where Nnn is the number of nearest neighbours, γ = 0.033 and

TIsingratio
c is the value of

kBTc

J
for the Ising model and the

corresponding lattice (see Table 2). It is important to remark
that the empirical formula (74) applies for systems with the

given lattices and the Hamiltonian in (73) with B = 0 and with
a single magnetic ion per unit cell. Still, the formula serves as
a cheap first approximation of the critical temperature and can
be combined to obtain a rough estimation of the necessary
upper bound of an MMC simulation.

When B ≠ 0 and S ≠ 1/2, they found an analogous empirical
relation:

Tc ¼ S2JT Isingratio
c

kB
tanh1=4 6

Nnn
log 1þ γ

Kð2S� 1Þ þ BSNnn

Jð2S� 1Þ
� �� �

ð75Þ

5.6. Critical temperatures fitted from different methods

At this point, many ways of calculating the Curie point of 2D
ferromagnets have been introduced and one may wonder how
compatible the results of the different methods can be. In the
each method’s section we have discussed their limitations in a
qualitative manner, but a more ambitious scientist might still
want to have a quantitative relation or a way to compare the
output Curie point of the different methods. We will discuss
the work of Tiwari et al.14 for this purpose. In this work, they
calculated the Curie point both with computational methods
and with a closed formula they propose for the 2D magnets
featured in the Computational 2D Materials Database22,23

(C2DB). The three methods they used were: non-linear spin-
wave theory, the Green’s functions method and MMC.

The magnetic Hamiltonian they proposed to model the fer-
romagnets is:

H ¼ 1
2

X
i;j

ðŜxi Jxxij Ŝ
x
j þ Ŝ

y
i J

yy
ij Ŝ

y
j þ Ŝ

z
i J

zz
ij Ŝ

z
j Þ ð76Þ

H ¼
X
i;j

Jij
2
½Ŝi � Ŝj þ ΔijðŜzi Ŝ

z
j � Ŝ

x
i Ŝ

x
j � Ŝ

y
i Ŝ

y
j Þ� ð77Þ

Which features only two-ion anisotropy (no SIA). The

following notation has been used: Jij ¼
Jxxij þ Jzzij

2
and Δij ¼

Jzzij � Jxxij
2Jij

is the out-of-plane anisotropic exchange strength.

With this notation Jxxij = Jyyij = Jij(1 − Δij) and Jzzij = Jij(1 + Δij).

Tiwari et al. looked for 2D magnets in C2DB with positive
first neighbours exchange constant Jij := J and anisotropic
exchange strenght Δij := ΔNN. They found 34 2D magnets with J
> 0 and ΔNN > 0. For those 34 magnets, they calculated the
critical temperature using non-linear spin-wave theory, the
Green’s functions method and MMC. With the resulting Tc
values, they fitted the results to the following model:

Tc ¼ 1
α1 � α2 lnðΔNNÞ

JðS2 þ θSÞ
kB

ð78Þ

where θ = 1 for the Green’s functions method and spin-wave
theory and θ = 0 for the MMC. α1 and α2 are parameters to fit
as a function of J,S and Δnn for each method and type of
lattice. The results they obtained for these two parameters are

Fig. 8 Critical temperature for a square lattice as a function of rescaled
SIA (A/J) calculated for S = 1, S = 3/2, and S = 2 with ferromagnetic
exchange coupling using the RPA (In this context, RPA refers to non-
linear spin wave theory). The dashed line represents the critical tempera-
ture given by the Ising Hamiltonian, which sets the case for infinite SIA.
Figure extracted from ref. 15 D. Torelli and T. Olsen, Calculating critical
temperatures for ferromagnetic order in two-dimensional materials, 2D
Materials, 2018, 6, 015028. Published 17 December 2018. DOI: 10.1088/
2053-1583/aaf06d. © IOP Publishing. Reproduced with permission. All
rights reserved.

Fig. 9 Critical temperature as a function of scaled SIA (A/J) calculated
with classical Monte Carlo simulations for honeycomb, square, and hex-
agonal lattices with ferromagnetic exchange. The solid lines are
obtained from the empirical fitting function (74). The Ising limit is indi-
cated by dashed lines for the three lattices. Figure extracted from ref. 15
D. Torelli and T. Olsen, Calculating critical temperatures for ferro-
magnetic order in two-dimensional materials, 2D Materials, 2018, 6,
015028. Published 17 December 2018. DOI: 10.1088/2053-1583/aaf06d.
© IOP Publishing. Reproduced with permission. All rights reserved.
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shown in Table 4 for the Honeycomb, hexagonal and square
lattices. The authors state that this formula is only valid when
Δnn ≤ 0.2 since it is based on the theoretical approach in ref.
262.

The calculated values for Tc with each method and the
resulting fit for a honeycomb lattice are plotted in Fig. 10. The
same plot for an hexagonal and a square lattice can be found
in the ESI of ref. 14 but they follow the same trends as Fig. 10,
hence, we discuss only the results for the honeycomb lattice.

Fig. 10 has some noteworthy results. Firstly, among the
three methods, MMC is the only one that predicts a nonzero
critical temperature in the absence on anisotropy, contradict-
ing the Mermin–Wagner theorem. Secondly, nonlinear spin-
wave theory gives always a lower bound of the critical tempera-
ture with respect to the other two methods. Additionally, the
Green’s functions method serves as an upper bound for the
MMC for high anisotropic exchange strength. Last but not
least, there is an interval of anisotropic exchange strength (the

yellow shaded area in Fig. 10) in which the three methods
differ in less than 10%. These results, combined with those in
Fig. 8 suggest that spin-wave theory is not an appropriate
method when treating high SIA or exchange anisotropy.

5.7. Brief review of the methods and conclusion

We would like to close this section with a brief discussion
about the limitations and the use cases of the methods
explained above.

We started introducing the mean field theory expression for
the critical temperature and the critical temperatures for the
Ising model in 2D lattices. The first one does not account for
dimensionality nor anisotropy effects and the second one
assumes infinite single ion anisotropy. These facts make them
both usually huge overestimations of the critical temperature
of the 2D magnets as shown in Fig. 10. Moreover, these for-
mulas are obtained when considering only isotropic exchange
and z-component of the anisotropic exchange tensor respect-
ively. Therefore, they do not take into account other effects
such as DMI. Their main advantage is the fact that computing
them is trivial and we can use their overestimation as an upper
bound for the critical temperature. This upper bound can be
used for example as an input for the maximum temperature
for a Metropolis Monte Carlo or for a spin-wave theory
algorithm.

Spin wave theory in both its linear and nonlinear flavours
has the strong disadvantage that its explicit development has
to be done for every different atomistic magnetic Hamiltonian.
We are then forced to write the equations in advance before
writing an automatic code. Moreover, the expressions can get
long and complicated when including all the anisotropies we
explained in this text. Additionally, the truncation of the
Holstein–Primakoff expansion leads to neglecting the
magnon–magnon interactions that can have importance at
high temperatures. This is the reason why the magnetization
obtained with spin-wave theory at high temperatures will not
be reliable. Moreover, in ref. 15 and Fig. 8, it is shown how
spin wave theory fails to give a sensible value of the critical
temperature for high SIA/J situations. The authors attribute
this result to magnon–magnon interactions introduced by SIA/
J that are not correctly described within NLSW theory.
However, for low SIA/J regimes, Fig. 8 and 10 show how spin-
wave theory yields results compatible with MMC. In fact, it
gives 0 Tc for zero anisotropy, something that MMC does not
show. Additionally, there is an anisotropic exchange window
shown in Fig. 10 in which MMC and NLSW theory differ no
more than 10%. For all these reasons, we consider spin-wave
theory suitable only for low SIA/J and exchange anisotropy
cases, which in the end will give low Tc values.

For cases with higher SIA/J, MMC is more suitable as con-
cluded from Fig. 8 and 9. We also want to highlight that treat-
ing the spins as classical particles is an assumption with val-
idity only when quantum effects become unimportant because
they are quenched by temperature. Consequently, we consider
MMC the most appropriate method when looking for above
room temperature 2D magnets. Its main downsides are its

Fig. 10 Comparison of the calculated critical temperatures with the
Green’s functions methods, the MMC and non-linear spin-wave theory
(RNSW) as a function of the nearest neighbour anisotropic exchange
strength ΔNN for a honeycomb lattice. The dashed lines represent the fit
using eqn (78). The solid line for the MC shows 25th to 75th percentile
of the calculated Curie temperature. The yellow shaded area shows the
region where the MC and the Green’s function methods have a differ-
ence of less than 10%. The horizontal tick show the Ising limit (1.52S2,
with S = 3/2) and the quantum mean field (1/3[S(S + 1)NNN], NNN = 3 for
honeycomb lattice). Figure extracted from ref. 14 without changes
under Creative Commons Attribution 4.0 International License https://
creativecommons.org/licenses/by/4.0/.

Table 4 Resulting parameters for eqn (78) across different lattices and
methods. Data extracted from ref. 14

Lattice Parameter MC Green RNSW

Honeycomb α1 0.49 0.07 0.40
α2 0.14 0.37 0.62

Hexagonal α1 0.24 0.24 0.32
α2 0.045 0.14 0.21

Square α1 0.37 0.34 0.43
α2 0.08 0.24 0.36
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extremely high computational cost and its unphysical low mag-
netization obtained for below Tc temperatures as explained for
Fig. 7. However, this unusual low magnetization is not a
problem if we are only interested on obtaining Tc.

The Green’s functions method presents similar problems to
those of spin-wave theory. Firstly, the equations have to be
derived in advance for every atomistic magnetic Hamiltonian,
and these get more and more complex when the number of
different interactions is increased. Secondly, the decoupling
scheme dictates the validity of the approach. For example, the

RPA decoupling sets Sz = 〈Sz〉, which is an assumption valid
only at low temperatures when fluctuations are low. The Callen
decoupling serves as an interpolation between the RPA and a
high temperature regime34 and therefore, there is no other way
to estimate its accuracy rather than doing benchmarks as done
in ref. 14 with Fig. 10. This figure along with Fig. 8 discards
spin-wave theory as a good method in cases with high SIA/J or
exchange anisotropy and suggest that there is a regime of
exchange anisotropy in which MMC and the Green’s functions
method give compatible results. The comparison of the
methods as a function of SIA/J is done in ref. 232 and shown
in Fig. 12 for a honeycomb lattice. This figure finally shows
that for low SIA/J and zero anisotropic exchange, all methods
give comparable results. It is worth noting that NLSW theory
remains being a lower bound for the rest of the methods
where as the RPA serves as an upper bound.

In conclusion, once the parameters of the chosen
Hamiltonian are known, choosing the method to calculate the
Curie temperature is not an arbitrary choice. The researcher
has to choose the method depending on the value of the para-
meters, its estimation of the Curie temperature with the mean
field approach and the availability of computational resources.
Last but not least, we want to clarify that the methods we intro-
duced above in section 5 can be extended to antiferromagnetic
materials.

6. Summary and outlook

Despite remarkable advances, simulating 2D magnetic
materials from first principles remains a formidable chal-
lenge due to the extreme sensitivity of magnetic interactions
to subtle structural, electronic, and computational para-
meters. The reduced dimensionality of these systems intro-
duces unique theoretical and practical difficulties, particu-
larly in capturing the intricate anisotropy mechanisms, and
often delicate magnetic ordering. Unlike their 3D counter-
parts, 2D magnets rely critically on anisotropic interactions –
such as single-ion anisotropy and different types of aniso-

Fig. 11 Sketch of the worfklow to follow when modelling 2D magnetic materials from DFT to the calculation of their critical temperature. All the
steps in this workflow are covered throughout this review paper.

Fig. 12 Comparison of the critical temperatures obtained for a 2D hon-
eycomb lattice as a function of the SIA/J ratio (A represents the SIA). The
anisotropic exchange is set to 0. HP represents nonlinear spin-wave
theory with the Holstein–Primakoff expansion. RPA and CD refer to the
Green’s functions method with the random phase approximation and
the Callen decoupling respectively. RPA + CD refers to a combination of
both and MC refers to the Metropolis Monte Carlo algorithm.
Figure extracted from ref. 232: Varun Rajeev Pavizhakumari, Thorbjørn
Skovhus and Thomas Olsen, Beyond the random phase approximation
for calculating Curie temperatures in ferromagnets: application to Fe, Ni,
Co and monolayer CrI3, Journal of Physics: Condensed Matter, 2025.
Accepted manuscript online 6 January 2025. DOI: 10.1088/2053-1583/
aaf06d. © IOP Publishing. Reproduced with permission. All rights
reserved.
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tropic interactions – to stabilize long-range magnetic order
against thermal fluctuations, in line with the Mermin–
Wagner theorem. However, these energy contributions typi-
cally lie in the sub-meV regime, pushing the limits of accu-
racy for standard DFT methods. Furthermore, the layered
nature of many 2D materials introduces complex indirect
exchange pathways mediated by ligands or chalcogen atoms,
requiring careful electronic structure modeling. While
approaches like DFT+U and hybrid functionals have
improved our ability to capture localized electron behavior,
the absence of universal, ab initio protocols for determining
magnetic ground states (especially noncollinear or incom-
mensurate orders) remains a major bottleneck. Addressing
these challenges will require more systematic treatments of
magnetic anisotropies, automate the exploration of large
configuration spaces (e.g., via generalized Bloch theorem or
spin-constrained DFT), and expand beyond traditional colli-
near models. Future progress will hinge on combining accu-
rate, systematically parameter-free methods (e.g., self-consist-
ent DFT+U/V, hybrid functionals, and generalized Bloch
theorem-based approaches) with machine learning-driven
optimization and high-throughput screening will be crucial
to identify new candidate materials. Coupling these advances
with high-throughput workflows and experimental feedback

will be key to uncovering novel 2D magnets with robust and
tunable properties, particularly those that can operate above
room temperature for next-generation spintronic and
quantum devices.

As a summary, in this review we have revisited the funda-
mentals of magnetic interactions in 2D materials from the
approximated description of these systems using DFT to the
picture of atomistic magnetic models. We have discussed the
main critical points to consider in the simulation of magnet-
ism in this kind of materials, which introduce important chal-
lenges driven by the small energies of both exchange and ani-
sotropies and the complexity of the models that involve spin–
orbit effects, correlation and van der Waals interactions. We
present a guide to address the important challenges related to
the modelling of 2D materials, mainly the selection of the
Hubbard parameters, descriptions of the van der Waals inter-
actions and approaches to properly model the magnetic
ground state and compute exchange parameters, anisotropies
and critical temperatures. This review also presents a compari-
son of the different DFT codes available, highlighting their
relevant features for magnetism in DFT. In the end, the whole
work compiles the necessary tools to model 2D magnetic
materials from DFT to their critical temperature following the
steps shown in Fig. 11.

Table 5 Compilation of calculated critical temperatures from DFT results

Monolayers Code
DFT flavour
(U or standard) Tc/TN (K) Tc/TN method Experimental Tc/TN (K) J1 (meV) Ref.

CrI3 VASP PBE 38.42 Montecarlo fit (75) 451 1.9 25
VASP PBE+U (U = 2) 46.06 Montecarlo fit (75) 1.92 25
VASP PBE+U (U = 1.7) 42.2 Montecarlo 1.06 224
GPAW PBE 28 Montecarlo fit (75) 0.97 16
GPAW PBE23 41 Green’s Functions 1.02523 14
GPAW PBE23 31 Montecarlo 1.02523 14
GPAW PBE23 23 NLSW 1.02523 14
Quantum Espresso PBE+U (4.55) 94.2 Green’s Functions 3.197 124

VSe2-2H Quantum ATK PBE+U (U = 2) 249.69 Montecarlo 418263 (multilayer) 19.52 5
VASP PBE+U (U = 2, J = 0.87) 291 Montecarlo 38.8 264
VASP PBE 359 Montecarlo 18.93 265
VASP PBE 427.8 Exchange-mean-field 44.85 266

CrSBr Quantum Espresso PBE+U (U = 3) 122 NLSW 146162 3.54 125
VASP PBE+U (U = 3) 160 Montecarlo 3.87 267
VASP PBE+U (U = 4, J = 0.9) 175 Montecarlo 3.65 50
VASP PBE+U (U = 3) 168 NLSW 5.68 268

CrBr3 VASP PBE 23.53 Montecarlo fit (75) 27,269 34270 1.24 25
VASP PBE+U (U = 2) 27.52 Montecarlo fit (75) 2.56 25
VASP PBE+U (U = 1.7) 23.1 Montecarlo 0.67 224
Quantum Espresso PBE+U (4.20) 55.3 Green’s Functions 2.682 124

VTe2-2H Quantum ATK PBE+U (U = 2) 126.61 Montecarlo Not done yet to
our best knowledge

9.84 5
GPAW PBE23 387.6 Green’s Functions 21.9623 14
GPAW PBE23 371.1 Montecarlo 21.9623 14
GPAW PBE23 263.4 NLSW 21.9623 14
VASP PBE+U (U = 2 J = 0.87) 553 Montecarlo 44.3 264
VASP PBE+U (U = 2) 301 Mean field theory 29.25 271

CrCl3 VASP PBE 13.49 Montecarlo fit (75) 12.95,272 17 (2 layers)269 0.89 25
VASP PBE+U (U = 2) 16.77 Montecarlo fit (75) 1.2 25
VASP PBE+U (U = 1.7) 12.1 Montecarlo 0.39 224
GPAW PBE 9.2 Montecarlo fit (75) 0.64 16

Fe3GaTe2 VASP LDA 320 Montecarlo 240273 367 (few layers)274 57.18 165
QE GGA 320 Montecarlo 35.52 164

Fe3GeTe2 Wien2k LDA+U (U = 4) 152 Montecarlo 1303 11.91 275
VASP LDA 154 NLSW 1.21 276
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We finally like to highlight the importance of all the
content, tools and guidelines introduced in this section by
comparing computed critical temperatures from DFT with the
values obtained experimentally. Table 5 contains the critical
temperature of several 2D magnets obtained from DFT as well
as the DFT flavour used and the method to compute the tran-
sition temperature. The critical temperature is a good magni-
tude to illustrate the complexity of the modeling because it
suffers from the propagation of all the errors that have
appeared during the modeling process.

The normalized deviation of the computed critical tempera-
ture from the experimental value is shown in Fig. 13. The plot
shows how some approaches have lead to a rather good esti-
mation of the critical temperature (with error of less than 20%
or even 10%) while others fail dramatically. Our take home
message with this figure is that full control during the whole
modeling process is essential to end up getting accurate
results and to understand the limitations of the work done.

We expect this review to motivate future readers, to get fam-
iliar with the critical steps during the process of materials
simulation using DFT and to be aware of the challenges and
limitations of the state of the art.
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