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Developing new and understanding old approxima-
tions in TDDFT

Lionel Lacombe and Neepa T. Maitra

When a system has evolved far from a ground-state, the adiabatic approximations commonly
used in time-dependent density functional theory calculations completely fail in some applica-
tions, while giving qualitatively good predictions in others, sometimes even quantitatively so. It is
not clearly understood why this is so, and developing practical approximations going beyond the
adiabatic approximation remains a challenge. This paper explores three different lines of investi-
gation. First, an expression for the exact time-dependent exchange-correlation potential suggests
that the accuracy of an adiabatic approximation is intimately related to the deviation between the
natural orbital occupation numbers of the physical system and those of the Kohn-Sham system,
and we explore this on some exactly-solvable model systems. The exact expression further sug-
gests a path to go beyond the adiabatic approximations, and in the second part we discuss a
newly proposed class of memory-dependent approximations developed in this way. Finally, we
derive a new expression for the exact exchange-correlation potential from a coupling-constant

path integration.

Time-dependent density functional theory (TDDFT) continues to
be a method of choice for the calculation of electronic spectra
and dynamics of molecules and solids, where its favorable system-
size scaling enables computations on large systems that could not
be done otherwise!™. An area of application that particularly
demonstrates this is non-adiabatic electron-ion dynamics, which
requires efficient and accurate electronic structure methods to
be used on the fly with nuclear trajectories evolving in a high-
dimensional space. For example, an illustrative recent example
is the photo-induced dynamics of the rotary molecular machines
and 1- and 3-pore covalent organic frameworks of Ref.® which
involved up to 600 atoms; a feat which would be a challenge
for any alternative electronic structure method of similar accu-
racy, even with the GPU acceleration that was used. The real-
time TDDFT equations are highly scalable and parallelizable, as
demonstrated, in another example, by the first-principles calcula-
tions of electronic stopping power and conductivity in a system of
5400 disordered Al atoms (59,400 electrons)©.

There are in fact very few practical alternatives to TDDFT
for dynamics when the electronic system is driven far from any
ground-state, such as when driven by a strong external field,
or when prepared in a superposition state. In this regime, re-
cent work on model systems shows that the exact exchange-
correlation (xc) potential typically exhibits large dynamical fea-
tures that the approximations commonly used in calculations can-
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not capture e.g. Refs.Z14, These approximations are "adiabatic",
meaning that they input the instantaneous density into a cho-
sen ground-state approximation, while it is known that the ex-
act xc potential depends on the history of the density, as well as
the initial interacting and Kohn-Sham states. Due its lack of this
memory, the adiabatic approximation completely fails in some ap-
plications, e.g. Refs.15"21l Yet in other cases, the adiabatic ap-
proximation is found to give good predictions. The adiabatic ap-
proximation is derived under the condition of an initial ground-
state subject to a slowly-varying perturbation, which is hardly the
situation in most of the applications considered. For example,
quite often TDDFT simulates dynamics after a photo-excitation in
a molecule (e.g. in photovoltaic applications) where the initial
state is an excited, e.g. Refs.2!22123 n other applications, the sys-
tem starts in a ground-state but is driven by a strong laser field,
e.g. Refs /24720 These are hardly in an adiabatic regime. Why
and when does adiabatic TDDFT give even qualitatively correct
predictions, let alone quantitatively useful results? It is true that
its complete neglect of memory results in its satisfaction of a num-
ber of exact conditions that are important in the time-dependent
case2Z28 but a complete characterization of when it is expected
to work well is lacking. How can we derive approximations that
include memory while also satisfying exact conditions that are
important for the time-dependent case?

In this paper we take walks along three paths to investigate
these questions, guided by exact expressions for the xc potential.
First, decomposing the xc potential into a part depending on the
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kinetic term and one depending on the interaction term, hints to
us that when the natural orbital occupation numbers of the phys-
ical system begin relatively close to those of the Kohn-Sham sys-
tem and do not change significantly during the dynamics, the adi-
abatic approximations could give reasonable results provided the
dynamics does not critically rely on resonant frequencies of the
system. Such a situation can encompass dynamics far from any
ground-state, and we show (Sec. 2)), using model systems, that
then even ALDA can predict the dynamics well. This is especially
true when only spatially-averaged observables such as the dipole
moment are of interest. The choice of initial KS state is critical: if
this is chosen to have a configuration similar to that of the physi-
cal system, non-adiabatic features such as steps and peaks can be
minimized. However, when the true dynamics is such that its nat-
ural orbital occupation numbers do change significantly in time,
or when the dynamics does depend critically on the resonant fre-
quencies, approximations going beyond the adiabatic ones are
required, and this leads us to the second path: developing ap-
proximations based on the exact decomposition (Sec. [3). Facing
some numerical up-hills along this path, we take a different path
in Sec. [4] exploring the use of a coupling-constant integration to
transform away the challenging kinetic term.

1 The exact xc potential

TDDFT calculations proceed by solving for non-interacting elec-
trons, beginning in an initial state ®(r;...ry,0), and evolving in
a one-body potential, vex(r,z) + vu(r,) + vxc(r,z) where vey is
the potential from the nuclei plus any externally applied fields,
vu(r,t) = [dr'w(|r —¥'|)n(r,t) is the Hartree potential for two-
body electron interaction w, and vxc(r,t) = vxc[n; Wo, Po)(r,?) is
the xc potential, a functional of the density, including its history,
the physical initial state of the system ¥(0) and the KS initial state
@(0). This state ®(0) can be chosen quite freely, but subject to
the condition that its initial one-body-density n(r,0) and the first
time-derivative 7(r,0) coincide with that of the initial interacting
state. The xc potential vy (r,?) depends heavily on this choice.

An exact expression for the xc potential arises from equating
ii(r,t) in the Kohn-Sham (KS) system to that of the true system.
This yields a “force-balance" equation?2"3! for the exact xc poten-
tial:

V. (nVvy) = V- (n(r,z)wch(r,z)) 4. (n(r,t)VvCT (r,t)) 1)
where the interaction component vV, satisfies
V. (VW) =v. {n(r,z‘)/nxc(r/,rJ)Vw(\r/fr\)d‘%r’} )
and the kinetic component v! satisfies:

V. (W)= V. [Q(p] (. r,1) fp17s(r’,r,t))\r/:,.] NG)

with 2 = 1 (V' — V) (V2 —V"2). Above, ny is the time-dependent
xc hole defined as

nxe(r,1 1) = pa(r,v' ;w0 1) /n(r t) —n(r,t) | “@
with the two-body reduced density-
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matrix (2RDM) pa(ry,rp,xy,xhr) = NN -
1) [dr3..dry¥*(r], 15,13, 1N, 1) (1), 12,13, ..,TN, 1), the
one-body reduced density matrix (1IRDM) p;(r,r',7) =

Nfdrz..derP* (I‘/,I‘z7 ,.,I‘/\/J)‘P(I‘,I‘z7 ,.71‘1\/71),
1RDM of the KS system.

From the form of Eqs , above, one expects that v}¥. has
a relatively smooth form where the integral could be relatively
forgiving to approximations of the integrand. On the other hand,
the multiple gradients in the expression for v! may create rela-
tively rapidly varying structures, enhanced at minima of the den-
sity, and vI appears far more sensitive to approximations to the
1RDM than v}¥. would be to the xc hole. These expectations are
borne out in numerical examples on model systems for which the
exact xc potential and its decomposition can be calculated, as in
Refs.2783032] Typically, while v{%. mostly cradles the density in a
well that tends to fall off to zero as —1/r asymptotically, v! dis-
plays peak and step structures that often dominate the form of

and p;s is the

Vxc-

In Figure [1| we give one example to illustrate this; it is a
snapshot taken during a key part of the process of scattering
of one electron from a hydrogen atom, a problem studied in
Refs 1033154 y5ing a one-dimensional (1D) model. Specifically,
the electrons interact via soft-Coulomb w = 1/4/(x; —x3)2 +1,
and vex(x) = —1/4/(x+10)2+1 is used to represent a hydrogen
atom at x = —10a.u. with one electron initially in its ground-
state, ¢y (x), and the other as a Gaussian wavepacket incoming
from the right, ¢, (x) = (0.2/m)!/4¢~02(—107=i15(~10) " Whijle in
the exact dynamics, there is about a 20% probability of electron
reflection, Refs.1933 found that adiabatic approximations were
simply unable to capture any noticeable reflection, as the ground-
state approximations underlying these do not capture the peak
and step/valley structures, shown at one time-snapshot in Fig.
that are essential to split off part of the electron density. It is
clear that the structure in v! is crucial for the scattering pro-
cess: The small peak and step down just to the right of x = -10
a.u. persists in time and contains the effective correlation needed
for reflection of part of the density of the two non-interacting
electrons. The adiabatically-exact (AE) approximation, defined
by vAE =& [n(1)](r), where g.s. denotes the exact ground-state
functional, is the “best" adiabatic approximation in the sense that
the only error in it arises from making the adiabatic approxima-
tion, rather than from additional approximations from the choice
of ground-state approximation. The vAE can be analogously de-
composed into kinetic and interaction components, and it is clear
from the figure that the AE approximation to v[ is far poorer than
that to v/

The figure also plots a non-adiabatic approximation introduced
in several recent works 02735 denoted vS., which replaces the
exact xc hole with the KS hole in v¥.. This yields quite a reason-
able and practical approximation to that term. In general, v5. is
not an adiabatic approximation, since the orbital-dependence of
the KS hole makes it implicitly depend on the history of the den-
sity. This is true even for two electrons, except when the initial
KS state is a spin-singlet chosen to be a single doubly-occupied
orbital, in which case v3. reduces to exact exchange, vy.

The choice of the KS initial state directly affects the struc-
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Fig. 1 1D e-H scattering problem. A snapshot in time is shown of the
exact density (black) in the top left panel, at a time where the electron is
beginning to reflect from the H atom target, and partially transmit on the
right. In grey is the initial density, for reference. The middle left panel
shows the exact xc potential at this time, and in grey the initial time.
Notably, the peak and step down to the right at x = -10 a.u. is a cru-
cial and persistent structure that is responsible for the scattering, and is
completely missing in the adiabatic approximations. The top and middle
right show the density and xc potential from LDA (red) and v.. (blue) ap-
proximations, neither of which yield significant electron reflection. In the
lower left panel, the exact v{¥. component (black) is well-approximated by
the best adiabatic approximation to this term, the AE (orange), while on
the right, the AE approxmanon to vL does a poor job of capturing the

structure of the exact vZ, in partlcular missing the essential feature that
induces the reflection.
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ture of both v/, and vI. In particular, v can be reduced, at
least at short times, by choosing an initial KS state “close" to
the true initial state1®33136 Ip the plots above we have cho-
sen the initial KS state identical to the true initial state, which
is a natural choice for the scattering of one electron from a one-
electron atom, for which the spatial part of the wavefunction
is ©(0) = W(0) = (¢ (x1)9un (x2) + 9in(x1)91 (x2))/vZ. The results
for another natural choice, a Slater determinant, were shown in
Ref 1% which would be the relevant choice if the system had be-
gun with two electrons in the atom, subject to a laser field that
had caused an ionization of one electron, that is now returning
to re-scatter off the parent ion when the field cycle reverses sign.
With this choice even from the beginning, large step structures
in vy appear that are missing in approximations, with grave con-
sequences for the dynamics even at early times yielding incor-
rectly oscillating densities. Again it is the kinetic component, v
in which these structures appear.

2 Role of Time-Dependent Natural Orbital
Occupation Numbers in Accuracy of
ALDA

The observations in Sec. 1| suggest that an adiabatic approxima-
tion would have the most chance of predicting reasonably accu-
rate dynamics in cases where the near-diagonal elements of the
KS 1RDM remain close to the true 1RDM throughout the dynam-
ics, so that the peak and step structures of the exact potential,
appearing in the v!' component, do not get large. The xc effects
contained in v}¥. would still play an important part in the dynam-
ics, but as this term is less sensitive to approximations made for
the xc hole, the idea is that such approximations could at least
qualitatively work well. To investigate this further, consider now
the natural orbital expansion,

(r,x' 1) Zn,

for the physical 1RDM, where both the natural orbitals w;(r,?)
and their occupation numbers n;(¢) are generally time-dependent.
In contrast, in the expansion for the KS 1RDM, p;s(r,r',z) =
Yinsi¢; (r',1)9;(r,z), the KS natural orbitals are equal to the KS
orbitals, and their occupation numbers 1g; are constant in time,
fixed at the initial time when the KS initial state is chosen, due to
the one-body nature of the KS evolution. In terms of the natural
orbital expansion then, we can write

) Zn,

vi (Y D)yi(r,e), w1th2nl =N, (5)

V- (n(r,l (4\Vl/4|2 vyil?)

(6)

ZnSz

What is common in the two 1RDM’s is their diagonal value, equal
to the one-body density; the difference in their deviations away
from the diagonal are what contribute to vI. Clearly, if the oc-
cupation numbers 7;(r) and ng; are very different, then the exact
vI, along with its non-adiabatic features, could be relatively large.

But if n;(¢) and ng; are close enough, then it is possible that the

" (s1vaP - v2Iof)
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natural orbitals y;(r,r) and KS orbitals could be close enough such
that the exact v is relatively small. Given that the KS occupation
numbers are fixed in time, we are then led to test the following
question: If the KS initial state is chosen with occupation num-
bers close to the true initial state, can the adiabatic approximation
qualitatively capture the true dynamics when the time-dependent
natural orbitals of the physical system do not evolve significantly in
time? This could cover situations where the system is driven far
from any ground state, since the natural orbitals and KS orbitals
could vary significantly in time, while the natural orbital occupa-
tion numbers do not change much. We must make an exception
for when the dynamics depends critically on resonant frequencies
of the system because generally adiabatic approximations violate
the “resonance condition", which is the condition that the reso-
nant frequencies of a system should not change after the system
is driven away from its ground-stateZ. Transition amplitudes be-
tween states should change but the frequencies themselves should
be invariant to whatever the non-equilibrium state the system is
left in. This is violated by adiabatic approximations, so that cau-
tion must be applied when using TDDFT to examine pump-probe
spectra, dynamics that directly depends on resonant frequencies
such as for resonantly-driven Rabi oscillations, or dynamics of su-
perposition states evolving freely.

The relation between TD occupation numbers and the exact
xc potential was studied earlier in Ref.*? however in a limited
sense: the size of the non-adiabatic step features in a range of
two-electron model systems, with the KS state taken as a Slater
determinant, was shown to correlate with local minima in oscil-
lations of the largest occupation number, regardless of how close
the occupation number was to the KS value of 2. In some of these
cases, the steps were relatively sharp structures that appeared in
regions of low density, so their “force-density", n(r,7)Vv(r,t), ap-
pears less imposing, and further, in some cases they oscillated in
time rapidly enough, that their influence on the dynamics was rel-
atively small. Non-adiabatic structures beyond global step struc-
tures are also important.

We consider four examples to examine the question above, fo-
cusing on propagation with the simplest approximation, ALDA. In
seeking examples we have tried to pick a range of different cases
(beginning in the ground-state versus excited states, field-driven
versus field-free) where occupation numbers change relatively lit-
tle for some time but while there is significant dynamics. Our first
example returns to the model scattering problem.

2.1 Scattering

The scattering example in Fig. |1| does not depend critically on
the satisfaction of the resonant condition, and since the initial
KS state chosen ®(0) = ¥(0), the initial KS and true occupation
numbers are identical. The fact that the dynamics from the adi-
abatic approximations does not qualitatively reproduce the true
dynamics suggests that the true occupation numbers change sig-
nificantly over time. This expectation is borne out, as evident in
Fig. 2] where one sees large deviations of the occupation numbers
at times where the incoming electron density approaches the tar-
get. Before this time, the deviation is relatively small, and dynam-
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Fig. 2 Time-dependent occupation numbers for the scattering problem.
The inset shows the exact (black) and ALDA (red) reflected probability
density Ng(7).

ics from the adiabatic approximations were qualitatively reason-
able (snapshots in Refs.1033); for example, in ALDA, there is an
over-spreading of the density, but it does roughly capture the ex-
act dynamics, and ALDA does very well when averaged quantities
are considered such as the reflection probability Ng = [ n(x,)dx,
shown in the inset, until the occupation numbers of the physical
system begin to significantly change.

We note that in this example, the two occupation numbers be-
ginning with a value of 1 correspond to the incoming electron’s
orbital and the target electron’s orbital. The state is a double
Slater determinant, and could be called strongly correlated, if cor-
relation is measured by how far the occupation numbers are from
the Slater determinant values of 0 and 2.

2.2 Superposition states
In this example we consider a field-free evolution of a superpo-
sition state of a 1D He atom (v!PHe(x) = —1/v/*241). We con-
sider a 20:80 superposition of its ground and first excited state,
W(0) = (&5 +2¥°)/1/5, and the freely-evolving density has a pe-
riodic dynamics of period T = 27 /(E. — Egs) = 11.788a.u. There
are two dominant initial occupation numbers as shown in Fig.
around 1.55 and 0.44, neither of which evolve further than about
0.049 from their initial values, while the density sloshes back and
forth in the well. If we begin in a KS excited state of the same
configuration, we find that ALDA propagation of its dipole oscil-
lates with a similar period but there is also a very slow period
beating, which is only just visible over the duration shown. The
ALDA densities in Fig. [4 also follow closely the exact, especially
so if local details are averaged over. This is an example where the
system is far from the ground-state, there is significant dynamics
while the occupation numbers do not deviate significantly from
their initial values, and (locally-averaged) ALDA predicts the dy-
namics accurately from a KS initial state chosen with a similar
configuration to the exact, consistent with the suggestion from
the exact expression.

Generally however, with freely-evolving superposition states
the violation of the resonance-condition®Z mentioned earlier ad-
versely affects the dynamics even when the occupation numbers
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do not deviate far from their initial values. Dynamics in free evo-
lution is purely dependent on the resonant frequencies of the sys-
tem; the oscillation periods in the dipole are a direct measure of
these frequencies. With adiabatic TDDFT, the xc potential leads to
these frequencies being generally different when the system is left
in different superposition statesZ: essentially, the time-evolving
density gives time-dependence to the instantaneous KS potential
and its bare KS frequencies, which is not compensated for cor-
rectly in the generalized xc kernel defined for non-equilibrium
states. On the other hand, the exact frequencies are invariant to
which state the system is in. In the particular case above, and
some other linear combinations of the ground and first excited
state, there is a relatively small violation of the resonance condi-
tion, provided the initial KS state is chosen with a similar config-
uration to the exact. The ALDA frequency of the lowest excitation
as computed by linear response from the ground-state is 0.480
a.u., while that computed from the period of oscillation in Fig.
is 0.553 a.u. (interestingly, closer to the exact value of 0.533
a.u.). Thus the violation of the resonance condition is evident,
since the approximation should give the same value whatever the
initial state is, but not so severe, and in this case, because the
violation brings the ALDA value closer to the exact value as com-
pared to that computed from the ground-state, the density dy-
namics is quite well-reproduced. We found that when we tried
to make more general superposition states, especially with two
excited states, ALDA dynamics was very poor due to the violation
of the resonance condition, with several frequencies appearing
in the ALDA dynamics instead of one, even when the occupation
numbers did not change much in time and the initial KS state is
chosen to have a similar configuration, or be identical with, the
true initial state.

1.0 | exact
ALDA —

t(a.u.)

Fig. 3 Time-dependent occupation numbers (upper panel) and exact
(black) and ALDA (purple) dipole moments (lower panel) for superposi-
tion state example.
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Fig. 4 Snapshots of the exact (black) and ALDA (purple) densities for the
superposition state example.

2.3 Laser-driven ground-state

Here we consider an example where we begin in the ground-state
of our 1D He atom and drive it with a non-perturbative non-
resonant electric field. The system begins weakly-correlated, in
contrast to the previous examples, as indicated by the largest oc-
cupation number beginning at 1.98, with the others all below
0.02. Unless otherwise stated, we choose the initial KS state as
identical to the physical state, which gives practically the same
dynamics as starting in a Slater determinant with the exact initial
density as the true state.

In Fig. |5} a field &(r) = 0.5sin(¢) is linearly ramped on over the
first 20 a.u. and then held constant. After some time there is
a significant change in the occupation numbers and large ampli-
tude dipole oscillations, yet the ALDA dipole plotted in this figure
appears to match the exact very closely. That the dipole paints a
much rosier picture than the truth is evident in the densities plot-
ted in Fig. [f] ALDA is very good at first, capturing the density-
oscillations and the details of the lobes evolving outwards accu-
rately. The system evolves very far from a ground-state during the
first 30 a.u. or so, and still ALDA is working well provided the ini-
tial KS state is a good one, meaning it captures the initial density
well. At later times, for example from 35 a.u. shown in the fig-
ure onwards, the ALDA propagation becomes significantly worse,
concomitant with the larger deviation of the dominant occupation
number A7 indicated in the figure. Note that the density becomes
increasingly oscillatory in the tails of both the exact and ALDA
densities as time evolves due to reflections from the hard-wall
boundaries at +40 a.u. This example also seems to answer our
question affirmatively: ALDA predicted a good density-dynamics
while the deviation of the occupation numbers remained within
about 0.5 of their initial value. The importance of having a good
initial state is clear, since when instead the LDA ground-state is
propagated, the density is considerably worse even at very short
times, as evident from the red curve in Fig.[6]

Journal Name, [year], [vol.], 1 |5
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10 20 30 40 50 60 70 80 90 100

Fig. 5 Time-dependent occupation numbers (top panel) and exact
(black) and ALDA (purple) dipole moments (lower panel) for 1D He
ground-state driven with &(¢) = 0.5sin(z) ramped on over 20 a.u.
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Fig. 6 Snapshots of the exact (black) and ALDA (purple) densities from
evolving the 1D He ground-state with &'(¢) = 0.5sin(r) ramped on over 20
a.u. The density evolving from the LDA ground state propagated using
ALDA is shown as the thin red line.
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2.4 Laser-driven excited-state

In our last example, we begin already far from a ground-state.
The same electric field as in the previous example drives the 1D
He atom now initially in its first excited state. In this case there
are two initial natural orbital occupations both within 0.003 of
1, so we start with a KS initial state that is in an excited state
configuration of a non-interacting system with the property that
the initial density reproduces that of the physical initial state. In
fact, taking ®(0) = ¥(0) gave us identical density-evolution. Sim-
ilar examples in the past1%33150 have shown that propagations
with an adiabatic approximation on an initial Slater determinant
choice for the KS system gives much poorer dynamics than when
the KS initial state is chosen with a similar configuration to that
of the true system, as discussed also for the scattering example
here earlier.

The resulting dipole dynamics is accurately captured by ALDA
however a look at the densities in Fig.[§]shows us that again, glob-
ally averaging over the density gives an overly positive picture
of the performance of ALDA. The densities show that although
the average behavior and density oscillations are well-captured
in ALDA before the occupation numbers deviate too far, the ALDA
density is missing details of the structure, such as the shoulders
in the exact densities seen in the top panels of Fig. At the
initial time, since the KS initial state is chosen to reproduce the
true density, these shoulders are there but ALDA rapidly broad-
ens them and washes them out, even by 5 a.u. Still, if we con-
sider locally averaging over this type of structure in the density,
ALDA does quite well even as far as about 25 a.u., after which the
largest deviation in the occupation numbers reaches about 0.3,
and locally-averaged ALDA develops a more significant error.

o or
o N
f
L

-
T
L

o
L

o
T
.

Fig. 7 Time-dependent occupation numbers (upper panel) and exact
(black) and ALDA (purple) dipole moments (lower panel) for laser-driven
excited-state example.

In summary, the four examples here illustrate that when the
natural occupation numbers remain close to their initial values,
ALDA evolution can yield a reasonably accurate density, while
errors grow in cases where the occupation numbers deviate sig-
nificantly from their initial values. It is important to note that
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Fig. 8 Snapshots of the exact (black) and ALDA (purple) densities for the
laser-driven excited state example. The largest deviation of the occupa-
tion number at each is indicated in each panel as An.
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the adiabatic approximation performed well even when the sys-
tem was far from any ground-state and key to this is the choice
of the KS initial state. We chose the KS initial state to have a con-
figuration very close to that of the true initial state in each case,
as earlier work had shown that if this is not the case, adiabatic
approximations work much less well; this is clear also from the
exact expression for vy.. In some cases globally averaged observ-
ables such as the dipole were accurate even when the occupation
numbers had great deviation. Beyond resorting to a justification
in terms of ALDA satisfying a number of exact conditions, this
cannot easily be explained from the exact expressions.

3 Density-Matrix Coupled xc Approxima-
tions

To go beyond the adiabatic approximation, Ref.®2 introduced
a class of approximations based on the exact decomposition,
Eqs. (I)-(3). The idea is to use an auxiliary 2RDM f, to ap-
proximate the two parts in the expression that are inaccessible
from a KS evolution, p; and nyc. As shown there, the KS equation
is considered to be coupled to the first equation of the BBGKY
hierarchy that gives an equation for the 1RDM: the 2RDM that
appears in this equation is approximated by the auxiliary p, as a
functional of the KS wavefunction ®(r) and the 1RDM resulting
from the BBGKY equation, p;(¢). At each time-step, the propaga-
tion of the BBGKY equation produces an output p;, which, when
inserted into Eq. and put together with Eq. using the xc
hole constructed from p,, gives a non-adiabatic approximation to
vy that satisfies exact conditions such as the zero-force theorem
and the harmonic potential theorem, and captures non-adiabatic
step features in the xc potential. The first BBGKY equation and
the KS equation should be solved self-consistently, exchanging in-
puts at each time-step, and it can be shown that such a scheme
ensures that propagation yields the same density in each.

For example, one can choose g, = p, s, an approximation we
denoted in Ref.22 as vfc, which results in the interaction compo-
nent vW. coinciding with v$. and a non-zero kinetic component.
Unfortunately, although this first DMxc approximation captured
the elusive non-adiabatic structures in model systems, after too
short a time the dynamics developed sharp structures that rapidly
self-amplified and killed the calculation. It was observed in that
work that if instead a Hartree-Fock (HF) driven calculation was
performed, where p, is taken to be the HF functional of p;, step
and peak structures appeared in the correlation potential in gen-
eral, and the dynamics remained stable. However as such a cal-
culation simply reproduces the HF density, it is not of practical
use. (In the special case of two electrons in KS state which is a
doubly-occupied spatial orbital, HF propagation would reduce to
exact-exchange, which is adiabatic and has no step structures if
the initial p;(0) is chosen to coincide with the KS 1RDM. Choos-
ing it to be the true p;(0) of the interacting system however does
generate step structure).

Still, the observation raises the possibility of using a “hybrid"
P2, which is a linear combination of p, and piF[p,] with the
hope that the HF component tames the instability. Here we test
this for the scattering problem discussed in Secs. [1| and We
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now denote the approximation where p, = p, 5 as vﬁé‘s, while we
define the hybrid approximation through

apys | ~

v pa = (1—a)py*[pi] +apas %)

with 0 < a < 1. For the scattering problem, Ref.2?/ had shown
that v£2° captures a peak/step-like increase behind the target that
develops when the incoming electron begins to meet the target
which plays an important role of delaying the transit of the in-
coming electron through the target so allowing more correlation
with the target. The ALDA, v$., and other adiabatic approxima-
tions studied in Ref.1% did not have this structure, with resulting
densities with larger tails on the other side of the target. But vﬁé‘s
continued only a short time beyond this, failing after about 12
a.u, before there is appreciable reflection.

In Fig. [0] we see that numerical stability is improved the more
the amount of pf'F[5] is included in the approximation; Vo5pas
that mixed 0.2 of HF propagated for 12.2 a.u. before the instabil-
ity killed it, vor ™ for 13.8 a.u., and vee?*® propagated until the
end of the simulation. At early times (first panel in the figure),
before there is much overlap between the incoming electron and
the target, the approximations with a larger q, i.e. larger fraction
of pas and less of plF[p;], do the best, with their xc potentials
also giving a better approximation to the exact for larger a. Ac-
tually at these early times, Ref. 1033 showed that v}, which com-
pletely neglects vI and approximates v/ by using the KS hole in
place of the true hole, also does almost perfectly, in contrast to
ALDA (and adiabatic exact exchange) which give densities that
are too spread. As the incoming electron’s density begins to over-
lap more with the target (second panel), the densities in the tar-
get region and also just behind it, are better approximated the
larger the fraction of p; g is included. At these times a crucial role
is played by the peak structure that develops early behind the tar-
get, as mentioned above. When HF dilutes the approximation,
this peak is subdued as evident in the plot of the potentials, and
the effect of the increased interaction time is diminished. How-
ever, the approximations that manage to survive for times long
enough to witness reflection, do not contain enough of p, s: their
dominantly HF nature is unable to capture the important persis-
tent step structure down to the right of the center of the target
(x = —10a.u.) that develops soon after 20 a.u. that is crucial to
reflect the electron back to the right and as a result, the reflection
result is not improved. Even though these approximations con-
tain a lot of structure, they rapidly vary in space and time such
that there is not a significant impact on the resulting dynamics (in
contrast to the persistent step down structure in the exact poten-
tial, see movie Supplementary information of Ref.10),

Thus, although the “hybrid" non-adiabatic approximation is
able to stabilize the calculation for longer times, and, if the frac-
tion of HF is not too large then non-adiabatic structures are cap-
tured, the fraction of HF needed to stabilize for long enough times
to witness reflection is too large compared to the p, ; component
such that non-adiabatic features get lost. Indeed, as we see on
the Fig. [0]at time ¢ = 22a.u. the density remaining at the target is
almost the same for vgfp >S5 ALDA, and HF, whereas the exact cal-
culation shows a smaller and more spread density, resulting from

8| Journal Name, [year], [vol.],1
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Fig. 9 Snapshots of the density and xc potential for exact (black solid),

ALDA (red dotted) and computed with the density-matrix coupled approx-
imations with different ratio of py; and pa[p;] from green to black: v?(’éz’s
(light green), vocPS (dark green), vaa?™S (light blue), vee>S (dark blue)

and {2* (black dotted). Insets at time ¢ = 5.00 a.u. and ¢ = 10.00 a.u. are

a zoom on the density in the regions with the largest differences.

reflection and an energy transfer between the target and the in-
coming wavepacket.

4 Coupling Constant Integrations

Finding an adequate approximation for vI is challenging, as evi-
dent from the above sections. Here we consider whether there is a
way to “hide" this kinetic contribution to correlation in a coupling-
constant integral, analogously to the adiabatic connection expres-
sion for the xc energy=®3? in ground-state DFT.

The notion of coupling-constant connection was introduced in
TDDFT in Ref4% where it was used to develop a perturbation
theory for vy.. Here instead we search for a coupling-constant in-
tegral expression which usurps vZ. We consider then the Hamil-
tonian

H* =T+ AW V(1) )

where the coupling-constant A is a parameter taking us from the
KS system at A = 0 to the true system at A = 1, while the density

n*(r,t) = n(r,t) for all values of A. We have

HMA (1) = i0,W* (1), nga (r,1) = n(r,1) )

with the initial state for each A, ¥(0), being freely chosen with
the only restriction that its initial density and initial first-time
derivative of its density is equal to that of the true wavefunc-
tion, ¥*=1(0) = W(0). Unlike in the ground-state case, due to
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Nayo) (T) = Mogyo) (7) =Ty (T)
A ‘flq;,(o) (T‘) = n‘P(O) (T‘) = ﬁtpl’(o) (T')

O P¥(0)

0 A

Fig. 10 Sketch of three different possible coupling-constant paths for the
time-dependent case. (See text)

the initial-state freedom there are an infinite number of possi-
ble coupling-constant paths for a given choice of KS initial state,
WA=0(0) = ®(0), as illustrated in the cartoon in Fig. The hope
is then to express

1

vxe[n:W(0), ®(0)](r,1) = /0 F(A)dA (10)
where the kinetic term no longer appears, but instead is usurped
by the coupling-constant integral. Different components of f(1)
will look completely for different coupling-constant paths, yet the
total integral will be the same. Here we do not discuss the ques-
tion of the existence of a given path in A, and simply assume that
the initial A-path can be propagated, remaining v-representable
and differentiable with respect to A at every time. We note this
freedom of the path in A is distinct from the freedom of choice of
the initial KS state, that is, for a given physical initial state ¥(0),
there are infinitely many possible initial KS states ®(0), each of
which gives a different vy.(r,7).

In the ground-state case, the adiabatic connection expression
for the xc energy eliminates the kinetic contribution by taking the
A-derivative of the expectation value of the energy, making use
of the Hellmann-Feynmann theorem, and then integrating A = 0
to 1. Here in the time-dependent case, we consider instead the
integral that follows from evaluating the Dirac action at A on the
solution to Eq. (9):

T
Ak = / dt' (W (¢ [idy — A (1)) = 0., 11
Jo
Computing the integrand of the left-hand-side of
/ A —A’l ARl _AR=0 (12)

eliminates the kinetic term in the Hamiltonian, and after some
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manipulations, we arrive at

1 T N
)= 5/0 dt’//drldrgw(rl,rz)nﬁc(rl,rg;t’)n(rl,t/)

T
/ dt’/dr/vxc(r/,t/)n(r/
0
d

/U ]dt+(<‘{”1(T)z(M\P’1( ) — J

A BRI\ 73
(W (0)] —ig7 ¥ <0)>>
(13)
where Uln] is the Hartree energy and the overline notation de-
notes the coupling-constant integral f= jo f(A)dA. Applying

now the functional derivative where 0 <t < T, to Eq.
yields

>5(x)

T
—/ dt//dr/fxc(r’.,t';r,t)n(r’,t')—vﬂ(r,t)
Jo .

vxe(nt) =

. (Snfm<<npx(r)|—iai‘Px(TD—<‘PA(0)|—"(98;L‘P*(0)>>

1 /T 6 —————
+ 5/0 dt///drld’?w(rla’?) {an}c(mrz;l/)} n(ry,t")

1 e
+ 5 /drzw(r,rz)nf}c(r,rz;t) 14

6lxc( t,)
on(nt)
kernel, measuring the response of the xc potential at time ¢’ to

a density perturbation at time 7. Given that 0 <7 < T and that v
is a causal function, there is a significant amount of cancellation
between the terms. Making use of causality and taking T =T,
we write

where fyc(¥,t';rt) = is a generalized linear response

f+
= [ ar [ar el inent ) = ()
t

vxe(nt) =

+ Jr%/a'rzw(r,rz)m+ on ?r ) (Fale Nii%q"l(m

1t 6 —
+ 5/; dt///drldrzw(rl,rz) {Wnﬁc(rhrz;t’) n(ry,t').
(15)

It may appear that by trying to avoid computing and approximat-
ing the challenging term v!, we have jumped from the frying pan
into the fire, with perhaps the hottest flames coming from the
terms involving the density-functional derivative of the coupling-
constant integral of the Berry-like wavefunction projection of the

A-derivative of the wavefunction.

In fact, considering the ground-state limit of this expression
sheds some light on this term. Returning momentarily to Eq. (3],
and taking W* (1) = e~E0 "p} with the eigenstate satisfying (T +
vA +/IW)‘{’§ = E&‘I—‘é, it is straightforward to compute

I (wurn—ﬁwr»—w i <0>>)
= (’)1:0 —E&:l = /dr’vxc(r/,t/)n(rﬂt') +U|[n] — Exc[n]
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which resolves the rather unusual appearance of the Hartree en-
ergy in Eq. (13), and Hartree potential in Eq. (15). Using the fact
that E}=" = Ty[n] + U[n] + Exc[n] + [ dr'vex (', )n(r,1') is the true
physical energy, and that E}=0 = Ty[n] + [ dr'vex(r' ¢ )n(r' 1) +
Jdr'va(r (' ,t') + [dr've(r,t)n(,¢') is the sum of the KS
eigenvalues, this retrieves the ground-state adiabatic connection
formula, Exc[n] = %f [dridraw(ry,r)nle(ri,r)n(r).

It can also be shown that in the general time-dependent case,
there is some cancellation between the Berry-like term and the
other terms in Eq. including the Hartree potential. The ques-
tion then is how to approximate this term and the others in or-
der to get a good practical approximation for vy.. What would
be most desirable is to somehow extract out adiabatic terms, and
approximate the rest. This term should not be considered in isola-
tion from the last two terms in Eq. (I5), since different coupling-
constant integration paths (see Fig. weigh the terms differ-
ently, yet their sum is the same.

This is but one possible coupling-constant formula. There are
other paths one could follow, for example considering the Dirac
action for a fixed potential as a functional of the density* or
making a coupling-constant path between the exact adiabatic ap-
proximation and the exact one, which would give a formula di-
rectly for the memory-dependent part of vk as a correction to
the adiabatic through coupling-constant integration. Future work
will also consider whether the scaling relations derived in Ref.42
could be used to approximately evaluate some of these terms.

5 Conclusions and Outlook

This paper has explored three different lines of functional devel-
opment in TDDFT: whether one can characterize the accuracy of
adiabatic TDDFT by considering how strongly the natural orbital
occupation numbers evolve in time, how one can use a decompo-
sition of the exact xc potential to develop density-matrix coupled
xc approximations, and an introduction of the idea of memory-
dependent functionals based on coupling-constant integration.

The first part paints a partially reassuring picture on the use of
adiabatic approximation, in that the range of validity of ALDA ap-
pears wider than weak perturbations of the ground-state. On the
other hand this seems to be limited to the cases where occupation
numbers do not change significantly during the dynamics which
can be hard to predict in practice. It should also be noted that
in some applications the external field dominates over xc effects
in driving the dynamics, and it could well be that in many appli-
cations on realistic systems where the occupation numbers vary
significantly and yet the adiabatic approximation works well, the
essential role of xc is to counter self-interaction in the Hartree
potential, sometimes even just at the ground-state level.

From our density-matrix coupled approximation we learned
that the structure of the force balance equations for the exact
potential, especially for v/, seem to naturally generate the non-
adiabatic features even when the exact 1RDM is replaced by a
relatively simple approximation. This gives us hope on the pos-
sible development of approximations based on this expression.
Also, even if the particular choices for the 1RDM explored here
led to a numerically unstable approach, the derivation of a linear-
response exchange-correlation kernel is still possible, and could
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provide useful insights. Moreover, linear-response calculations
should limit the possibility of numerical instabilities.

Of course, the perfect solution to the difficulty of modeling

ve

would be to get rid of this term altogether, using a coupling-

constant integration, as in the final part of this paper. While it is
not clear what and how approximations could be obtained from
the expression presented here, it opens up a new avenue for fu-
ture derivations of non-adiabatic functionals for TDDFT.
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