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The photophysics and photochemistry of DNA/RNA nucleobases have been extensively
investigated during the past two decades, both experimentally and theoretically. The ultra-
fast relaxation of the canonical nucleobases following photoexcitation is of significant inter-
est when it comes to understanding how nature has ensured their photostability. Here we
study the excited state dynamics of uracil which is a nucleobase found in RNA. Although
theory and experiment have shed a significant light in understanding the photoexcited
dynamics of uracil, there are still disagreements in the literature about specific details.
In order to examine how the dynamics is influenced by the underlying electronic struc-
ture theory, we have performed non-adiabatic excited state dynamics simulations of uracil
using on-the-fly trajectory surface hopping methodology on potential energy surfaces cal-
culated at different electronic structure theory levels (CASSCF, MRCIS, XMS-CASPT2,
TD-DFT). These simulations reveal that the dynamics are very sensitive to the underly-
ing electronic structure theory, with the multi-reference theory levels that include dynamic
correlation predicting that there is no trapping on the absorbing S2 state, in contrast with
predictions from lower level electronic structure results. The dynamics are instead gov-
erned by ultrafast decay to the ground state or trapping on the dark S1 state.
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1 Introduction

The photophysics and photochemistry of DNA and RNA nucleobases have been investi-
gated extensively in the past two decades, both experimentally and theoretically.1–6 Such
nucleobases can absorb light in the near UV region leading to creation of excited elec-
tronic states. If these nucleobases stay in their excited electronic state for long, they can
lead to formation of photoproducts which in turn can develop into carcinogenic photo-
lesions. However, chemical evolution has ensured their photostability via ultrafast relax-
ation though conical intersections (CIs), which is paramount to our survival. After pho-
toexcitation, these bases relax back to the ground state in an ultrafast and non-radiative
manner via CIs, whereas, the excess energy is redistributed amongst different degrees of
freedom in the gas phase and to the surrounding environment in the bulk as heat. Hence,
these excited states are short-lived which is evidenced by their low fluorescence quantum
yield.1,2,6

Here we investigate the non-adiabatic dynamics of uracil which is a pyrimidine nu-
cleobase found in RNA. A multitude of experimental and theoretical studies have been
performed on the photophysics of uracil to understand its ultrafast relaxation back to the
ground state.1–31 After electronic excitation to the bright S2 state of uracil, two pathways of
relaxation to the ground state have been found to play the most important role. There can
be a direct decay to the closed shell ground state from the ππ∗ state which goes through
two CI seams - the S2/S1 and the S1/S0 CI, without changing the initial ππ∗ state character.
The other is an indirect decay where population can get trapped on the dark nπ∗ S1 state
and decay later. Trapping on the S2 state,17,20–22,25 a transfer of population from the dark
nπ∗ state to a triplet state,28,31 and a deactivation through ring-opening mechanism has
also been proposed.25

The development of time-resolved femtosecond (fs) pump-probe spectroscopic tech-
niques has paved the way for investigating the mechanisms underlying photoexcited dy-
namics in nucleobases. Kang et al. reported the first pump-probe experiment on uracil.
They used a 267 nm laser to excite the molecules and a near infrared (IR) laser to ionize
(via multiphoton absorption) and found a mono-exponential decay with a 2.4 picoseconds
(ps) lifetime.9 Soon after, Ulrich et al. measured the time-resolved photoelectron spectrum
(TRPES) of uracil using a 250 nm pump and a 200 nm probe and were able to fit three
time-constants of <50 fs, 530 fs and 2.4 ps to the photoelectron decay.10 At the same time,
a dark state with a life-time of several nanoseconds has also been found in methylated
uracils and thymines by He et. al. and was explained by trapping in the dark nπ∗ state.11,12

Later Canuel et al. fitted decay times of 130 fs and 1.1 ps using a 267 nm excitation
wavelength and two photon ionization with a 400 nm probe pulse.13 Strong-field ioniza-
tion was also used as probe in conjunction with time-of-flight mass spectrometry (TOFMS)
(along with 262 nm pump laser) which produced two decay time-constants: 70-90 fs and
2.2-3.2 ps.16,17 TRPES measurements of uracil were carried out more recently by Yu et
al. using a 260 nm pump and a two-photon 295 nm probe to fit three decay constants
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of 170 fs, 2.4 ps and > 1 ns, where the > 1 ns time-constant was attributed to trapping
in the triplet states.30 Time-resolved photoion yield measurements were performed again
using a 260 nm pump with both strong-field and weak-field ionization (156 nm). The
strong-field multiphoton ionization yielded timescales of 65-80 fs and 2.5-3.0 ps, whereas,
the 156 nm vacuum UV probe produced timescales of 325-455 fs and 2.0-3.3 ps.29 Gha-
fur et al. also performed time-revolved photoion yield measurements using a laser-based
thermal desorption source (while exciting at a 267 nm) to fit time-constants of 200 fs and
3.0 ps.18 These time-resolved ultrafast spectroscopic studies have demonstrated that the
ultrafast relaxation process of uracil is a very complex one with multiple pathways ensuing
on different timescales. The timescales generated from the experimental studies are also
dependent on the resolution of the experiment. In spite of that, there is a commonality
between the experiments that most of them generate two particular time-constants: one
shorter time-constant of <200 fs and another longer one between 2.0-3.3 ps. However,
there are different interpretations of the source of these time-constants. Ultrafast studies
have also been done in solution, although the solvent may have a pronounced effect on the
dynamics as the different lifetimes detected indicate.7,8,14,15

Dynamics simulations to investigate photorelaxation mechanism of uracil have also
been performed using both ab initio multiple spawning (AIMS)20 and trajectory surface
hopping (TSH).21–28 All of these calculations have been carried out at theory levels such
as CASSCF, semiempirical OM2/MRCI and CPMD/BLYP, and most of them obtain a single
time-constant which corresponds to the intermediate timescale provided by Ulrich et al.10

Nonetheless, the mechanisms that they propose for deactivation are not the same. Nachti-
gallová et al. have found two time-constants for the decay: one in the intermediate range
and the other longer one.25 They have shown the presence of a population trapping on the
S2 state that contributes to the longer time-constant as has been proposed before.20–22 In
contrast to that, semiempirical OM2/MRCI simulation of Lan et. al and CASSCF simula-
tions of Fingerhut et al. show very little or no trapping on the S2 surface.23,26,27 Richter
et al. investigated the involvement of intersystem crossing on the dynamics at the CASSCF
level and were able to obtain the shorter and the longer timescales similar to most of the
experiments once they fitted the total S0+T1 yield of the simulation.28

As discussed before, even though these studies have elucidated a significant amount
of detail about the photodynamics of uracil, there are still disagreements in the literature
about specific details. The population trapping in the S1 minimum is universally accepted.
However, there has been a great deal of debate on whether population can get trapped
on the S2 state or not. This is because the height of the barrier on the S2 state calculated
using different electronic structure methods varies widely depending on the method. The
height of the barrier on S2 dictates how the dynamics play out. The calculated barrier
on S2 is higher when complete active space self-consistent field (CASSCF) method is em-
ployed compared to when higher level electronic structure methods such as multi-reference
configuration interaction (MRCI), multi-state complete active space second order pertur-
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bation theory (MS-CASPT2) and equation-of-motion coupled cluster method with singles
and doubles (EOM-CCSD) are used.17,19,32,33 At the CASSCF level, differences even in the
active space and basis set can produce a significant change in the calculated S2 barrier.
This is one of the reasons leading to different levels of S2 trapping in the earlier CASSCF
simulations.20,25–27

Here, in this study, we want to investigate how the dynamics are effected by the under-
lying electronic structure theory and if there is any trapping on the S2 state at higher levels
of theory than CASSCF. Hence, we perform non-adiabatic excited state dynamics simula-
tions of uracil using trajectory surface hopping (TSH) methodology on potential energy
surfaces (PES) calculated at CASSCF, MRCI with single excitations (MRCIS) and extended
MS-CASPT2 (XMS-CASPT2) levels to investigate the effect of dynamic correlation on the
relaxation of uracil. Dynamics are also carried out at the time dependent density functional
theory (TD-DFT) level for an overall comparison to the multi-reference ab initio electronic
structure theory levels. Since we are interested in the effects of electron correlation on the
dynamics, the active space and basis set are kept the same for all the multi-reference the-
ory levels. This study only considers the lowest three singlet states of uracil. Triplet states
can arguably be involved in the dynamics of uracil to some extent as shown by Richter
et al.,28 but we have not considered them here, as performing all these simulations with
both singlet and triplet states would be computationally prohibitive at the aforementioned
high-levels of theory, and also the intersystem crossing dynamics is not the focus of our
work.

2 Computational Methods

2.1 Electronic Structure Calculations

The ground state of the biologically relevant tautomer of uracil (shown in Figure 1(a)) was
optimized at density functional theory (DFT)34,35 level using the B3LYP36–39 functional and
6-31G(d)40 basis set using the Gaussian09 package.41 The frequencies were calculated at
the same level of theory to ensure that the optimized geometry is the desired minimum.
The multi-reference theory levels that we selected for our study are the CASSCF,42 MR-
CIS,43 and XMS-CASPT2.44–46 The active space employed was 12 electrons in 9 orbitals
and three states were averaged. The active space employed in this study which consists of
3 pairs of π and π∗ orbitals, both out-of-plane lone-pairs of the N atoms, and the in-plane
lone pair of O8, is shown in Figure 1(b). The MRCIS and XMS-CASPT2 calculations were
performed using the corresponding CASSCF reference wavefunction. In addition, for the
XMS-CASPT2 calculations, the single-state single-reference (SS-SR) contraction scheme47

and an imaginary shift of 0.2 a.u. (to avoid intruder states) were employed. The TD-
DFT48–50 level was also selected for an overall comparison with the multi-reference meth-
ods. Dunning type51 cc-pVDZ basis set was used for the multi-reference methods and Pople
type 6-31G(d) basis set was used for the TD-DFT method with a B3LYP functional. Vertical
excitation energies (VEE) and oscillator strengths were calculated at all levels of theory.
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Conical intersections between S2 and S1 state (CI21) were located for all levels of theory.
The S2 minimum (S2 min) and S2 transition state (S2 TS) were also located at CASSCF, MR-
CIS, TD-DFT levels. Linear interpolations in internal coordinates (LIIC) were performed
from the Franck-Condon (FC) point to CI21 for all the methods (including S2 min and
S2 TS, at CASSCF and MRCIS levels) to calculate the shape of the potential energy surface
(PES) at all levels of theory. All CASSCF and MRCIS calculations have been performed with
the Columbus 7.052–54 package, whilst the XMS-CASPT2 calculations have been performed
with the Bagel package.55,56 TD-DFT single point (SP) calculations were performed with
Gaussian09 package, while the CI21 optimizations were performed with QChem57 at the
TD-DFT level with Tamm-Dancoff approximation (TD-DFT/TDA). The CI21 optimizations
at TD-DFT/TDA level did not converge and hence, we had to select the geometries for
which the difference in energies between S2 and S1 were least (0.0068 eV for the ethylenic
CI and 0.0407 eV for the ring-opening CI). The ethylenic CI between S1 and S0 (CI10) has
also been optimized at the multi-reference levels.

(a)   

C4

C5

C6 C2
N1

N3

O8

O7

H12

H11

H9

H10 (b)

Fig. 1 (a) Uracil FC geometry with the conventional atom numbering which will be used throughout
the paper. (b) Active space used in this study comprising of 12 electrons in 9 orbitals.

2.2 Trajectory Surface Hopping Dynamics
Sampling was performed using a harmonic oscillator Wigner distribution in Newton-X
2.058,59 to generate initial conditions (nuclear coordinates and velocities) based on the op-
timized geometry and the normal modes from the B3LYP/6-31G(d) calculation, at 298 K.
500 initial conditions were generated for CASSCF and MRCIS levels, and 1000 initial con-
ditions for TD-DFT level. For XMS-CASPT2 level, the same 500 initial conditions as MRCIS
were selected. The S1 and S2 VEEs and oscillator strengths of uracil for the 500 geometries
were calculated at all three multi-reference levels of theory using the cc-pVDZ basis set with
an active space of 12 electrons in 9 orbitals. The S1 and S2 VEEs and oscillator strengths
for 1000 geometries of uracil were also calculated at the TD-DFT level using the B3LYP
functional and 6-31G(d) basis set. The vertical excitation energies and oscillator strengths
were used to calculate the absorption cross sections to simulate the first absorption band
of uracil for all methods. A Lorentzian line shape with a phenomenological broadening (δ)
value of 0.1 eV for TD-DFT and 0.2 eV for the multi-reference methods were employed.
The XMS-CASPT2 absorption spectrum was plotted using our in-house code SArCASM.60
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We performed non-adiabatic excited state dynamics simulations using TSH in Newton-
X on CASSCF(12,9)/cc-pVDZ, MRCIS/CAS(12,9)/cc-pVDZ, XMS-CASPT2/CAS(12,9)/cc-
pVDZ, and TD-DFT/B3LYP/6-31G(d) full dimensional potential energy surfaces.61–67 The
energy, gradients and couplings were calculated on-the-fly using the Columbus 7.0 (CASSCF
and MRCIS), Bagel (XMS-CASPT2), and Gaussian09 (TD-DFT) packages. The dynamics
for XMS-CASPT2 were performed using the updated version (2.2) of Newton-X68 which
includes the Bagel interface. The experimentally measured first absorption peak for uracil
in the gas phase is at 5.08 eV (244 nm).69 In pump-probe experiments, the pump pulse
bandwidth is typically much narrower than the absorption spectrum of the molecule. We
tried to mimic such a narrow pulse centered at 4.77 eV (260 nm), previously used in our
pump-probe experiments on uracil,29 which is 0.31 eV lower than the experimental max-
imum. Hence, 0.31 eV was subtracted from the peak of the theoretical spectrum at all
levels of theory to estimate the center of the pump pulse. The first absorption peaks were
calculated to be at 6.6, 5.9, 4.8 and 5.1 eV for CASSCF, MRCIS, XMS-CASPT2, and TD-
DFT levels, respectively. The excitation windows were 6.29 ± 0.15, 5.59 ± 0.15, 4.49 ±
0.15, and 4.79 ± 0.15 eV at the CASSCF, MRCIS, XMS-CASPT2 and TD-DFT levels, which
selected 71, 73, 55, and 100 initial conditions, respectively, for trajectory propagation.

At the FC geometry, S2 is the optically bright state for uracil at all levels of theory em-
ployed here. Hence, the trajectories were propagated starting from the S2 state for CASSCF,
MRCIS, and TD-DFT level for the selected initial conditions within the excitation window.
However, a very small geometrical displacement can switch the state ordering when the
excited states energies are in very close proximity to each other at the FC geometry. This is
the case at the XMS-CASPT2 level for the initial conditions selected, where 36 of them have
S1 as the bright state and the rest 19 have S2 as the bright state. Hence, 36 trajectories were
propagated starting from the S1 state and the rest from the S2 state, for the XMS-CASPT2
level.

The fewest switches surface hopping (FSSH)70 algorithm was used to take into account
non-adiabatic events among S2, S1, and S0 states. The FSSH algorithm was corrected for
decoherence effects using the approach of non-linear decay of mixing by Granucci et al.71,
keeping the parameter α = 0.1 hartree (recommended).72 The velocity Verlet algorithm
was employed to integrate Newton’s equations of motion with a time step of 0.5 fs and
the semiclassical time-dependent Schrödinger equation was integrated using fifth-order
Butcher’s algorithm with a time step of 0.025 fs. For all the multi-reference methods, in
order to conserve the total energy/momentum at a hop, the energy was rescaled along
the non-adiabatic coupling vector, whilst for TD-DFT, the energy has been rescaled along
the total velocity vector. In addition, the momentum direction was left unaltered when
a frustrated hop was encountered. A detailed discussion of how to deal with issues such
as decoherence, energy/momentum rescaling at a hop, frustrated hops etc. can be found
elsewhere.73,74 For the TD-DFT dynamics, the coupling between S1 and S0 is not prop-
erly calculated, which is why, there are no S1/S0 hops. Instead, the trajectories are stopped
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when the energy difference between S1 and S0 becomes < 0.2 eV. These are the only trajec-
tories, which can be considered to populate S0, at the TD-DFT level. The TSH simulations
were performed for 1000 fs at the CASSCF and TD-DFT level, 500 fs at the MRCIS level and
300 fs at XMS-CASPT2 level (MRCIS and XMS-CASPT2 being computationally expensive)
using XSEDEs computational resources75. Kinetic models to the populations were fitted us-
ing an auxiliary script available in SHARC 2.0 package.76 The TSH simulations with multi-
reference methods often lead to trajectories that crash or fail due to active space/energy
conservation failure. A discussion of how this has been dealt with for population analysis
has been provided in the Electronic Supplementary Information (ESI)†.

3 Results and Discussion

3.1 Vertical Excitation Energies and Oscillator Strengths

We report the vertical excitation energies and oscillator strengths of uracil at the FC ge-
ometry (optimized at B3LYP/6-31G(d) level) at all the four levels of theory that has been
employed for on-the-fly PES generation in dynamics, in Table 1. At all four levels of theory,
S1 is found to be a dark, noπ∗ state and S2, a bright, ππ∗ state, which has been established
before, in a multitude of studies.3,19,77–82 The bright S2 state with a value of 5.04 eV at the
XMS-CASPT2/CAS(12,9)/cc-pVDZ level is the closest to the experimental first absorption
peak. All other methods overestimate the energy of the bright state at the FC geometry,
especially the multi-reference methods CASSCF and MRCIS. The CASSCF method does not
include any treatment of dynamic electron correlation. It has the ability to only treat static
electron correlation and hence, typically overestimates the vertical excitation energies of
the neutral excited states by a substantial amount. Here, at CASSCF(12,9)/cc-pVDZ level,
the bright state is situated at 6.67 eV, overestimated by 1.59 eV compared to the experi-
mental value. As MRCIS method treats the dynamic correlation partially by including only
single excitations (from the active space only) amongst the CASSCF configuration state
functions (CSFs), it reduces the overestimation of energy to some extent, without being
able to recover the total correlation energy. Hence, MRCIS/CAS(12,9)/cc-pVDZ also over-
estimates the bright state (6.12 eV) energy, albeit not as much as CASSCF, but by 1.04 eV.
XMS-CASPT2, on the other hand, treats dynamical correlation by including second-order
perturbation. Compared to the multi-reference methods, TD-DFT method is quite differ-
ent. In TD-DFT, the exact form of the dynamic correlation is known, but the exact form of
exchange correlation is not available, and depends on the specific functional being used.
The B3LYP functional used here includes the exact Hartree-Fock (HF) exchange mixed
with 3 of Becke’s parameters to model the exchange part. TD-DFT/B3LYP/6-31G(d) level
only overestimates the bright state energy (5.31 eV) by 0.23 eV, performing better than
CASSCF and MRCIS levels. The best estimates of the vertical excitation energies of the
lowest two singlet states has been calculated to be 5.00 eV and 5.25 eV, using completely
renormalized EOM-CCSD with perturbative triples [CR-EOM-CCSD(T)] correction to ac-
count for dynamic correlation, coupled to an aug-cc-pVTZ basis set.77 MS-CASPT282 and
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SS-CASPT279,81 methods have also been found to produce the energies of the two lowest
singlet states, very close to the CR-EOM-CCSD(T) values, with MS-CASPT2/CAS(14,10)/6-
31G(d,p) estimating S1 and S2 energies as 4.93 and 5.18 eV, respectively.

Table 1 Vertical excitation energies and oscillator strengths (f) at different levels of theory. S1 is a
dark, nπ∗ state and S2 is the bright, ππ∗ state. The experimental first absorption peak value has
been taken from ref.69

Method E(S1)/eV (f) E(S2)/eV (f) ∆E/eV

CASSCF 5.04 (5.1e−4) 6.67 (0.40) 1.63
MRCIS 5.24 (1.9e−4) 6.12 (0.25) 0.88

XMS-CASPT2 4.86 (7.4e−5) 5.04 (0.27) 0.18
TD-DFT 4.67 (1.0e−4) 5.31 (0.12) 0.64

Expt. 5.08

Comparing all the methods employed in this study with the experimental peak and the
computational best estimates of the lowest singlet states, it is easy to assess that XMS-
CASPT2/CAS(12,9)/cc-pVDZ level has delivered better results in reproducing the energies
of S1 and S2 states at the FC geometry of uracil. The S1 - S2 energy gap (0.18 eV) for this
level of theory is also very similar to the computational best estimates (0.25 eV) mentioned
before, albeit slightly smaller than them. This could be an effect of using a small basis
set, since there is a possibility of strong basis set dependence. Nonetheless, XMS-CASPT2
with cc-pVDZ basis set agrees very well with the best estimates and it is not possible to
use a larger basis set for the dynamics due to the computational cost. The main goal
is to understand the effect of electron correlation or electronic structure methods on the
relaxation dynamics of uracil. Thus, the basis set has been kept the same for the multi-
reference methods.

3.2 Absorption Spectra
Figure 2 shows the normalized absorption spectra (specifically the first absorption band)
simulated at all levels of theory overlayed with the normalized experimental first absorp-
tion band. As can be seen from this figure, the first absorption peaks are at 6.6, 5.9, 4.8
and 5.1 eV at the CASSCF, MRCIS, XMS-CASPT2, and TD-DFT levels, respectively. The first
absorption peak is overestimated at the CASSCF and MRCIS levels by 1.8 and 1.1 eV, re-
spectively. This behavior is very typical of the aforementioned levels of theory as discussed
before in section 3.1. The absorption peak at the XMS-CASPT2 level is 0.28 eV red-shifted
from the experimental peak. The TD-DFT peak is almost overlapping with the experimen-
tal peak having a blue shift of only 0.02 eV. This is very intriguing since the VEE of S2

at the XMS-CASPT2 level was the closest to the absorption peak, and not the TD-DFT S2

energy. Comparing the S2 energies at the FC geometry from Table 1 to the first absorption
peaks at all levels of theory, it is easy to observe that the calculated absorption peak is red-
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Fig. 2 Normalized absorption spectrum (first absorption band) at CASSCF, MRCIS, XMS-CASPT2
and TD-DFT level overlayed with the experimental first absorption band taken from ref.69.

shifted compared to the calculated VEE of S2 at the FC geometry, which suggests that the
experimental absorption maximum may not correspond to the VEE of the bright S2 state
because of the FC factors. When the calculated absorption spectra at different levels of
theory are compared, TD-DFT performs better than all the multi-reference levels of theory,
being able to both predict the peak and the shape of the peak. Nonetheless, XMS-CASPT2
agrees better with the experimental absorption peak compared to the other multi-reference
methods.

A previous study suggested that the S3 excited state may contribute to the absorption
spectrum, although the degree of contribution was very sensitive to the level of theory.28

In this study we did not include the S3 state. Since the excitation of the pump laser we
are trying to simulate is on the red side of the spectrum (at 260 nm), we expect that the
contribution of the S3 state on the dynamics initiated with such excitation to be small.

3.3 Conical Intersections
Figure 3 shows all the minimum energy CIs that we have optimized. In case of the multi-
reference methods, we have only optimized the ethylenic CIs, since they are the most
crucial ones in our dynamics. For TD-DFT/TDA level, we localized the ethylenic and ring-
opening CI for the S2/S1 seam. We were not able to locate the ring-opening CI for the multi-
configurational multi-reference methods, since the active space employed in our study does
not comprise of any σ or σ∗ orbital along N3-C4 bond. A detailed discussion about all
the different CIs of uracil can be found elsewhere.25 By analyzing the time-evolution of
twist around the C5=C6 bond and pyramidalization at C5 in our simulations, which will
be discussed later in section 3.6, we have found that the ethylenic CIs dominate internal
conversion of uracil at earlier delays. Therefore, we mainly focus on the ethylenic CIs.

The ethylenic CI21 at the CASSCF and MRCIS levels are very similar. In both cases,
the C5=C6 and C4=O8 bonds stretch quite a lot (and C4-C5 contract as a result) along
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Fig. 3 Optimized CIs at the (a) CASSCF, (b) MRCIS, (c) XMS-CASPT2, and (d) TD-DFT/TDA
levels of theory. For further details about the structures and Cartesian coordinates, refer to the SI.

with a very similar twist of C5=C6 bond and a slight pyramidalization of C5. The XMS-
CASPT2 ethylenic CI21, on the other hand, has very small deviation from planarity and
is located very close to the FC geometry, since the energy gap between S2 and S1 is very
small at the FC region. The ethylenic CI10 is very distinct from the ethylenic CI21, since
it largely deviates from planarity. For all CASSCF, MRCIS, and XMS-CASPT2 levels, this
CI has a large twist around the C5=C6 bond and the C5 is substantially pyramidalized.
The ethylenic CI21 at the TD-DFT/TDA level is also quite close to the FC geometry like
the XMS-CASPT2 one, and also has the C5=C6 and C4=O8 bonds stretched compared to
the FC geometry. On the other hand, the ring-opening CI21 at the TD-DFT/TDA level has
a really elongated N3-C4 bond along with a stretched C5=C6 bond, while the C4=O8 is
not stretched. Information about other important internal coordinates and the energies of
these CIs can be found in the ESI.†

3.4 Investigation of the Barrier on the S2 Surface
There have been many studies that investigated the PES of uracil after photo-excitation
to the bright S2 state. It has been found that the S2 PES of uracil can be quite different
depending on the level of theory being employed. Previous results from the literature,
together with our current results are presented together in Table 2. Negative barriers
(negative barriers are obtained when a transition state geometry that has been optimized
at a lower level of theory is used to calculate the energy of the barrier at a higher level
of theory) mean the pathway is essentially barrierless. It can be seen from Table 2 that
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the barrier on S2 ranges from <0.02 to 0.88 eV. This has become a contentious topic since
the excited population on the S2 surface might decay faster or slower depending on the
size of the barrier. The size of the barrier on the S2 state typically decreases substantially
in going from CASSCF to higher level multi-reference and single reference theories. The
barrier changes significantly even when the state-averaging, active space, and basis set are
changed at the CASSCF level. It has been claimed that this barrier will be insignificant in
dynamics, given the amount of energy the system acquires during excitation.25 However,
there has been no dynamics study on uracil using a PES at a higher level of electronic
structure theory than CASSCF, to the best of our knowledge. As we will see later in section
5, the barrier definitely has a distinctive effect on the S2 decay. The barrier has also been
provided for the level of theories that we have used for our dynamics simulations. It can
be seen from Table 2 that MRCIS and XMS-CASPT2 have almost negligible barriers while
CASSCF does not. Hence, it is expected that a population trap on the S2 state will slow the
decay of that state for CASSCF method, while that will not occur for the other methods.

Table 2 Barrier on the S2 state of uracil at different levels of theory. These values are taken from
literature or calculated by us using 3 state averaging and cc-pVDZ basis set for the multi-reference
methods, and 6-31G(d) basis set for TD-DFT method. Negative barriers may be obtained when a
geometry that has been optimized at a lower level of theory (see Ref.17) is used to calculate the
barrier at a higher level of theory. Whenever the S2 TS was not optimized, we have indicated that
with an inequality to show that it is an upper bound for the barrier.

Method Barrier on S2/eV

SA-3-CASSCF(12,9)/6-311+G(d) ref.17 0.31
MRCI/CAS(12,9)/6-311+G(d) ref.17 -0.09

EOM-CCSD/6-311+G(d) ref.17 -0.13
SA-3-CASSCF(8,6)/6-31G(d) ref.20 0.26
SA-5-CASSCF(8,7)/6-31G(d) ref.20 0.88

SA-5-MSPT2/CAS(8,7)/6-31G(d) ref.20 0.17
MS-CASPT2(12,9)/DZP ref.33 <0.02

CASSCF(12,9) 0.16
MRCIS/CAS(12,9) 0.03

XMS-CASPT2/CAS(12,9) <0.02
TD-DFT/B3LYP <0.03

Figure 4 shows all the LIICs that have been performed to give a simple representation
of the PES of uracil on the S2 surface from FC geometry to S2/S1 ethylenic CI.

3.5 Dynamics
Figure 5 shows the normalized population dynamics of uracil for S2, S1 and S0 states at
all levels of theory. It is relatively easy to recognize that the dynamics is quite distinctive
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(a) (b) (c)

(d) (e)

Fig. 4 Linear Interpolation from FC to ethylenic CI21 at (a) CASSCF (b) MRCIS (c) XMS-CASPT2,
and (d) TD-DFT level. (e) represents LIIC to the ring-opening S2/S1 CI at TD-DFT level. In all the
panels, the red-solid line, the blue-dashed line and the green-dotted line represents the S0, S1 and
S2 states, respectively.

for each level of theory, especially for the multi-reference levels. The S2 state population
decays, completely, quite rapidly for MRCIS and XMS-CASPT2 levels, while ∼ 20% popu-
lation is still remaining in the S2 state at 1000 fs for CASSCF level. S2 decay at the TD-DFT
level is also quite fast, but not as rapid as the decays at the MRCIS and XMS-CASPT2 levels.
It is known that in uracil, as S2 decays, the population on the S1 surface either relaxes via
the ππ∗/closed shell pathway rapidly to reach the S1/S0 CI directly or gets trapped in the
dark nπ∗ state and relaxes to the ground state via the nπ∗/closed shell pathway. A signature
of this can be observed very clearly for the MRCIS and XMS-CASPT2 dynamics. In MRCIS
dynamics, the population on the S1 and S0 state both start to increase rapidly with S2 de-
cay, S1 more than S0. That rapid gain of population ceases somewhere between 100-150
fs, evidenced by the sudden change of the slope of the population on both surfaces, and
henceforth, S0 state gains population very slowly from the S1 state. A very similar situation
is visible for XMS-CASPT2 dynamics too. Only in this case, the population is on both S1

and S2 states, initially. Hence, the S1 state gains population rapidly from S2 and then starts
losing population to S0 rapidly till ∼ 150 fs. After 150 fs, the population exchange between
S1 and S0 becomes very slow. For both of these methods, the relaxation is dominated by
the ππ∗/closed shell pathway for the first ∼ 150 fs, and then the population gets trapped
on the dark S1 state. The MRCIS and XMS-CASPT2 dynamics show no trapping at all on
the S2 surface, as is expected from the barrier height on S2. However, in case of CASSCF
dynamics, the increase in the S0 population is very gradual, as is the decay in S2, for the
whole simulation window. This is probably due to trapping of a significant portion of the
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population on the S2 state, since there is a substantial barrier on S2 at the CASSCF level
on the way to the ethylenic CI21, compared to the higher level multi-reference methods.
As a consequence, the S2 decay becomes much slower at the CASSCF level. At the TD-DFT
level, population decay looks very similar to the MRCIS population decay i.e. it shows very
little to no evidence of S2 trapping. However, it is somewhat slower than MRCIS, but much
faster than CASSCF. Also, the decay of the S1 state after about 300 fs is much faster in case
of TD-DFT than MRCIS. Nonetheless, the TD-DFT dynamics pathway has been found to be
completely different than the multi-reference levels, since all the trajectories that are con-
sidered to be on the ground state, are there due to ring-opening via N3-C4 bond cleavage.
This will be discussed in detail later.
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Fig. 5 Normalized population dynamics for the lowest three singlet states (S2, S1 and S0) of uracil
at the (a) CASSCF, (b) MRCIS, (c) XMS-CASPT2, and (d) TD-DFT level.

We have fitted two types of kinetic models to the populations, and the results are all
provided in the ESI.† Since the kinetic models are problematic (other than the S2 fits), here
we only report the S2 lifetimes with a mono-exponential decay function (refer to consec-
utive fits in the ESI†). The lifetimes that were obtained for the S2 decay are 575.5, 66.0,
12.5, 129.0 fs at the CASSCF, MRCIS, XMS-CASPT2 and TD-DFT level, respectively. This
clearly demonstrates how rapid the population on S2 decays for MRCIS, XMS-CASPT2 and
TD-DFT levels, while the CASSCF S2 lifetime is almost 5 times larger than the slowest of
the former three methods, suggesting a substantial trap on the CASSCF S2 surface, as has
been predicted by the barrier calculations. Most of the experiments that have been per-
formed on uracil have found two timescales in the ultrafast regime: one of the order of
<200 fs and the other between 2-3.3 ps.9,13–18 Only Ulrich et al. have found an intermedi-
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ate timescale of 530 fs in addition to the aforementioned shorter and longer timescales.10

Some of the previous dynamics studies based on CPMD/BLYP, OM2/MRCI and CASSCF
PESs, have found one timescale in this intermediate range, for the decay of S2, similar
to our CASSCF S2 lifetime.21,23,25,27 In our calculation, none of the methods other than
CASSCF can recover the intermediate timescale. Rather, they all show a rapid S2 decay,
with a very short timescale, in accordance with the short timescale of most of the exper-
imental studies. This suggests that there is negligible or no trapping on the S2 surface at
the higher levels of theory.

As our kinetic model fits did not work well, especially for S0, we did not try to compare
the longer timescales generated by these fits to the experimental ones. Also, none of our
simulations windows go anywhere near the longer timescale, due to current computational
constraints. On top of that, there are only a few trajectories with S1/S0 hops after ∼ 150 fs
at the MRCIS and XMS-CASPT2 levels, and none of the hops represent an nπ∗/closed shell
CI seam. It would not be correct to model the fate of the population trapped on the nπ∗

state considering the aforementioned points.

3.6 Time-evolution of Internal Coordinates
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Fig. 6 Time-evolution of the twist around C5=C6 bond (dihedral angle H12-C5=C6-H11) at (a)
CASSCF, (b) MRCIS, and (c) XMS-CASPT2 level. The blue and the red dots represent the S2 →
S1 hops and S1 → S0 hops, respectively, along the trajectories.

Figure 6 shows the time-evolution of the twist around C5=C6 bond for all the multi-
reference methods, along with the S2 → S1 hops and S1 → S0 hops, for all trajectories.
This clearly demonstrates that the hops occur along the ethylenic CI seams (both for S2/S1

and S1/S0 seams) for most of the trajectories for all the multi-reference methods. The
values of the twist angle are shown in Figure 3 and ESI (Table 1)†, they are around 60o

for the S2/S1 (except XMS-CASOT2 which is 17o), and they increase to 110-120o at the
S1/S0 CI. Figure 6 shows the hops occuring around these values, especially the S1/S0 hops.
This figure also goes on to show the clear demarcation between the two different seams:
S2/S1 and S1/S0. In spite of relaxing through the ethylenic CIs, the two seams are quite
different which has also been discussed in the previous section. The S2/S1 CI has a smaller
ethylenic twist compared to the S1/S0 CI at all levels of theory, especially, XMS-CASPT2
level. The distinction between the two seams is also more prominent for the XMS-CASPT2
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level of theory, since the S2/S1 CI has a very small twist and all the S2/S1 hops are quite
localized around that CI in a range of 0-50◦, whilst the S1/S0 hops have twists larger than
80◦. Although the distinction is also fairly clear in case of CASSCF and MRCIS dynamics,
the range of the S2/S1 twist is not as localized for these levels as XMS-CASPT2, having
a range between 0-90◦. There are a few S1/S0 hops which are visible for mainly MRCIS
level, which are further away from the ethylenic S1/S0 CI seam and have small twist values.
These are the few trajectories in MRCIS method that relax through the N3-C4 ring-opening
coordinate. C5=C6 twisting itself is not enough to reach CI. Pyramidalization of one of
the carbons is also necessary and in this case, C5 pyramidalizes to facilitate the process.
Similar plots like Figure 6 are provided for C5 and C6 pyramidalization in the SI that show
how distinct the S2/S1 and S1/S0 seams are in case of C5 pyramidalization, and not for C6
pyramidalization.
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Fig. 7 Time-evolution of N3-C4 bond to show ring-opening pathway at (a) CASSCF, (b) MRCIS,
(c) XMS-CASPT2, and (d) TD-DFT level.

Figure 7 shows the time-evolution of N3-C4 bond for all the methods. This figure
demonstrates clearly the contribution of the ring-opening coordinate in the relaxation pro-
cess. Although this pathway has been found to contribute in earlier dynamics studies with
CASSCF PES,25,28 we have not found any evidence of this pathway in our CASSCF dynam-
ics. However there is evidence of this pathway in all other methods, albeit to a very small
extent in MRCIS and XMS-CASPT2. In MRCIS dynamics, there are four trajectories where
the S1/S0 hops occur on the elongated N3-C4 bond. However, only 3 of them actually go
through the bond breaking process. This is visible in the Figure 7b) quite clearly. Although
we do not see any hops through the ring-opening coordinate in XMS-CASPT2 dynamics,
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we do see a few trajectories where the N3-C4 bond elongates and the trajectories fail due
to active space deterioration. No S2/S1 hops exist on the elongated N3-C4 coordinate for
the multi-reference electronic structure methods. Nonetheless, this completely changes in
case of the TD-DFT dynamics. The N3-C4 bond elongates for a lot of trajectories in this
case. Actually, all the trajectories that are considered to be on the ground state relax via
the N3-C4 bond elongation process. We can also see that the S2/S1 hops are also located on
the elongated N3-C4 bond, in case of TD-DFT dynamics. This has very serious implications
because this would mean that a huge portion of trajectories go through a photochemical
reaction, instead of coming back to the ground state of uracil, which would mean uracil
is not photostable. There has been an experimental study where the authors observed
ring opening after UV irradiation of nucleosides in DNA only.83 Even then, the isocyanates
(R–N=C=O) detected cannot form directly from the N3–C4 bond cleavage. More recently,
Ghafur et al. used their newly built ultra-high vacuum spectrometer incorporating a laser-
based thermal desorption source and performed time-resolved ion-yield measurements for
uracil, exciting at 267 nm, which provided no evidence for the appearance of the fragment
with mass/charge ratio of 84 (which has, previously, been interpreted as a signature of
a ring-opening process in ultraviolet nanosecond laser excitation at wavelengths ≤ 232
nm)84 within the first few hundred picoseconds following excitation.18

The other motions that are important during the relaxation process are the stretching
and contracting of some of the important bonds of uracil. Specifically, we investigated
the C5=C6 and C4=C8 bonds, both of which are stretched at the S2 min and the S1 min,
compared to the FC geometry. The stretching of the C4=O8 bond has also been used in
ultrafast X-ray Auger probing of the photoexcited dynamics of DNA pyrimidine nucleobase
thymine (which has a methyl group instead of a H at C5 for uracil) to demonstrate that
the initially excited ππ∗ state relaxes to the dark nπ∗ state within 200 fs.85 More recently,
near-edge soft X-ray absorption spectroscopy has been employed at the oxygen K-edge to
show that this internal conversion takes place in 60 ± 30 fs in thymine.86 Transient X-
ray absorption spectral fingerprints have also been computed to show the involvement of
dark noπ∗ state during photodynamics of uracil using C, N and O K-edge.87 We included
a discussion about the time-evolution of the ensemble average of the C5=C6 and C4=O8
bonds, for all the multi-reference methods, in the ESI†.

Both Figure 6 and 7 also give us temporal information about the hops which can be
corroborated with the population plots. For MRCIS and XMS-CASPT2, it is clear that most
of the S1/S0 hops occur before ∼ 150 fs. This explains the rapid rise in the S0 population in
both levels of theory before 150 fs. There are always multiple hops back and forth between
S2 and S1, which makes things more complicated. But, most of the S2/S1 hops also occur
before 100 fs for MRCIS and 50 fs for XMS-CASPT2, which explains the rapid increase of
S1, too, between 0-100 fs and 0-50 fs, for MRCIS and XMS-CASPT2, respectively. This is
also an evidence that there is almost negligible population trap on the S2 state for MRCIS
and XMS-CASPT2 dynamics. After 150 fs, the population mostly gets trapped in the dark
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nπ∗ state and very few S1/S0 hops occur during the simulations window, which is evidenced
by the gradual rise of S0 population and gradual decay of S1 population after 150 fs, for
both MRCIS and XMS-CASPT2. However, the same cannot be observed for CASSCF, where
the hops are quite uniformly distributed between 0-1000 fs. This explains the gradual rise
of S1 (and later decay) and S0 population for the CASSCF dynamics and is also an evidence
of a population trap on both the S2 and S1 state.

4 Conclusion

In this study, we have performed non-adiabatic excited state dynamics simulations of uracil
at different electronic structure theory levels to understand how the dynamics are influ-
enced by electron correlation (especially, dynamic electron correlation), and to gain an
insight into the much debated population trapping on the S2 state. Our results suggest
that there is no trapping of population on the S2 state at higher-level multi-reference meth-
ods (MRCIS and XMS-CASPT2) and at TD-DFT/B3LYP level, whereas there is substantial
trapping of population on the S2 state at the CASSCF level, as is suggested by the size of
the barrier on S2 at different levels of theory. TD-DFT/B3LYP, however, can not treat ex-
change correlation and static correlation properly, and the dynamics, in this case, rather,
proceed via a ring-opening pathway which would create photochemical products. There
has not been any convincing evidence of this pathway experimentally, and this pathway is
only observed in very few trajectories at the MRCIS level. Theoretically, including dynamic
correlation (in addition to static correlation) of electrons is very significant in modelling
accurate PESs. Hence, these results indicate that decay from S2 occurs very fast with-
out substantial trapping. Experimental probes that clearly distinguish between the S1 and
S2 signals will be very helpful in unequivocally demonstrating this process. Theoretically,
longer timescale simulations in-conjunction with machine learning based PESs at the afore-
mentioned higher levels of theory could be pursued in future to investigate the fate of the
trapped nπ∗ population and the source of the longer experimental timescale in the ultrafast
regime.
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