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Abstract

Plasmons have been widely studied over the past several decades because of their ability to 

strongly absorb light and localize its electric field on the nanoscale, leading to applications in 

spectroscopy, biosensing, and solar energy storage. In a classical electrodynamics framework, a 

plasmon is defined as a collective, coherent oscillation of the conduction electrons of the 

material. In recent years, it has been shown experimentally that noble metal nanoclusters as small 

as a few nm can support plasmons. This work has led to numerous attempts to identify plasmons 

from a quantum mechanical perspective, including many overlapping and sometimes conflicting 

criteria for plasmons. Here, we shed light on the definitions of plasmons. We start with a brief 

overview of the well-established classical electrodynamics definition of a plasmon. We then turn 

to the experimental features used to determine whether a particular system is plasmonic, 

connecting the experimental results to the corresponding features of the classical 

electrodynamics description. The core of this article explains the many quantum mechanical 

criteria for plasmons. We explore the common features that these criteria share and explain how 

these features relate to the classical electrodynamics and experimental definitions. This 

comparison shows where more work is needed to expand and refine the quantum mechanical 

definitions of plasmons.

Page 2 of 56Materials Horizons



3

1. Introduction

Since Michael Faraday discovered in 1856 that solutions of colloidal gold nanoparticles have a 

bright red color,1 the optical properties of metal nanostructures have fascinated scientists. The 

origins of the unique optical properties resulting from the quantized oscillations of a free electron 

gas (plasma) were proposed by Pines and Bohm in the early 1950s2–4 and became known as 

plasmons (or plasmon resonances). Plasmons have been widely studied over the past several 

decades because of their ability to strongly absorb light and localize its electric field on the 

nanoscale,5–7 leading to applications in spectroscopy,8–11 biosensing,11–13 and solar energy 

conversion.14–18 Although the noble metals gold and silver have been the most widely studied for 

their plasmonic properties, the field of plasmonics has expanded to encompass a broad range of 

materials, including other metals like magnesium and aluminum,19,20 doped semiconductors,21,22 

and organic materials like graphene.23,24

Much of the research in plasmonics has focused on nanoparticles and nanostructures on the order 

of tens to hundreds of nm, which have been widely modeled using classical electrodynamics.25,26 

In recent years, there has been great interest in the emergence of plasmonic properties in noble 

metal nanoclusters on the scale of ~1-3 nm, or ~10-500 metal atoms.27–31 New synthetic 

techniques have made it possible to synthesize hundreds of unique nanoclusters with atomically 

precise structures similar to those of molecules,27,32–35 and many of these nanoclusters have been 

characterized using techniques like x-ray crystallography.36–38 Because the structures are 

atomically precise, the observed optical properties and excited-state dynamics reflect the 

individual properties of one specific structure, instead of being averaged over a distribution of 
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similar structures with slightly different properties. Many of these nanoclusters are also small 

enough to study using quantum mechanical models, giving detailed insight into their 

properties.39–41 As these developments have converged, there have been many distinct but 

overlapping definitions proposed for how to identify plasmons within a quantum mechanical 

framework,42–49 which has led to confusion in the field.

The purpose of this Focus Article is to shed light on the definitions and key features of plasmons 

within three different frameworks: (1) classical electrodynamics, (2) experimental spectroscopic 

characterization, and (3) quantum mechanics. The classical electrodynamics and quantum 

mechanical frameworks are usually explained using different terminology; for readers who are 

new to the field, a brief overview of the connections between these two sets of terminology is 

included in the Appendix. We start with a brief overview of the classical electrodynamics view 

of plasmons. We then turn to the experimental spectroscopic features that are used to determine 

whether a particular system is plasmonic, focusing on connecting the experimental results to the 

corresponding features of the classical electrodynamics description. The remainder of this Focus 

Article will explain approaches to identify plasmons in a quantum mechanical context. Since 

there are many overlapping definitions of plasmons within a quantum mechanical framework, 

this section will go into the most depth, and will focus on exploring the common features that 

these definitions share and explaining how these features relate to the classical electrodynamics 

and experimental definitions. This comparison will show where more work needs to be done to 

expand and refine the quantum mechanical definitions of plasmons. Because plasmonics is a 

broad field, the scope of this article is deliberately limited to noble metals and to dipolar 

plasmons, though many of the concepts are straightforward to extend.
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2. Classical Electrodynamics View of Plasmons

The description of plasmons from a classical electrodynamics perspective is well established, 

and many previous reviews have gone into extensive detail.26,50–52 Since the main goal of this 

Focus Article is to connect the classical, experimental, and quantum mechanical descriptions, we 

focus here on highlighting the features of the classical model that are most important to 

understanding the experimental and quantum mechanical descriptions in the later sections. 

Because metals have no band gap, the conduction electrons can travel freely throughout the 

metal in response to an electric field, leading to their high electrical conductivity. These 

conduction electrons can be thought of as being analogous to a plasma, or a free electron gas. 

The electrons in this plasma can only oscillate at certain quantized frequencies; these quantized 

oscillations are called plasmons. 

The frequencies of these plasmonic oscillations are related to the dielectric constant of the metal, 

which can be derived from the Drude model.51,53,54 Within the Drude model, the nuclei are fixed, 

and the conduction electrons are treated as classical particles that move in response to their 

interactions with the time-dependent electric field  and with other electrons. The electrons 𝐸(𝑡)

follow the equation of motion

(1)𝒎𝒆
𝒅𝟐〈𝒓〉

𝒅𝒕𝟐 + 𝒎𝒆𝜸
𝒅〈𝒓〉
𝒅𝒕 = ―𝒆𝑬(𝒕)

where  is the average electron position,  is the electron mass,  is the elementary charge, 〈𝑟〉 𝑚𝑒 𝑒

and  is a material-specific damping term related to electron-electron repulsion that is sometimes 𝛾
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referred to as friction. The first term is mass × acceleration, and the term on the right side is the 

force on the electron. 

Since plasmons are related to electron oscillations, we will focus on oscillating electric fields that 

correspond to the electric field of light with frequency , such that . Under this 𝜔 𝐸(𝑡) = 𝐸0e ―i𝜔𝑡

electric field, the average electron position will oscillate with the same frequency, such that 

. Plugging these two equations into the equation of motion, we obtain〈𝑟(𝑡)〉 = 〈𝑟0〉e ―i𝜔𝑡

 (2)𝑚( ― 𝜔2 ― 𝑖𝜔𝛾)〈𝑟0〉𝑒 ―𝑖𝜔𝑡 = ―𝑒𝐸0𝑒 ―𝑖𝜔𝑡

Solving for the electron position,

 (3)〈𝑟0〉 =
𝑒

𝑚(𝜔2 + i𝜔𝛾)𝐸0

The macroscopic polarization of the metal is , where  is the number of 𝑃0 = ―𝑁𝑒〈𝑟0〉 𝑁

conduction electrons per unit volume. Thus, the polarization in response to the electric field is:

 (4)𝑃0 = ―
𝑁𝑒2

𝑚(𝜔2 + i𝜔𝛾)𝐸0

The polarization is also related to the frequency-dependent dielectric constant , which is the 𝜀(𝜔)

ratio of the permittivity of the material to the permittivity of free space :𝜀0

 (5)𝑃0 = 𝜀0(𝜀(𝜔) ― 1)𝐸0

Combining with the polarization from the Drude model, the dielectric constant is

 (6)𝜀(𝜔) = 1 ―
𝑁𝑒2

𝜀0𝑚(𝜔2 + i𝜔𝛾) = 1 ―
𝜔2

𝑝

𝜔2 + i𝜔𝛾

where  is the plasma frequency, which is an inherent material property. Most metals 𝜔𝑝 =
𝑁𝑒2

𝜀0𝑚

have plasma frequencies in the ultraviolet.
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The dielectric constant can be related to the optical properties of the material via the refractive 

index . The phase velocity of light through a material , where  is the speed of light 𝑛 = 𝜀 𝑣 =
𝑐
𝑛 𝑐

in a vacuum. Most non-metals have refractive indices > 1, indicating that light travels more 

slowly through the material than through vacuum. In metals, there are three ranges of frequencies 

of light that are important: 

1. : In this regime (which includes the visible range for most metals),  and 𝜔 < 𝜔𝑝 Re(𝜀) < 0

 is imaginary. The electric field light decays exponentially inside the metal, so the metal 𝑛

reflects light. 

2. : In this regime,  and , and the metal is transparent. This 𝜔 > 𝜔𝑝 0 < Re(𝜀) < 1 0 < 𝑛 < 1

transparency is seen experimentally within the UV for alkali metals.55 Although the phase 

velocity of light through the material is larger than , the phase of light does not carry 𝑐

information, so this does not violate relativity.

3. : At this frequency,  and . The phase velocity is infinite, which 𝜔 = 𝜔𝑝 Re(𝜀) = 0 𝑛 = 0

means that the electrons oscillate in phase throughout the material, resulting in a 

plasmon. At the same frequency,  is positive and relatively large, indicating strong Im(𝜀)

absorption. 

Because the Drude model only includes the conduction electrons, it neglects interband 

transitions, which have a positive contribution to both the real and imaginary parts of  that can 𝜀

be added as an empirical correction:

 (7)𝜀(𝜔) = 1 + 𝜀𝑖𝑏(𝜔) ―
𝜔2

𝑝

𝜔2 + i𝜔𝛾
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The interband contributions are significant above 2.4 eV for gold and 3.9 eV for silver.52 

Because the interband transitions are light-absorbing, noble metals are not transparent at 

frequencies above , unlike the alkali metals. 𝜔𝑝

To this point, we have focused on the optical response of bulk metals, leading to quantized 

oscillations in the bulk metal known as bulk plasmons. Plasmons may also occur at an extended 

interface between a metal and another material, referred to as surface plasmons. For this article, 

we are most interested in plasmons in discrete metal nanoparticles or nanoclusters, known as 

localized surface plasmons (or localized surface plasmon resonances, LSPRs). The finite size of 

the nanoparticle will affect the frequency at which the localized surface plasmon is observed. 

The optical response of spherical nanoparticles can be computed using Mie theory,51,52,56 which 

is an analytical solution to Maxwell’s equations. For most non-spherical nanostructures, 

Maxwell’s equations must be solved using numerical techniques.25,57,58 Because we are interested 

in nanoparticles and nanoclusters that are much smaller than the wavelength of light, we can 

approximate that the electric field of light is uniform across the entire nanoparticle (quasistatic 

approximation), which simplifies the equations. The displacement of the electrons in response to 

the electric field of light creates an instantaneous buildup of electrons on one side of the 

nanoparticle and depletion of electrons on the other side (Figure 14d), creating an internal 

electric field with magnitude

 (8)𝐸𝑖 = 𝐸0
3𝜀𝑚

𝜀 + 2𝜀𝑚

where  is the dielectric constant of the medium surrounding the nanoparticle, which is 𝜀𝑚

typically real, positive, and relatively constant with frequency. Since the internal electric field is 
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proportional to the magnitude of the electron oscillation, the resonant oscillation frequencies are 

the frequencies where  is maximized, which occurs when  is minimized. Thus, a 𝐸𝑖 |𝜀 + 2𝜀𝑚|

negative  is necessary for a spherical nanoparticle to support plasmons. In the limit of small Re(𝜀)

, the plasmon in spherical nanoparticles occurs at the frequency where . Im(𝜀) Re(𝜀) = ―2𝜀𝑚

Plugging in the dielectric constant from the Drude model and solving for frequency, the plasmon 

is at the frequency 

 (9)𝜔 =
𝜔𝑝

1 + 2𝜀𝑚
=

𝑁𝑒2

𝜀0𝑚(1 + 2𝜀𝑚)

When a localized surface plasmon is excited, the collective oscillation of the electrons induces a 

large instantaneous buildup of electrons on one side of the nanoparticle and an instantaneous 

depletion of electrons from the other side. Because the electrons oscillate in phase with the 

applied electric field, this results in a large local electric field that effectively enhances the 

electric field of light. The magnitude of this enhancement can be on the order of 50 times the 

electric field of light at the surface of spherical nanoparticles and decays quickly in the few nm 

beyond the surface of the nanoparticle.26 Various surface-enhanced spectroscopies rely on this 

large electric-field enhancement.11,59–62 

The key result from these electrodynamics models is that metal nanoparticles have strong 

plasmon resonances that result from an oscillation of the conduction electrons. This oscillation is 

collective among all the conduction electrons and is coherent, meaning that the electrons are 

oscillating in the same direction at the same time. The strong oscillation of the electrons is also 

associated with strong absorption of light at the resonant frequency. 
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3. Experimental View of Plasmons

In the past several decades, new synthetic approaches have produced hundreds of distinct 

atomically precise noble metal nanoclusters coated with a ligand shell, ranging in size from tens 

to hundreds of metal atoms.27,32–35 Depending on the size, shape, metal composition, and ligands, 

these nanoclusters may exhibit either plasmonic or excitonic properties. Spectroscopic studies 

have shown that there are features that distinguish plasmonic from excitonic behavior in two 

main areas: (1) the instantaneous optical properties and (2) the dynamics following absorption. 

This section does not cover every experimental distinction between plasmonic and excitonic 

systems, which have been reviewed more extensively elsewhere.63–66 Instead, we focus on two 

main goals: (1) relating the key features that are seen experimentally to their classical 

electrodynamics explanation, and (2) laying the necessary groundwork so that it is clear in the 

next section what similarities and differences exist between the properties used experimentally 

vs. in quantum mechanical models to distinguish between plasmonic and excitonic behavior.

The first distinguishing feature of plasmonic behavior is the absorption spectrum, reflecting the 

instantaneous response of the nanocluster to light. As seen from the classical electrodynamics 

model, because plasmons are collective oscillations, a (nearly) spherical plasmonic nanocluster 

should have only one peak in its absorption spectrum, as seen for 22 nm Au nanoparticles in 

Figure 1a. In contrast, excitonic nanoclusters may have several or many absorption peaks 

involving transitions between different molecular orbitals, such as that of the Au6(PPh3)6
2+ 

nanocluster in Figure 1b. In larger nanoclusters, the transition from an excitonic multi-peaked 

absorption spectrum to a single-peaked plasmonic absorption spectrum is visible as the 
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nanocluster size increases from Au246(SR)80 to Au279(SR)84,30 though overlap of the intraband 

and intraband transitions somewhat obscures the intraband absorption peaks (Figure 1c). 

Figure 1. Absorption spectra of (a) plasmonic 22 nm Au spherical nanoparticles (adapted 
from ref. 67), (b) excitonic Au6(PPh3)6

2+ nanoclusters (adapted from ref. 68), (c) Au246(SR)80 
and Au279(SR)84 nanoclusters showing a transition from excitonic to plasmonic behavior 

(adapted from ref. 30).

Several spectroscopic techniques that probe the dynamics following absorption also reveal 

differences between excitonic and plasmonic behavior. To understand the reasons for these 

differences, we must first examine the typical decay processes. When plasmonic metal 

nanoparticles absorb light, the initially coherent plasmon dephases into individual hot charge 

carriers (hot electrons and hot holes) within a few femtoseconds (Figure 2).69–71 The initial 

distribution of hot carriers is relatively uniform over a broad range of energies.72–74 Because the 

electron-electron scattering rate is higher for charge carriers farther from the Fermi energy, the 
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higher-energy charge carriers lose energy more quickly than the lower-energy carriers.75–77 This 

scattering transforms the initial non-thermal hot carrier distribution into a thermal distribution 

within a few hundred femtoseconds, in a process called thermalization.78–80 On the scale of a few 

ps, the hot carriers relax, and the excess energy is transferred into phonons.74,81–83 

Figure 2. Schematic of non-radiative plasmon decay processes, including dephasing into 
hot electrons and holes on the order of 10 fs, thermalization of hot carriers within 100-500 

fs, and relaxations of hot carriers into phonons within 1-10 ps.

In contrast, the decay of excitonic systems depends on the specific electronic excited states in the 

nanocluster. In the prototypical Au nanocluster Au25(SR)18
-, three distinct decay time scales have 

been measured,84 though the details of the decay depend on the exact ligand structure, the 

excitation energy, and other experimental factors.27 First, the hot carriers within the metal core 

relax within several hundred fs.84–86 This is followed by transfer of energy from the metal core to 

states with ligand-to-metal charge-transfer character within a few ps84 and relaxation to 

vibrational modes on the order of 50-200 ns.84,87 These time scales are several orders of 

magnitude larger than for similar decay processes in plasmonic systems. Unlike in typical 

plasmonic systems, higher-energy excited states in excitonic nanoclusters may have longer 

lifetimes than the low-energy excited states of the same nanocluster.85 Because there are discrete 
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excited states, decay from one state to another occurs on a distinctive time scale, and that time 

scale varies between different nanocluster isomers88 or sizes.89

Because of the differences in the excited-state dynamics, plasmonic and excitonic noble metal 

nanoclusters have distinct emission mechanisms and time scales.63,90 Both classes of nanoclusters 

typically have two emissive transitions: a short-lived visible emission attributed to the decay of 

an excitation in the nanocluster core, and a longer-lived near-infrared emission attributed to 

ligand states.36,85,91 For the shorter-lived visible emission, plasmonic gold nanoparticle have 

fluorescence lifetimes < 50 fs, which is faster than can be resolved experimentally; this rapid 

decay reflects the fast dephasing and thermalization processes (Figure 3a). In contrast, excitonic 

gold nanoclusters have visible fluorescence time scales on the order of 250-350 fs, reflecting the 

slower decay from the initial excited states into ligand states.90 
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Figure 3. (a) Fluorescence lifetimes of gold nanoclusters of various sizes, showing a 
transition from long excitonic lifetimes to short plasmonic lifetimes; adapted from ref. 90. 
(b) Electron-phonon coupling time scales extracted from transient absorption data for the 

excitonic Au246(SR)80 and the plasmonic Au279(SR)84; adapted from ref. 30.

The differences in the decay processes of excitonic and plasmonic gold nanoclusters can also be 

observed in differences in the pump-power dependence of their decay time scales, as observed 

by various time-resolved spectroscopic techniques.85,92–96 For plasmonic nanoclusters and 

nanoparticles, the time scale of the relaxation of electronic energy into phonons depends on the 

intensity of the pump laser used to excite the system: because a high pump power can cause one 
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nanoparticle to absorb multiple photons, the initial hot carriers have a higher effective 

temperature, and these higher-energy hot carriers decay more quickly. In contrast, in excitonic 

nanoclusters, the relaxation time scale is independent of the pump power because the excitation 

and decay processes involve discrete excited states that decay with their own distinctive time 

scales. In thiol-protected Au nanoclusters, a sharp transition from excitonic to plasmonic 

dynamics is seen as the size increases from Au246(SR)80 to Au279(SR)84 (Figure 3b).30 However, 

the transition from excitonic to plasmonic behavior is not simply a function of nanocluster size: 

the smaller nanocluster Au144(SR)60 has plasmonic pump-power dependence.96

4. Quantum Mechanical View of Plasmons

Atomistic quantum mechanical methods can practically be applied to systems on the scale of tens 

to hundreds of atoms. Thus, unlike metal nanoparticles with diameters larger than 2-3 nm, many 

atomically precise nanoclusters are within a size range that can be studied using quantum 

mechanical methods to understand their geometries, optical properties, and dynamics with 

atomistic detail. The majority of the quantum mechanical calculations in the field have used 

density functional theory (DFT) approaches, but other computational methods like INDO97–99 

and density functional tight binding (DFTB)100–103 give results that are largely consistent with 

DFT. 

Early calculations using time-dependent DFT (TD-DFT) showed that bare tetrahedral silver 

nanoclusters have relatively sharp absorption peaks similar to those characteristic of plasmonic 

nanoparticles that red-shift with increasing size, and extrapolation of the absorption energy to 
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larger sizes yields results consistent with electrodynamics for plasmonic systems.42 Based on 

these early observations, there has been great interest in using quantum mechanical calculations 

to understand the emergence of plasmonic properties and in developing techniques to 

characterize whether nanoclusters have plasmonic or excitonic properties.43,44,46,47,104,105 These 

different characterization methods focus on various aspects of the definition of plasmons from 

classical electrodynamics, and in some cases multiple characterization approaches attempt to 

quantify similar aspects of the electrodynamics definition. Here, we summarize the main 

characterization techniques and then focus on their application to prototypical linear metal 

nanowires, which are widely used as model systems. 

We note that the characterization methods described here all focus on the static excited states 

computed by frequency-domain methods like TD-DFT or the absorption spectra obtained from 

time-domain methods like real-time TD-DFT (RT-TDDFT). There have been some 

computational studies of the excited-state dynamics using RT-TDDFT on the time scale of 

dephasing106–108 and non-adiabatic molecular dynamics (NAMD) on the time scale of 

relaxation.109–111 However, criteria to distinguish between excitonic and plasmonic states based 

on the dynamics are much less developed at this point. 

4.1. Oscillatory behavior

As discussed earlier, the electrodynamics description of plasmons involves an oscillation of the 

electron density. However, when excited states are computed using frequency-domain quantum 

mechanical methods, the states that are obtained are stationary states, meaning that the electron 
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density is constant over time. At a first glance, it may appear that quantum mechanical excited 

states could never represent the oscillatory behavior inherent to plasmons. However, this 

apparent contradiction is straightforward to resolve by instead considering time-domain quantum 

mechanical methods. Since the electrodynamics derivation of plasmonic behavior involves a 

time-dependent electric field, a time-dependent quantum mechanical method involving an 

electric field with explicit time dependence allows for a more direct comparison.

Frequency-domain excited-state methods like linear-response TD-DFT compute a list of excited 

eigenstates , along with their corresponding energy eigenvalues  and transition dipole 𝜓𝑘 𝐸𝑘

moments . The absorption intensity from the ground state  to excited state 𝜇𝑘𝑔 = ⟨𝜓𝑘│𝜇│𝜓𝑔⟩ 𝜓𝑔

 is proportional to . This yields a “stick spectrum” where each excited state is 𝜓𝑘 |𝜇𝑘𝑔|2

represented by a stick with a height corresponding to the absorption intensity. To obtain an 

absorption spectrum that more closely resembles an experimental spectrum, each stick is 

broadened using a Lorentzian or Gaussian function, and the intensities are summed to give one 

total absorption spectrum.

Time-domain quantum mechanical methods apply an electric field as a time-dependent 

perturbation to the system and compute the evolution of the wavefunction over time. The time-

dependent electric field may be a wavepacket with a sinusoidal shape over a finite time; it may 

also be a delta function where an electric field is applied for only a single time step that, via a 

Fourier transform, is equivalent to exciting the system with a broad distribution of frequencies. 

We will focus here on excitation with a sinusoidal wavepacket with a small enough intensity that 

the system remains mostly in the ground state. In the time domain, absorption can be described 
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using first-order time-dependent perturbation theory, which we describe briefly here; the full 

derivation can be found in many quantum mechanics textbooks. Within this framework, the 

Hamiltonian is:

 (10)𝐻 = 𝐻(0) + 𝐻′(𝑡) = 𝐻(0) ― 𝐹0𝜇sin 𝜔𝑡

where  is the Hamiltonian of the unperturbed system,  is the time-dependent 𝐻(0) 𝐻′(𝑡)

perturbation,  is the maximum intensity of the electric field of light, and  is the dipole 𝐹0 𝜇

operator. The time-dependent wavefunction can be written as a linear combination of the 

eigenfunctions  of the unperturbed system:𝜓(0)
𝑘

 (11)Ψ(𝑥,𝑡) = ∑
𝑘𝑐𝑘(𝑡)𝜓(0)

𝑘 𝑒 ―𝑖𝜔𝑘𝑡

with coefficients  and energies . If the system starts in the ground state  𝑐𝑘(𝑡) 𝐸(0)
𝑘 = ℏ𝜔𝑘  Ψ(0)

𝑔 (0)

and the perturbation is turned on from time  until , the wavefunction at time  has the 𝑡 = 0 𝑡 = 𝑡′ 𝑡′

coefficients

 (12)𝑐𝑘(𝑡′) = 𝛿𝑘𝑔 +
𝐹0

2ℏ𝑖⟨𝜓(0)
𝑘 │𝜇│𝜓(0)

𝑔 ⟩[𝑒
𝑖(𝜔𝑘𝑔 + 𝜔)𝑡

― 1
𝜔𝑘𝑔 + 𝜔 ―

𝑒
𝑖(𝜔𝑘𝑔 ― 𝜔)𝑡

― 1
𝜔𝑘𝑔 ― 𝜔 ]

where . If  is nearly resonant with a transition (such that the denominator 𝜔𝑘𝑔 = 𝜔𝑘 ― 𝜔𝑔  𝜔 𝜔𝑘𝑔

 is nearly zero) that has a non-zero transition dipole moment , the ―𝜔 𝜇𝑘𝑔 = ⟨𝜓(0)
𝑘 │𝜇│𝜓(0)

𝑔 ⟩

coefficient  will be non-zero, indicating that the system has absorbed light to transition 𝑐𝑘(𝑡′)

from  to . The probability of a transition from the ground state to state  is proportional Ψ(0)
𝑔 Ψ(0)

𝑘 𝜓𝑘

to  and thus is also proportional to . If there are no decay processes, the |𝑐𝑘(𝑡′)|2 |𝜇𝑘𝑔|2

coefficients  remain constant in magnitude after the electric field is turned off. If  is not 𝑐𝑘(𝑡′) 𝜔

close to resonance with the transition from  to , the coefficient  remains small.Ψ(0)
𝑔 Ψ(0)

𝑘 𝑐𝑘(𝑡′)
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The resulting time-dependent wavefunction is a superposition of the ground-state wavefunction 

with a small coefficient for the resonant excited-state wavefunction :Ψ(0)
𝑘

 (13)Ψ(𝑡) = 𝑒 ―𝑖𝜔𝑔𝑡(𝑐𝑔𝜓𝑔 + 𝑐𝑘𝜓𝑘𝑒 ―𝑖𝜔𝑔𝑘𝑡)

The time-dependent dipole moment of the system is: 

 (14)𝜇(𝑡) = ⟨Ψ(𝑡)│𝜇│Ψ(𝑡)⟩ = |𝑐𝑔|2𝜇𝑔 + |𝑐𝑘|2𝜇𝑘 + (𝑐 ∗
𝑔 𝑐𝑘 + 𝑐 ∗

𝑘 𝑐𝑔)cos 𝜔𝑔𝑘𝑡𝜇𝑔𝑘

Thus, in a time-dependent framework, absorption of light produces an oscillating dipole moment, 

and the magnitude of the oscillations is directly proportional to the transition dipole moment. If 

the system is excited using an electric field in the shape of a delta function, the absorption 

spectrum over a wide energy range can be computed based on a Fourier transform of the time-

dependent dipole moment, and the spectra are typically consistent with the results of frequency-

domain calculations at the same level of theory.

The crucial result is that any strongly absorbing state, whether plasmonic or excitonic, has a 

large transition dipole moment, leading to large oscillations of the instantaneous dipole moment 

in the time domain that continue until a decay process occurs. An example of these dipole 

oscillations for the icosahedral Ag55 nanocluster is shown in Figure 4; in this case, the electric 

field is on for approximately the first 10 fs, and decay processes lead to significant damping of 

the oscillations between 20 and 25 fs.106 A large transition dipole moment is necessary for an 

excited state to yield the large time-dependent charge oscillations characteristic of plasmons. 

However, large charge oscillations cannot be the only characteristic used to determine whether 

an excited state is plasmonic or excitonic, since every strongly absorbing state will induce large 

charge oscillations in the time domain. Thus, more criteria are needed to distinguish strongly 

absorbing plasmonic excited states from strongly absorbing excitonic excited states. 
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Figure 4. (a) Time-dependent dipole moment of Ag55 in RT-TDDFT simulations where the 
system is excited with 3.6 eV light for the first 10 fs of the simulation. (b) Charge density 
differences at select time steps, showing large charge oscillations at early times. Adapted 

from ref. 106.
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We first focus on distinguishing factors directly related to the nature of the charge oscillations. 

Early analysis of plasmonic nanospheres found that the absorption peaks can be classified into 

two categories based on the spatial distribution of the charge oscillations.104,112 Some absorption 

peaks are associated with large charge oscillations that are primarily localized near the 

nanocluster surface and involve excitations of electrons from just below to just above the Fermi 

energy; these peaks that involve large “sloshing” of the electron density were called classical 

surface plasmons. In contrast, other absorption peaks are due to charge oscillations primarily 

near the nanocluster core and involve higher-energy single-particle excitations; these peaks were 

termed quantum core plasmons. 

More quantitative approaches to analyzing the electron oscillations have also been developed. As 

described in the classical electrodynamics section, the large oscillation of the conduction 

electrons in a plasmon creates a large internal electric field inside the nanoparticle. One approach 

to identify plasmons is based on quantifying these internal (or induced) electric fields.45,46,113 In 

the limit of an infinite homogeneous system, the frequency-dependent induced charge 

distribution  is𝛿𝑛(𝐤,𝜔)

 (15)𝛿𝑛(𝐤,𝜔) = 𝜒0(𝐤,𝜔)𝑣tot(𝐤,𝜔) = 𝜒0(𝐤,𝜔)[𝑣ext(𝐤,𝜔) + 𝑣ind(𝐤,𝜔)]

where  is the susceptibility in the limit of non-interacting electrons,  is the applied electric 𝜒0 𝑣ext

potential, and  is the induced potential. In an infinite system, these quantities are computed in 𝑣ind

momentum space  rather than real space; for finite systems, these quantities can be converted to 𝐤

real space . A plasmonic excitation should have a large induced potential relative to the external 𝐫

potential in the regions of space where the induced charge distribution is large, which can be 

quantified by the generalized plasmonicity index (GPI)  as:45𝜂
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 (16)𝜂 =
|∫𝛿𝑛(𝐫,𝜔)𝑣 ∗

ind(𝐫,𝜔)𝑑𝐫|
|∫𝛿𝑛(𝐫,𝜔)𝑣 ∗

ext(𝐫,𝜔)𝑑𝐫|

where * denotes the complex conjugate. The GPI follows trends that would be expected from the 

spatial distribution of the transition density:  approaches zero for non-plasmonic excitations 𝜂

with many small regions of positive and negative transition density,  for the main absorbing 𝜂 ≈ 1

states in roughly spherical Ag nanoclusters of 13-55 atoms with relatively large transition 

densities on either side of the nanocluster, and  for plasmons in spherical nanoparticles 𝜂 > 10

with diameters of 2-10 nm (Figure 5a-c). 

Figure 5. Absorption spectra, transition densities, and generalized plasmonicity indices 
(GPIs) of the indicated absorption peaks for (a) a plasmonic 10 nm Au sphere, (b) , 𝐀𝐠𝟓 +

𝟏𝟑
and (c) the non-plasmonic Si10H16 cluster; adapted from ref. 45. (d) Absorption spectrum, 
transition densities, and plasmonicity indices of the indicated absorption peaks for a Na20 

nanowire; adapted from ref. 46. 

4.2. Conduction-band character
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From the Drude model, we saw that plasmons are oscillations of the metal conduction-band 

electrons. By translating the terminology of band theory into the terminology of molecular 

orbital (MO) theory, it is relatively straightforward to identify which MOs correspond to the 

conduction band based on their AO character. In most metal nanoclusters, the low-lying 

unoccupied MOs are part of the conduction band, so analyses typically focus only on the 

occupied MOs. 

The most straightforward way to identify the MOs corresponding to the conduction band is to 

identify the MOs that are composed primarily of the valence s and p AOs (5s and 5p for Ag, 6s 

and 6p for Au). Since each excited state  is a linear combination of excitations from occupied to 𝑘

unoccupied MOs, the overall contribution of conduction-band electrons  can be quantified as 𝐶𝐵𝑘

a sum of the contributions from the occupied MO involved each excitation:

 (17)𝐶𝐵𝑘 = ∑𝑁
𝑖 = 1𝜆2

𝑖𝑘𝐶𝐵𝑖

where  is the contribution of the conduction-band AOs to the occupied orbital in excitation  𝐶𝐵𝑖 𝑖

and  is the coefficient of excitation  in excited-state . Because MOs are constructed as linear 𝜆𝑖𝑘 𝑖 𝑘

combinations of atomic orbitals, there are no MOs with 100% valence sp character. The MOs 

that most resemble the conduction band may have < 90% valence sp character for bare metal 

clusters, or < 65% valence sp character for ligand-protected clusters, so the largest  values 𝐶𝐵𝑘

may be as low as 75-90% for bare metal clusters and 40-65% for ligand-protected clusters.43

Because of this limitation, a more practical approach to identify the conduction-band electrons is 

via the superatomic MOs.114 This approach has been widely used to understand the electronic 

and optical properties of noble metal nanoclusters.115–118 The name ‘superatomic’ refers to the 
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fact that these MOs have shapes that (in roughly spherical metal clusters) resemble the shapes of 

atomic orbitals, but are delocalized across the entire metal cluster. The superatomic MOs are 

composed primarily of the valence sp AOs, and thus correspond to the conduction-band 

electrons. Each superatomic MO is labeled with a number equal to (# radial nodes + 1) and an 

upper-case letter indicating its angular momentum (S, P, D, F, G, …). This labeling scheme is 

slightly different than atomic orbital nomenclature: for example, the 1P superatomic MO has a 

shape that resembles a 2p atomic orbital, the 2P MO resembles the 3p AO, and the 1D MO 

resembles the 3d AO. The low-lying superatomic orbitals for the icosahedral Ag13
5+ nanocluster 

are shown in Figure 6a; this nanocluster has 8 conduction-band electrons filling the 1S and 1P 

superatomic MOs. The Aufbau rule for filling of superatomic shells is 1S2|1P6|1D10|2S2 1F14|2P6 

1G18|2D10 3S2 1H22|….114 
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Figure 6. (a) Molecular orbital energies and isosurfaces for Ag13
5+; adapted from ref. 119. 

Absorption spectrum of Ag13
5+ at the SAOP/TZP level of theory, decomposed into (b) 

intraband vs. interband and (c) superatomic character; adapted from ref. 43.
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The contribution of superatomic electrons  to excited-state  can be computed as𝑆𝑘 𝑘

 (18)𝑆𝑘 = ∑𝑁
𝑖 = 1𝜆2

𝑖𝑘𝛿𝑆,𝑖

where  is equal to 1 if the occupied MO in excitation  is superatomic and 0 if it is not 𝛿𝑆,𝑖 𝑖

superatomic. This equation is analogous to the computation of the conduction-band character. 

However, using this approach yields values that can approach 100% and so it can more clearly 

distinguish between the characters of different excited states. For example, for the Ag13
5+ 

nanocluster, the main absorption peak at 4.21 eV has 88% superatomic character but only 74% 

intraband character because of the small amounts of mixing of d AOs into the superatomic MOs 

(Figure 6b,c). These differences are even more dramatic in ligand-protected nanoclusters where 

the superatomic MOs contain significant contributions from AOs centered on the ligands.43

4.3. Collectivity and coherence

In early quantum mechanical calculations of the excited states of Ag and Au clusters, it was 

observed that the strongly absorbing excited states involve a linear combination of several to 

many single-particle excitations.42 We can understand this in a simplified way by examining a 

prototypical system that has a ground state  with energy  and three single-particle 𝜓𝑔 𝐸𝑔 = 0

excitations , , and , each with energy  and transition dipole moment 𝜙1 𝜙2 𝜙3 𝛼 ⟨𝜓𝑔│𝜇│𝜙⟩ = 𝜇𝑒𝑥

.120 Each pair of single-particle excitations has a coupling of . For this prototypical system, the 𝛽

excited states are the eigenvectors of the configuration interaction (CI) matrix

 (19)[𝛼 𝛽 𝛽
𝛽 𝛼 𝛽
𝛽 𝛽 𝛼]
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Since the ground state is not coupled to the single-particle excitations, it can be left out of the CI 

matrix. This matrix has the normalized orthogonal eigenvectors and corresponding eigenvalues

 (20)𝜓𝑎 = [ 1
2

―
1
2

0
], 𝜓𝑏 = [

1
6

1
6

―
2
3
], 𝜓𝑐 = [

1
3

1
3

1
3
]

 (21)𝐸𝑎 = 𝐸𝑏 = 𝛼 ― 𝛽, 𝐸𝑐 = 𝛼 + 2𝛽

Note that for the two degenerate states, there are multiple ways of constructing orthogonal 

eigenfunctions. 

For excited state , the transition dipole moment . 𝜓𝑎 𝜇𝑔𝑎 =
1
2𝜇𝑔1 ―

1
2𝜇𝑔2 =

1
2𝜇𝑒𝑥 ―

1
2𝜇𝑒𝑥 = 0

Similarly, . Even though the component single-particle excitations are absorbing states, 𝜇𝑔𝑏 = 0

mixing these states results in cancellation of their transition dipole moments, resulting in 

optically dark states. In contrast, . Thus, the absorption 𝜇𝑔𝑐 =
1
3𝜇𝑒𝑥 +

1
3𝜇𝑒𝑥 +

1
3𝜇𝑒𝑥 = 3𝜇𝑒𝑥

intensity of excited state  is proportional to , or equivalent to the sum of the absorption 𝜓𝑐 3|𝜇𝑒𝑥|2

intensities of the three component single-particle excitations. Coupling of the excitations causes 

the absorption to be redistributed into only the highest energy state, shifting the absorption to 

higher energy than the component single-particle excitation energies. This additive coupling of 

the single-particle excitations is roughly equivalent to the plasmonic coherence of all of the 

conduction electrons oscillating in the same direction at the same time. In addition to the 

collective, coherent, plasmonic excited states, the same system has other excited states that are 

linear combinations of some or all of the same single-particle excitations that involve 

cancellation of the transition dipole moments, which are not plasmonic. 
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Several methods of quantifying plasmonic character have focused on different features that are 

shown in this simple model: (1) the number of single-particle excitations that contribute to an 

excited state, (2) the addition or cancellation of the contributions of the component single-

particle excitations to the transition dipole moment, and (3) the correlation between the energies 

and coupling of single-particle excitations on the excited-state energy.

The collectivity can be quantified by computing the number of single-particle excitations 

contributing to an excited state via the transition inverse participation ratio (TIPR) ,44 𝜏𝑘

computed as

 (22)𝜏𝑘 = (∑𝑁
𝑖 = 1𝜆4

𝑖𝑘) ―1

If an excited state is composed of only one single-particle excitation, the weight  of that 𝜆𝑖𝑘

excitation is 1 and the weights of all other excitations are 0, and thus . For an excited state 𝜏𝑘 = 1

that is composed of two single-particle excitations with equal weights, the normalized weights  

 for both single-particle excitations, and thus . 𝜆𝑖𝑘 =
1
2 𝜏𝑘 = ( 1

2

4
+

1
2

4) ―1
= (1

4 +
1
4) ―1

= 2

Similarly, for any excited state that is composed of N single-particle excitations with equal 

weights, . If the weights of the N single-particle excitations are instead unequal, 𝜏𝑘 = 𝑁 1 < 𝜏𝑘

. Thus,  gives an estimate of the number of single-particle excitations that mix to form < 𝑁 𝜏𝑘

excited-state k. In metal nanoclusters, the main absorbing states with large superatomic character 

often have large .43,44 However, as can be seen in Figure 7, there are also many excited states 𝜏𝑘

with large  that do not strongly absorb light. Because of the large density of states in the 𝜏𝑘

valence band or in occupied ligand bands, the excited states with largest  are typically excited 𝜏𝑘
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states with primarily intraband character,43 so high collectivity cannot be used as the sole 

criterion to determine which excited states are plasmonic.

Figure 7. Collectivity (τ) of the excited states of the icosahederal Al13
- as a function of (a) 

excited-state energy and (b) oscillator strength. Inset: computed absorption spectrum of 
Al13

-. Adapted from ref. 44.

Thus, other approaches are needed to identify which of the highly collective excited states have 

the coherence typical of plasmons. One approach to quantify coherence is via the additivity of 

the single-particle excitation contributions to the transition dipole moment  of each excited 𝜇𝑔𝑘

state.43,97 The dipole additivity  is computed as𝑑𝑘

 (23)𝑑𝑘 =
|∑𝑁

𝑖 = 1𝜆𝑖𝑘𝜇𝑔𝑖|
∑𝑁

𝑖 = 1|𝜆𝑖𝑘𝜇𝑔𝑖|

The dipole additivity ranges from 0 (perfect cancellation of  terms, similar to the two non-𝜇𝑔𝑖

absorbing states in the CI model above) to 1 (perfect additivity of terms, similar to the one 

absorbing states in the CI model). Excited states with large  tend to have relatively large  𝜇𝑔𝑘 𝑑𝑘

values; however, a small  may occur either because  is small or because the excited state is 𝜇𝑔𝑘 𝑑𝑘
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composed of excitations with small  values. In addition, states with small collectivity typically 𝜇𝑔𝑖

to have large , since only one excitation has a large contribution to . 𝑑𝑘 𝜇𝑔𝑘

For prototypical bare and ligand-protected silver nanoclusters, the collectivity (TIPR), dipole 

additivity, and superatomic character are nearly orthogonal.43 Since plasmons are collective, 

coherent oscillations of the conduction electrons, all three criteria must be large for an excited 

state to be plasmonic. None of these criteria are sufficient on their own, but in combination they 

can indicate whether or not a particular excited state is plasmonic. 

A related approach to identify plasmonic excited states is by visualizing the excitations that 

contribute to each excited state in a transition contribution map (TCM);105,121 this decomposition 

approach has also been extended to time-domain methods.122 In these maps, each excitation 

corresponds to a spot with x and y coordinates corresponding to the energies of the occupied and 

virtual orbitals involved in the excitation, respectively, and the intensity of the spot corresponds 

to the weight of the excitation (Figure 8). The TCM for a collective excited state has many spots 

with similar intensity, whereas the TCM for an excited state with low collectivity will have one 

or a few intense spots. For collective excited states, the spatial distribution of the spots also gives 

information about the coupling among the single-particle excitations. In the CI model system at 

the beginning of this section, the large coupling between excitations means that the absorbing 

state has a higher energy than its component single-particle excitations, and a larger coupling 

leads to a larger energetic shift. Similarly, in the TCM, a plasmonic excited state involving 

strong coherent coupling between excitations will tend to have a higher energy than its 
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component excitations. Thus, if an excited state is plasmonic, its TCM should have several to 

many spots corresponding to transitions with energies below the excited-state energy. 

Figure 8. Transition contribution maps for the main absorption peaks in icosahedral (a) 
Ag55 and (b) Ag561 nanoclusters; adapted from ref. 122. Red spots and blue spots indicate 

contributions from transitions that are lower or higher in energy than the energy of light, 
respectively.

A related characterization method is based on quantifying the energy distribution of excitations 

contributing each excited state, resulting in an energy-based plasmonicity index (EPI).47 This 

index is based on the off-diagonal density matrix elements  coupling electron configurations 𝜌𝜔
𝑚𝑛

 and  for an excited state with energy  within a time-dependent framework. The elements 𝑚 𝑛 𝜔

 are essentially equivalent to the weights of excitations  within a frequency-domain 𝜌𝜔
𝑚𝑛 𝜆𝑚𝑛

framework. The raw density matrix elements are rescaled as  𝜌𝜔
𝑚𝑛 =

|𝜌𝜔
𝑚𝑛|

||Δ𝐸𝑚𝑛| ― ℏ𝜔 + 𝑖𝜀|2

(24)

where  is the energy difference between electron configurations  and  and  is an Δ𝐸𝑚𝑛 𝑚 𝑛 𝜀

empirical broadening factor that prevents the denominator from becoming zero.  is much 𝜌𝜔
𝑚𝑛
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larger than  for excitations nearly equal in energy to the incoming light and smaller for off-𝜌𝜔
𝑚𝑛

resonance transitions. Based on these density matrix elements, the EPI is computed as:

 (25)𝐸𝑃𝐼(𝜔) = 1 ―
∑

𝑚𝑛|𝜌𝜔
𝑚𝑛𝜌𝜔

𝑚𝑛|
∑

𝑚𝑛|𝜌𝜔
𝑚𝑛|2∑

𝑚𝑛|𝜌𝜔
𝑚𝑛|2

which can range from 0 (non-plasmonic) to 1 (plasmonic). The second term in the right side 

quantifies the similarity of the matrix  to . For a single-particle excitation, only one element 𝜌𝜔 𝜌𝜔

 is non-zero, so the second term in  is equal to 1. For a plasmonic state, many 𝜌𝜔
𝑚𝑛 𝐸𝑃𝐼(𝜔)

excitations  have non-zero contributions; if these states have a large distribution of energies, 𝜌𝜔
𝑚𝑛

 and  will be relatively different and the second term in  will approach zero.𝜌𝜔
𝑚𝑛 𝜌𝜔

𝑚𝑛 𝐸𝑃𝐼(𝜔)

A final approach to identify plasmonic excited states is similarly based on couplings between the 

single-particle excitations. In TD-DFT, it is possible to scale all of the couplings between single-

particle excitations by a factor  that ranges from 0 (yielding excited states that are identical to 𝜆

uncoupled single particle excitations) to 1 (standard TD-DFT). Excited states that are composed 

primarily of one single-particle excitation have relatively constant energies as  is scaled, 𝜆

whereas excited states composed of strongly coupled single-particle excitations increase in 

energy with increasing .48,49 One challenge in applying this method is that a large number of 𝜆

TDDFT calculations must be performed to trace the energetic evolution of each excited state; 

this approach is also challenging to apply to large systems with relatively large densities of 

excited states.

4.4. Plasmonic properties of linear metal nanowires
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Linear nanowires have been widely used as prototypical systems to test the criteria for plasmons 

described in the previous sections. We will end with a comparison of how the main excited states 

in these nanowires are classified based on these criteria. To perform these comparisons, we must 

first overview the electronic structures of these nanowires. Linear nanowires composed of either 

noble metals or alkali metals have one electron per atom in a MO corresponding to the metal 

conduction band. All of the occupied conduction-band MOs are  bonding orbitals composed 𝜎

primarily of the metal valence s orbitals; the number of nodes perpendicular to the long axis of 

the nanowire ranges from 0 to , where  is the number of atoms. These MOs are (𝑁
2 ― 1) 𝑁

typically given the names , where  is one greater than the number of long-axis nodes. The Σ𝑛 𝑛

LUMO is a -type orbital with  nodes, and there are higher-energy unoccupied MOs with -𝜎
𝑁
2 𝜋

type character with the names  (Figure 9a).Π𝑛
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Figure 9. (a) Molecular orbital diagram and (b) absorption spectrum of the linear Ag8 
nanowire at the SAOP/TZP level (data from ref. 98).

The nanowires have two major absorption peaks at relatively low energies (Figure 9b), one 

corresponding to a longitudinal excitation (transition dipole moment oriented along the long axis 

of the nanowire) and one corresponding to a transverse excitation (transition dipole moment 

oriented perpendicular to the nanowire long axis). The longitudinal peak results from an excited 

state that primarily involves a transition from HOMO to LUMO (Table 1), and its energy is 
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approximately inversely proportional to the number of metal atoms.107,123,124 The transverse peak 

is relatively constant in energy with increasing nanowire length and is composed of a linear 

combination of excitations from -type to -type MOs. At some levels of theory, the transverse Σ Π

peak in silver nanowires also includes a non-negligible contribution from interband 

transitions.107,123,124 We will examine the behavior of these nanowires in the context of various 

schemes to identify which (if either) of these absorption peaks have plasmonic character. The 

results of these analyses are summarized in Table 2.

Table 1. Major absorbing excited states of the linear Ag8 nanowire at the SAOP/TZP level.
Energy 

(eV) Major transitions Oscillator 
strength

Superatomic 
character Collectivity Dipole 

additivity
1.521  →  (89.7%; 0.61 eV)Σ4 Σ5

 →  (7.9%; 1.35 eV)Σ2 Σ5

2.014 99.5% 1.23 84.7%

6.295  →  (23.1%; 6.07 eV)Σ2 Π4
  →  (16.4%; 5.32 eV)Σ4 Π4

 →  (10.7%; 5.01 eV)Σ1 Π1
 →  (10.3%; 5.09 eV)Σ2 Π2
 →  (9.7%; 5.21 eV)Σ3 Π3
 →  (9.7%; 6.53 eV)Σ3 Π5

0.702 79.2% 8.18 47.3%

Table 2. Summary of plasmonic criteria applied to metal nanowires.
Plasmonic CharacterQM Analysis Property 

Measured
Nanowire(s) 

Studied Longitudinal Transverse
Plasmonicity index46 Internal electric 

field
Na20 High ----

Superatomic character Conduction band Ag8 High Moderate to 
high

Transition inverse 
participation ratio 

Collectivity Ag8 Low High

Dipole additivity Coherence Ag8 N/A Moderate
Transition contribution 
map

Collectivity, energy 
distribution

Ag8 Mixed High

Energy-based 
plasmonicity index47

Energy distribution M70 Moderate to 
high

----

Lambda scaling49 Coupling between 
excitations

Na20 High ----
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We start with the criteria based on electron density oscillations. The generalized plasmonicity 

index (GPI) described earlier has not been applied to nanowires to date; however, an earlier 

formulation called the plasmonicity index (PI) was applied to the longitudinal excited states of 

the Na20 nanowire (Figure 5d).46 Because the longitudinal absorption peak has large positive 

transition density on one end of the nanowire and large negative transition density on the other 

end, the internal electric field is large, and thus the plasmonicity index is large. However, other 

weakly absorbing states also have comparably large plasmonicity indices, which suggests that a 

large plasmonicity index may not be sufficient to call a particular excited state plasmonic. Since 

this version of the plasmonicity index depends on system size, it is challenging to interpret the 

numerical values, and no plasmonicity indices were presented for the transverse states.

The next criterion is the bands contributing to each excited state. For nanowires, the AO-based 

terminology for superatomic MOs is not applicable because the nanowires are far from spherical; 

however, the  and  MOs composed primarily of the Ag 5s and 5p AOs can be considered Σ Π

superatomic-like MOs corresponding to the conduction band. For the prototypical nanowire Ag8, 

the longitudinal peak has nearly 100% superatomic character. In contrast, the transverse peak has 

primarily superatomic character, but also has approximately 20% interband character (Table 1).98 

As described previously, a large superatomic character is necessary but not sufficient for an 

excited state to be classified as plasmonic.

The collectivity and coherence can be quantified via the TIPR and dipole additivity. For the 

example of the Ag8 nanowire, the longitudinal excited state is primarily a single-particle 
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transition (HOMO → LUMO), and so the collectivity is very close to 1 (Table 1). Because one 

excitation dominates, the dipole additivity must be relatively large; thus, the large dipole 

additivity cannot be used as an indicator of plasmonic character. The low collectivity suggests 

that the longitudinal state may not be plasmonic. In contrast, the transverse excited state has 

much higher collectivity because of the contributions of multiple  →  transitions. The dipole Σ Π

additivity is lower than for the longitudinal state, but is still larger than that of the excited states 

in larger nanoclusters.99 Thus, the transverse state better satisfies this pairing of plasmonic 

criteria than the longitudinal state. 

The transition contribution maps (TCMs) visualize the energy distribution and weights of the 

excitations that contribute to each excited state. For the Ag8 nanowire (Figure 10), since the 

longitudinal excited state is essentially a HOMO → LUMO transition, there is only one large 

spot in the TCM, which is consistent with the low collectivity. However, this spot is at an orbital 

energy difference 0.9 eV lower than the excited-state energy. This indicates that the small 

amount of mixing with other excitations significantly affects the excited-state energies, which 

may indicate that this excited state has some plasmon-like characteristics. In contrast, the 

transverse excited state has several spots with similar weight indicating significant contributions 

from several excitations, and the excitations with the largest weights have orbital energy 

differences lower than the excited-state energy. Both of these features indicate plasmonic 

character.
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Figure 10. Transition contribution maps (TCMs) for the (left) longitudinal and (right) 
transverse excited states of Ag8. Data is from ref. 98.

The energy-based plasmonicity index (EPI), which quantifies the distribution of the excitations 

contributing to an excited state, has been applied to the longitudinal excited states of a 70-atom 

nanowire within a tight-binding model.47 This model includes only the conduction electrons and 

uses an empirical coupling between neighboring atoms; electron-electron repulsion is neglected. 

Because of these simplifications, the model predicts a series of longitudinal absorption peaks 

(Figure 11). The first of these peaks is equivalent to the longitudinal excited state computed in 

the other models. In a neutral nanowire, this peak has a moderate EPI, indicating moderate 

plasmonic character. When the nanowire is doped by adding additional electrons, the EPI 

increases. This plasmonic indicator was not used for the transverse excited states.
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Figure 11. Absorption spectrum (black lines) and energy-based plasmonicity index (EPI; 
purple diamonds) for a 70-atom nanowire within a tight-bonding model, comparing (a) a 
neutral undoped nanowire to (b) a nanowire doped with 8 electrons. Adapted from ref. 47.

The lambda scaling approach based on the effect of coupling on the excited state energies has 

been applied to the longitudinal excited states of the Na20 nanowire.49 The first longitudinal 

absorption peak is due to an excited state that shows a large increase in energy as the coupling 

between excitations increases, which is an indicator of plasmonic character. This is consistent 

with the large energy difference seen in the TCM between the energy of the HOMO → LUMO 

transition and the first excited state energy. This analysis was not applied to the transverse 

excited states.
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Figure 12. (Left) Effect of the scaling of the electronic interaction on the excited state 
energies of the linear Na20 nanowire. (Right) Absorption spectrum of Na20 and transition 

densities of the excited states identified as plasmons. Adapted from ref. 49.

By directly comparing these criteria for identifying plasmonic states, it is clear that they do not 

give entirely consistent results about which excited states are plasmonic. For linear nanowires, 

both the longitudinal and transverse excited states have primarily conduction-band character. The 

longitudinal excited state satisfies some but not all of the criteria for plasmons. The internal 

electric field is large, and the energy difference between the HOMO → LUMO transition and the 

excited state is large. However, this excited state is essentially a single-particle transition, so it is 

not collective and thus cannot be coherent. In contrast, the transverse excited state has much 

higher collectivity and reasonably large coherence, but many of the other plasmonic criteria have 

not been tested for this state. These discrepancies highlight the need for more work to define 

consistent criteria for plasmons and determine what criteria best reflect the features used 

experimentally to determine whether states are plasmonic.
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5. Synopsis 

Understanding the transition from excitonic to plasmonic properties in noble metal nanoclusters 

is important to enhance their properties for applications such as sensing and photocatalysis. The 

original definition of a plasmon stems from classical electrodynamics, and this framework has 

been used widely to understand the properties of plasmonic nanoparticles and nanoclusters. 

Within this model, a material with conduction electrons will have specific resonant frequency at 

which collective, coherent oscillation of the conduction electrons occur, which is defined as a 

plasmon. This is in contrast with an exciton, which is a bound electron-hole pair.

Experimentally, distinguishing plasmonic systems from excitonic systems requires examining 

the optical properties and dynamics. Plasmonic systems typically have a single absorption peak 

at the resonant oscillation frequency of the electron gas, whereas excitonic systems typically 

have more complex absorption spectra. The differences in the dynamics following absorption 

derive from differences between the rapid decay processes for plasmonic systems with a 

continuum of states and the slower decay processes for excitonic systems with discrete states. 

Experimentally, thiol-protected gold nanoclusters transition from excitonic to plasmonic at sizes 

on the order of several hundred metal atoms. 

Quantum mechanical approaches to distinguish between plasmonic and excitonic excited states 

have focused to date largely on the instantaneous excited states upon absorption. Because 

plasmons emerge in ligand-protected gold nanoclusters at large enough sizes that they are 

challenging to study using quantum mechanical methods, most quantum mechanical analyses of 
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plasmonic character have focused on systems like bare silver nanoclusters where plasmonic 

behavior emerges at smaller sizes. The difference between the systems studied experimentally 

and quantum mechanically makes it somewhat challenging to evaluate to what extent the 

quantum mechanical methods are capturing properties that correlate with experimental 

observations. 

Many quantum mechanical criteria have been developed to identify plasmons, and most of the 

individual criteria are designed to evaluate one aspect of the description of plasmons that 

emerges from electrodynamics. The criteria encompass a broad range of plasmonic properties, 

including the spatial distribution of the charge oscillations, the conduction-band character of the 

electrons involved in the excited state, the collectivity and coherence of the various single-

particle excitations that contribute to the excited state, and the strength of the coupling between 

the single-particle excitations that contribute to the excited state. Since individual criteria may be 

nearly orthogonal, a particular excited state may need to satisfy several of these criteria to be 

classified as plasmonic. In addition, these criteria may yield contrasting results for the same 

system. For example, the main longitudinal absorption peaks of linear nanowires are classified as 

plasmonic using some but not all of the criteria; the main transverse absorption peaks satisfy all 

of the plasmonic criteria that have been used to analyze them, but a number of criteria have not 

yet been applied to these states.

More work remains to understand which of these criteria yield results that best correlate with the 

emergence of plasmonic behavior experimentally. Since many of these criteria have been used 

only for bare nanoclusters to date, extension to ligand-protected nanoclusters may introduce new 
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challenges. In addition, since many of the experimental properties used to distinguish plasmons 

are based on the excited-state dynamics, more work is needed to understand whether these 

criteria correlate with distinctive changes in the dynamics. Refining the quantum mechanical 

definition of plasmons has the potential to play a significant role in understanding structure-

property relationships in metal nanoclusters and in tuning their properties for applications 

throughout the field of plasmonics.

Appendix: Basic Terminology

Because plasmonics bridges the fields of chemistry, physics, and materials science, there are 

multiple overlapping sets of terminology that are used. Depending on the size of metal 

nanoclusters and nanoparticles, the electronic structure may be described in the language of 

either molecular orbital theory, typically used for discrete molecules, or band theory, commonly 

used for extended systems (Figure 13). As atoms combine to form molecules and small 

nanoclusters, their atomic orbitals (AOs) overlap and mix to form discrete molecular orbitals 

(MOs) at specific energies. The most significant of these are the highest occupied and lowest 

unoccupied MOs, HOMO and LUMO. As the system increases in size, the number of MOs 

scales proportionally to the number of atoms. For very large systems, the number of MOs 

becomes so large that they form a near continuum. The MOs in an extended system can be 

grouped into sets with very similar character, known as bands. Some bands may overlap in 

energy; in other energy ranges, there may be energy gaps between bands where there are no 

MOs, known as band gaps. In insulators and semiconductors, the valence band is the highest-

energy band that is fully occupied, and the conduction band is the lowest-energy empty band; 
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insulators have large band gaps between the valence and conduction band, and semiconductors 

have smaller band gaps between these two bands. In contrast, in a metal, one band is partly 

occupied, so there is no band gap. For noble metals, the partially occupied band composed of the 

valence sp atomic orbitals (5s and 5p for Ag, 6s and 6p for Au) is called the conduction band (or 

sp band), and the fully occupied band composed of d orbitals (4d for Ag, 5d for Au) is called the 

valence band (or d band). Because “valence” refers to different sets of orbitals in each 

framework, translating between these two sets of terminology must be done with care.

Figure 13. Schematic of (a) molecular orbitals in nanoclusters (NCs) and (b) band 
structures of insulators and metals. The Fermi level EF indicates the energy level that is 

50% occupied at thermodynamic equilibrium.

The main purpose of this article is to explain the distinctions between plasmonic and excitonic 

behavior when metal nanoclusters interact with light. Within an MO framework, when a system 

absorbs light, it is excited from the ground state to an excited state; any state with higher energy 

than the ground state is an excited state where one or more electrons are excited from occupied 

to unoccupied MOs. An electron configuration where one electron is excited from an occupied to 
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an unoccupied MO is called a single (or single-particle) excitation; double, triple, or higher 

excitations where multiple electrons are excited are also possible. Some excited states are 

composed of one dominant excitation, creating an excited state that is essentially a single-particle 

excitation (Figure 14a); other excited states are collective, involving a linear combination of 

several to many single-particle excitations (Figure 14b). The system may also be excited 

vibrationally, where the excess energy increases the amplitude of the nuclear vibrational motion.

Figure 14. Schematic of (a) an excited state corresponding to one single-particle transition, 
(b) an excited state corresponding to a linear combination of several single-particle 

transitions, (c) an exciton, and (d) a plasmon. 

Within a band structure framework, when a system absorbs light, there are multiple classes of 

electronic excitations with different properties. A plasmon is an electronic excitation 

characterized by coherent oscillations of a large number of electrons (Figure 14d), which will be 

discussed in much more detail in the next section; plasmons are only possible in systems that 

have electrons in their conduction band. In contrast, an exciton is an electronic excitation where 

an electron is excited from an occupied band into an unoccupied band. Because the excited 
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electron has excess energy, it is called a hot electron; the empty energy level it leaves behind is 

called a hot hole. In an exciton, the negatively-charged electron and the positively-charged hole 

have strong enough Coulomb attractions that they are bound together (Figure 14c). If the 

electrons are excited within the same band, typically within the conduction band, the excitation is 

termed an intraband transition; within a molecular orbital picture, excitations among the 

molecular orbitals that correspond to the conduction band are likewise called intraband. 

Conversely, if electrons are excited from one band into another band, typically from the valence 

band into the conduction band, the excitation is called an interband transition. We will see later 

that plasmons must be collective, but not all collective excited states can be classified as 

plasmons. In addition, phonons are collective oscillations of the nuclear motions in an extended 

system, analogous to vibrational excited states in molecules.
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