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level spectroscopies: Green’s function approaches
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X-Ray and related spectroscopies are powerful probes of atomic, vibrational, and electronic structure. In

order to unlock the full potential of such experimental techniques, accurate and efficient theoretical and

computational approaches are essential. Here we review the status of a variety of first-principles and

nearly first principles techniques for X-ray spectroscopies such as X-ray absorption, X-ray emission,

and X-ray photoemission, with a focus on Green’s function based methods. In particular, we describe the

current state of multiple scattering Green’s function techniques available in the FEFF10 code and cumulant

Green’s function techniques for including the effects of many-body electronic excitations. Illustrative

examples are shown for a variety of materials and compared with other theoretical and experimental results.

1 Introduction

X-ray absorption and related spectroscopies have proven to be
important experimental techniques for probing atomic, electronic,
vibrational, and magnetic structure in a wide variety of materials
and applications. Among these are energy materials,1 chemical,
geological and biological systems,2 surface science and
magnetism.3 In addition, the advent of femto-second and free-
electron lasers has added the capability to probe time and
temperature at extreme scales.4,5 For example, chemical reac-
tions can be probed in real-time,4 and high intensity pumps can
used to create short lived warm-dense states of matter.6

In order to interpret the results of these experiments,
advanced theories and computational approaches are essential.
There have been tremendous advances in the theory and
calculation of X-ray spectra, both from formal developments,
as well as computational algorithms that take advantage of the
ever-increasing computational power. Most of these approaches
can be classified as either ab initio or model Hamiltonian based.
Currently there are a wide variety of ab initio approaches, such as
density functional theory (DFT),7–9 time-dependent density
functional theory,10–12 many-body perturbation theory as in the
solution of the Bethe–Salpeter equation (BSE) with or without
the GW approximation,13–15 and quantum chemistry methods
such as configuration interaction (CI) and restricted-active space
self-consistent field (RASSCF).16–18 Of the model Hamiltonian
based approaches, the most widely used are atomic multiplet
and charge transfer multiplet models,19 for which advanced
methods exist for ab initio calculations of the parameters
involved,20,21 and solutions based on dynamical mean field
theory (DMFT) are also available.22,23

In this article, we review a number of recent advances in the
theory and calculations of X-ray spectra, with a focus on Green’s
function techniques and especially the real-space multiple
scattering approach (RSMS) used in the FEFF codes.24–26 This
review covers a variety of recent advances implemented in the
FEFF codes, including quasiparticle self-energy effects,27

ab initio treatments of vibrational disorder through Debye–Waller
factors,28 and the description of systems at finite-temperature
and out of equilibrium.29 In particular, we discuss the application
of the cumulant expansion for the one-electron Green’s
function,30–33 which has been shown to yield accurate many-
body satellite structure in X-ray spectra.33–37 Finally, we describe
the Python-based workflow framework dubbed Corvus, which
facilitates advanced calculations that require multiple auxiliary
scientific software packages.

In the remainder of this article Section 2 contains a brief
overview of the basic theory of X-ray spectra, focusing on X-ray
absorption spectra (XAS); Section 3 discusses the real-space
multiple scattering (RSMS) theory of XAS; Section 4, advances
in treating many-body satellites within the cumulant approach;
and Section 5 the workflow framework Corvus and some
applications. Finally, Section 6 contains a summary and
concluding remarks. Throughout this article, we use atomic
units �h = e = m = 1, c = 1/a = 137.037, unless explicitly stated.

2 X-Ray absorption and related
spectroscopies

Experimentally, XAS measures the probability that photons of a
particular energy o are absorbed by a sample. As the energy is
increased, jumps called ‘‘edges’’ are observed in the absorption
spectrum, roughly at the binding energy of core electrons in theUniversity of Washington, Seattle, USA. E-mail: jjkas@uw.edu
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system. These are related to the fact that these core electrons
are not allowed to participate in the absorption process until
the photons have enough energy (roughly the binding energy)
to promote them to unoccupied states of the system. These
edges have a nomenclature denoting the quantum state of the
associated core-level, i.e., K = 1s, L1 = 2s, L2,L3 = 2p1/2,2p3/2, etc.
Above each edge, there exist oscillations called fine structure,
due to quantum interference between the outgoing photo-
electron and that backscattered from neighboring atoms. Due
to different considerations in calculation and analysis, the
absorption near the edge up to about 50 eV above the edge is
termed X-ray absorption near edge structure (XANES), while
above that, the term extended X-ray absorption fine structure
(EXAFS) is used. In this section we briefly review the basic
theory of XAS and discuss the connection to theories of related
spectroscopies, such as X-ray emission spectroscopy (XES),
electron energy loss spectroscopy (EELS) and non-resonant
inelastic X-ray scattering (NRIXS).

2.1 XAS, EELS, NRIXS

The basic theory of X-ray absorption is usually expressed in
terms of a Fermi’s golden rule,38

mabsðoÞ /
X
F

hI jDjFij j2dðoþ EI � EF Þ: (1)

Here |Ii and EI are the many-body ground state wavefunction
and energy, |Fi and EF are an excited state wavefunction and its
associated energy, and D is the many-body transition operator,
which characterizes the interaction of the many-body electronic
system with the probe (usually X-rays or electrons). The energy
of the X-ray (or that lost by the probe) is given by o, and the d
function enforces energy conservation. While this expression is
formally exact within 2nd order perturbation theory for weak
probes, and useful for the purpose of discussion, the many-
body nature of molecular or solid state systems where the
number of electrons varies from of order 102 to 1023, makes
calculations based on the golden rule impossible. Thus one
must reduce the problem to a smaller number of degrees of
freedom. One way to do this is to approximate the spectrum
using an effective one-electron Hamiltonian, such as the Kohn–
Sham Hamiltonian of DFT, or a quasi-particle approach where
the many-body effects are included in terms of an exchange-
correlation potential or a dynamic self-energy. Then the many-
body spectrum mabs(o) can be written in terms of a convolution
of a quasiparticle spectrum and a many-body spectral function
A(o,o0),27,34,39

mabsðoÞ ¼
ð
do0Aðo;o0Þmabsqp ðo� o0Þ (2)

mabsqp ðoÞ /
X
i;f

hijdjf ij j2dðoþ ei � ef Þ: (3)

Here the one-particle states |ii, |fi are quasiparticle occupied
and unoccupied states, respectively, with ei, ef their quasiparticle
energies. For the case of core-level spectroscopy, we are inter-
ested in transitions from a particular deep core-level |ci, so that

the contribution from that core level to the quasiparticle spec-
trum reduces to

mabsqp ðoÞ /
X
f

hcjdPjf ij j2dðoþ ec � ef Þ: (4)

In this case the final states |fi are calculated in the presence of a
screened core-hole potential, i.e., within the final state rule, while
P is a projection operator onto the unoccupied levels of the
ground state, which enforces orthogonality and accounts for the
Mahan edge-singularity effects.40,41 For simplicity we set P = 1 in
the following and only include states f above the Fermi level eF.
The transition operator depends on the type of spectroscopy, i.e.,

d = ê�r; XAS/XES,

d = q�r; EELS,

d = eiq�r; NRIXS, (5)

where ê is the polarization of the X-rays, and q is the momentum
transferred to the system by the probe. For XAS, XES, and EELS,
the transitions are, to a good approximation, dipole limited, and
thus the dipole approximation is used as shown above for these
spectroscopies. However, for NRIXS, the transition operator is
given by the exponential form shown, and is only dipole limited
at very small momentum transfer. The transition operator, along
with the symmetry of the core-state, determines the local sym-
metries of the final states that can be probed, with the orbital
angular momentum of the possible final states determined
within the dipole and quadrupole approximations as follows,

Dl = �1; dipole

Dl = 0, �2; quadrupole. (6)

Thus XAS and EELS probe unoccupied states of angular
momentum l = lc � 1, while NRIXS can access higher multipole
excitations by probing larger momentum transfer.

While the Fermi golden rule approach to spectra is useful for
discussions and has been implemented in a variety of codes it
is usually computationally difficult to obtain reasonable spectra
at high energy (e.g., tens to hundreds of eV) relative to the X-ray
edge. The reason is that with such sum-over-states approaches
one must first calculate all of the unoccupied eigenstates and
their eigenenergies, both for excitations to bound states, as well
as the continuum. Here we take a different approach, and
formulate the problem in terms of the effective one-electron
Green’s function, G(E),

mabs
qp (o) p Im[hc|d†G(o + ec)d|ci]y(o + ec � eF), (7)

where eF is the Fermi energy, and the function y(o + ec) is
the unit step function ensuring that transitions are from the
occupied core-level to unoccupied states of the system. The one-
electron Green’s function is given by

GðEÞ ¼ 1

E � h� SðEÞ; (8)

where h is the single particle Hamiltonian, which includes the
kinetic energy term, the potential from the nuclei, and the
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mean-field Hartree approximation to the interaction. S(E) is the
quasiparticle self-energy operator, which takes dynamic exchange
and correlation into account. In this formulation the sum over
unoccupied states |fi is implicit in the definition of the Green’s
function, as can be seen by expanding G(E) in the eigenstates of
the system, and thus there is no need to solve for these eigenstates
explicitly. Instead, the Green’s function is found directly by solving
an energy dependent differential equation, for which the solution
is written in terms of the real-space multiple scattering basis.

3 Real-space multiple-scattering
Green’s function theory of XAS

This approach is also referred to as real-space Green’s function
(RSGF) theory. Within multiple scattering theory, the potential
V(r) due to the atomic nuclei and the mean-field Kohn–Sham
potential are expressed as a sum of single-site muffin-tin (MT)
potentials, centered about one of the atoms in the system, and
zero outside a sphere of radius RMT, and a constant interstitial
potential Vinter between the sites,

VðrÞ � Vinter þ
X
i

viðjr� RijÞ; (9)

vi(|r � Ri|) = [Vi(|r � Ri|) � Vinter]y(RMT � |r � Ri|). (10)

Here Vi(|r � Ri|) is the total DFT potential, spherically averaged
about the ith site center. The choice of interstitial potential and
muffin-tin radii is not unique, and can be set by the user within
the FEFF codes. By default, the muffin-tins are overlapping,
which has been found to correct for some of the errors due to the
neglect of non-spherical potentials. Details of the prescription
for finding the default muffin-tin radii and interstitial potential
can be found elsewhere.24 Since the core-level is localized at the
central (absorbing) site, we are interested only in the portion of
the Green’s function with both spatial arguments within the
central cell i corresponding to the absorbing atom,

Gðr; r0;EÞ ¼
X
L

RLðroÞHLðr4Þ þ
X
L;L0

RLðrÞGsc
iL;iL0 ðEÞRL0 ðr0Þ:

(11)

Here the scattering states are defined as RL(r) = ilRl(r)YL(r̂)
following the conventions in ref. 42 where Rl and Hl are the
regular and irregular solutions of the single site radial Dirac
equation for site i, and YL(r̂) are the spherical harmonic func-
tions where L denotes the combined orbital angular momentum
l and magnetic m quantum numbers (or their relativistic coun-
terparts). In general, the Green’s function can be written in
terms of an expansion in orders of the single site scattering
potentials vi about the free particle Green’s function G0(r,r0,E).
However, it is more convenient to sum all consecutive scatterings
from a given site by defining the single site scattering matrices
ti = vi + viG

0ti. The scattering Green’s function in the above

equation is then given by,

Gsc ¼ G0 þ G0TG0 þ G0TG0TG0 þ � � �

¼ ½1� G0T ��1G0;
(12)

where the free particle Green’s function G0 and the scattering
matrix T are now matrices in a site and angular momentum
basis {i, L}. In the above, the scattering matrix is site and angular
momentum diagonal, i.e., TiLjL0 ¼ tidij ¼ eiZil sinðZilÞdijdLL0 ,
where Zil is the phase shift of the ith site potential, and dij is
the Kronecker d, which is one if i = j and zero otherwise. With
this representation of the Green’s function, the quasiparticle
spectrum is given by,

mabsqp ðoÞ ¼ Im �i
X
L

jMLj2þ
X
L;L0

M�
LG

sc
0L0L0 ðEÞML0

" #
yðoþec�eFÞ

ML¼hRLjdjci:
(13)

At energies high above an X-ray absorption edge, the scattering
Green’s function can be approximated via a multiple-scattering
path expansion, as in the series expansion of eqn (12), with the
aid of the Rehr-Albers separable approximation.42 In addition,
the path-expansion yields an EXAFS equation similar in form to
that of Sayers et al.43 but now builds in curved wave corrections
to the effective scattering amplitudes feff(k), from which the FEFF
codes are named. The path expansion in the FEFF codes
converges rapidly, typically with 10–100 paths, and has been
used extensively to provide theoretical standards for EXAFS
analysis.44,45 At low energies, near an absorption edge where
inelastic mean-free paths are long, multiple scattering can be
substantial leading to poor convergence of the path-expansion.
In that case, the full multiple-scattering (FMS) approach is
necessary, which can be calculated using the matrix inverse in
eqn (12).

In many cases, the spectral function in eqn (2), can be
approximated by a Lorentzian with width Gc, corresponding to
the inverse core-hole lifetime. For efficiency, and to avoid numer-
ical instability associated with calculations of the Green’s function
on the real energy axis, we perform the convolution on a contour
in the complex energy plane, starting from eF, proceeding up the
imaginary axis to eF + iGc, then to N +iGc.

In addition to the spectrum, we must be able to calculate the
relaxed ground state electron density self-consistently, since the
electron density is required for the mean-field muffin-tin
potentials. Within the Green’s function approach, the density
is given by,

rðrÞ ¼ �2
p
Im

ðeF
�1

dEGðr; r;EÞ: (14)

In addition, one must find the Fermi energy, which is deter-
mined by enforcing charge neutrality,

Ne ¼
ð
d3rrðr; eF Þ; (15)

where Ne is the number of electrons in the system. In practice,
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relaxation of the core-electrons is neglected, so that the lower
bound of the integral in eqn (14) is given by the core-valence
separation energy Ecv E EFermi � 40 eV.

With these definitions, one can calculate a variety of spectra
beyond XAS, including XES, EELS,46 and NRIXS,47 but also
others such as Compton,48 and resonant inelastic X-ray scatter-
ing (RIXS).49 See ref. 42 for additional details.

3.1 Many-pole model self-energy

Due to the relaxation of the valence electrons when a particle-
hole excitation occurs, peaks in the experimental spectrum are
shifted and broadened (due to finite lifetime) relative to those
of the single particle theory. The energy dependent shift and
Lorentzian width are related to the quasiparticle self-energy,
which is usually calculated within the GW approximation50

as S(E) E iGW, where G is the one-electron Green’s function,
W = e�1(o)v is the dynamically screened Coulomb interaction,
and e(o) is the dielectric function of the material. It is now
standard in calculations of XAS to approximate this self-energy
by using a plasmon pole approximation for the dielectric
function e(q, o).51 In this case the loss function �Im[e�1(q,o)]
is given by a single d function, which allows for an analytic
calculation of the quasiparticle lifetime. While this approxi-
mation works surprisingly well for high photoelectron energy, it
can break down near the edge. In order to improve the
approximation while retaining the efficiency of a pole model,
one can use a many-pole approximation to the loss function,27

Lðq;oÞ ¼ �Im e�1ðq;oÞ
� �

¼
X
i

gidðo� oiðqÞÞ; (16)

where the strengths gi, and energies oi(0) are constrained by
matching the model to moments of a calculation of the zero
momentum transfer loss function, as seen in Fig. 1. The
dispersion of these poles is assumed to be that of the
electron gas.

The zero momentum-transfer loss function can be calcu-
lated using a variety of methods, including an efficient real-
space multiple scattering approach, which sums eqn (13) over
all edges in the system,52,53 or more accurate approaches such
as those based on the Bethe–Salpeter equation.13 In addition, it
has been shown that an embedded atomic approximation to
the zero frequency loss function can be used with very little loss
of accuracy for the quasiparticle self-energy, as shown in Fig. 2.

The many-pole self-energy yields improved agreement with
experiment for near-edge XAS and EELS spectra compared to
ground state calculations, as shown in Fig. 3 which shows
calculated and experimental results of the O K-edge of SnO2.
In addition, quantitative improvement is observed in the analysis
of extended X-ray absorption fine structure (EXAFS).54

3.2 Ab initio Debye–Waller factors

In addition to the broadening of the spectrum due to inter-
action of the photoelectron with the valence electrons, there is
broadening and damping due to vibrational disorder, which is
highly temperature dependent. In particular eqn (13) gives the
absorption for a fixed set of nuclear coordinates, ignoring the

effects of vibrational disorder, which tend to damp the fine-
structure at high energies. In this section we show how the
Green’s function approach can also be used to address these
vibrational damping effects using ab initio force constants. The
effect on the spectrum can be characterized by path-dependent
EXAFS Debye–Waller factors exp(�2k2sR

2(T)), where k is the
EXAFS wave number, and sR

2(T) = h[(uR � u0)�R̂]2i is the mean-
square relative displacement (MSRD).55 These factors damp the
spectrum at high energy, with the effect increasing with tem-
perature, with sR

2 E kBT/k where k is an effective spring
constant. The need for path dependent Debye–Waller factors
creates a major difficulty for the analysis of EXAFS due to the
large number of free parameters involved, especially for dis-
ordered or molecular systems, where a simple model such as

Fig. 1 Calculated loss function (dot-dash) compared to the single pole
model (solid impulse) and many-pole model (short dashes). Reprinted
figure with permission from [J. Kas, A. P. Sorini, M. P. Prange, L. W. Cambell,
J. A. Soinine and J. J. Rehr, Phys. Rev. B, 2007, 76, 195116], Copyright
(2022) by the American Physical Society.

Fig. 2 Real and imaginary parts of the quasiparticle shift calculated with
the many-pole model fit to a full calculation of loss function (dashes)
compared to results from a fit to an efficient atomic calculation of the loss
function (solid). Reprinted figure with permission from [J. Kas, A. P. Sorini,
M. P. Prange, L. W. Cambell, J. A. Soi and J. J. Rehr, Phys. Rev. B, 2007, 76,
195116], Copyright (2022) by the American Physical Society.
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the correlated Debye model is inapplicable. In such cases it is
advantageous to obtain the Debye–Waller factors through
ab initio approaches. A number of theoretical methods have
been used to this end, based, e.g., on DFT,56–58 or molecular
dynamics.59 Here we provide details of the approach of ref. 56
which is implemented within the FEFF10 code.

The temperature dependence of the MSRD is given by the
Debye integral

sRðtÞ2 ¼
1

2mredR

ð1
0

do cothðbo=2ÞrRðoÞ; (17)

where b = 1/kBT, mred
R is the reduced mass associated with the

path R, and rR(o) is the path-projected vibrational density of
states (VDOS). Thus the difficulty in calculating the MSRD lies
in calculations of the projected VDOS. Simple correlated Debye
or Einstein models of the VDOS can be used in some cases,
although their application is limited to systems with high
symmetry.57,60 Alternatively, the VDOS can be related to the
lattice dynamical Green’s function,

rRðoÞ ¼
2o
p
Im R

1

o2 �Dþ id

����
����R

� �
; (18)

where D is the lattice dynamical matrix given by second
derivatives of the internal energy of the system with respect
to atomic displacements, and |Ri is a unit vector projecting
onto the path in question. The dynamical matrix can be
obtained through standard approaches within DFT, after which
the matrix inverse is performed via an efficient Lanczos
algorithm.61 Beyond efficiency, the Lanczos algorithm is also
useful since it can stabilize the calculation, and provides a
simple many-pole model of the VDOS. In particular, the first
iteration gives a single pole model, similar to the correlated
Einstein model, where the pole matches the first moment
of the VDOS. High accuracy can be achieved efficiently with

B6 iterations.56 Fig. 4 shows the resulting pole model for the
total VDOS of Cu compared to experimental results.56

This approach has been used to predict EXAFS Debye–
Waller factors for simple metals, semiconductors, and even
more complex systems with negative thermal expansion such as
zirconium-tungstate ZrW2O8, as shown in Fig. 5.

In addition to the EXAFS MSRD, other quantities related to
vibrational disorder can be obtained. For example, the mean-
squared displacements u2(T) associated with diffraction experi-
ments can be calculated via an integral similar to that of
eqn (17). Other EXAFS cumulants have a simple relationship
to the MSRD, which allows calculations of the Debye–Waller
factors beyond the harmonic approximation. Thermal expan-
sion coefficients can also be found via minimization of the
Helmholtz free energy, or through calculation of the Grüneisen
parameters.56

3.3 Time-resolved and finite-temperature XAS

Recent interest and advances in the time resolution of pump-
probe experiments has led to X-ray absorption probes of
systems out of equilibrium and at very high electronic
temperatures, up to the warm-dense-matter regime.6,62–65 In
order to simulate XAS at finite temperatures, both the tempera-
ture dependence of the lattice and that of the electronic system
must be treated. While the previous section discussed an
approach for treating the lattice temperature, here we provide
details about our RSMS treatment of finite electronic temperature
in X-ray spectra. Other finite temperature multiple-scattering
theories have been developed previously.66,67 More recent devel-
opments have shown that predictions of high temperature spectra
are possible with multiple-scattering approaches.68,69 Three exten-
sions of the theory must be implemented in order to treat finite
electronic temperatures.29 First, Fermi–Dirac statistics must be
taken into account both in the formula for the quasiparticle XAS,
and in the definition of the self-consistent density. Second, the

Fig. 3 Many-pole self-energy (MPSE) applied to calculations of the
O K-edge spectrum of SnO2. Reprinted figure with permission from
[M . S. Moreno, J. J. Kas, C. Ma, F. Wang, J. J. Rehr and M. Malac, Phys.
Rev. B, 2017, 95, 245206], Copyright (2022) by the American Physical
Society.

Fig. 4 Lanczos pole model of the total VDOS of Cu calculated using two
different exchange correlation potentials (LDA and hGGA) compared with
experimental results. Reprinted figure with permission from [F. D. Vila,
J. J. Rehr, H. H. Rossner and H. J. Krappe, Phys. Rev. B, 2007, 76, 014301],
Copyright (2022) by the American Physical Society.
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self-consistent density should be calculated using a finite-
temperature exchange-correlation potential.70 Third, the quasi-
particle self-energy used in the calculation of the spectrum should
be calculated at finite temperature. The first of these three effects
is the most important well below the Fermi temperature kTF = eF,
and this is our focus below. However, at higher temperature, i.e.,
the warm-dense matter regime where T is of order TF the
temperature dependence of the exchange correlation potential
and self-energy can become important. This effect can be
calculated within FEFF using the finite temperature exchange
correlation potential of ref. 70. Temperature dependent self-
energies have also been developed using the finite temperature GW
approximation,71 or the finite temperature generalization of the
static Coulomb-hole screened-exchange (COHSEX) approximation.72

The form of the quasiparticle XAS at finite temperature is
similar to that of zero temperature XAS, i.e., from eqn (13),
except that the unit step function ensuring contributions only
from excitations to the unoccupied states is replaced by a Fermi
function, thereby taking Fermi–Dirac statistics into account.

mabsqp ðoÞ ¼ Im
X
L

jMLj2 þ
X
L;L0

M�
LG0L;0L0 ðoþ ecÞML0

" #

� f ðecÞ 1� f ðoþ ecÞ½ �;

(19)

f ðEÞ ¼ 1

exp½ðE � mÞ=kT � þ 1�: (20)

In order to account for the finite lifetime of the hole, the
quasiparticle spectrum is convolved with a Lorentzian as in
the zero temperature case. Again, for efficiency, the integral is
performed in the complex plane, although at finite tempera-
ture, the contour is taken from Ecv to Ecv + ig, then to N +ig,
where the size of the imaginary part g is chosen to ensure that
the Green’s function is sufficiently smooth (g E 4 eV). In
addition, g is set halfway between two Matsubara poles, as seen
in Fig. 6. Thus the Green’s function must also be calculated at

any Matsubara poles enclosed by the contour and the residues
must be subtracted from the result of the contour integral.

The integral defining the density is modified in a similar
manner, replacing the upper bound restricting the integral to
occupied states in eqn (14) with a Fermi function,

rðrÞ ¼ �2
p
Im

ð1
�1

Gðr; r;EÞf ðE; mðTÞÞ: (21)

Again, this integral is calculated on a contour going from Ecv to
Ecv + ig and up the real axis to N + ig, and subtracting the
residues at the Matsubara poles, i.e.,

rðrÞ ¼ Im �
ð
C

dE
2

p
Gðr; r0;EÞf ðEÞ � 4ikBT

Xn
j¼1

Gðr; r0; zjÞ
" #

;

zj ¼ m� ið2j � 1ÞkBT :
(22)

In addition, temperature dependence of the chemical potential
m(T) is defined implicitly by enforcing charge neutrality,

Ne ¼
ð
d3rrðr; mðTÞÞ: (23)

The inclusion of Fermi–Dirac statistics in the definition of the
spectrum and density modify the calculated XAS in several ways.
At finite temperature, the Fermi function broadens to a width
BkBT. This causes the chemical potential, and thus the X-ray
edge, to shift at finite temperatures. At low temperature, this
shift is proportional to the logarithmic derivative of the density of
states at the Fermi energy D (eF), in accordance with a Sommer-
feld expansion mðTÞ � mð0Þ ¼ ðp2=6ÞðkBTÞ2D0ðeF Þ=DðeF Þ. This

Fig. 5 Calculated MSRD of various paths in ZrW2O8 compared with
experimental results. Reprinted figure with permission from [F. D. Vila,
J. W. Spencer, J. J. Kas, J. J. Rehr and F. Bridges, Front. Chem., 2018, 6, 1].

Fig. 6 The contour labeled C is used for integration of the Green’s
function defining the core-lifetime broadened XAS as well as the electron
density. Reprinted figure with permission from [T. S. Tan, J. Kas and J. Rehr,
Phys. Rev. B, 2021, 104, 035144], Copyright (2022) by the American
Physical Society.
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approximation is often valid to moderate temperatures T o TF.
Another effect of the broadening of the Fermi function is that
excitation of states below the chemical potential is allowed. This
effect, known as continuum lowering can be especially prominent
in L-edges of the late 3d transition metals, where a high concen-
tration of density of d-states lies right below the Fermi energy.
This effect is shown for Cu in Fig. 7, which shows the L-edge XAS
of Cu calculated at various electronic temperatures.

For systems out of equilibrium, the lattice and electronic
temperatures generally have different values, and the coupling
between the lattice and the electrons can be approximated
using a two-temperature model. Generally, the effect of lattice
vibrations is to damp the spectrum, with increased damping at
higher energy, as well as higher temperatures. These effects can
be calculated as detailed in the previous section for energies
well above the edge. Near the edge, symmetry breaking can
cause forbidden transitions to appear in the spectrum, which
cannot be predicted by the use of Debye–Waller factors. An
alternative approach is to use either molecular dynamics,
which is applicable at high temperatures in the classical limit,
or to populate the phonon modes using Monte-Carlo
approaches. The XAS is then averaged over many configura-
tions of the atomic positions.

4 Cumulant Green’s function
treatment of many-body satellites

Many-body electronic effects in X-ray spectra are also apparent
in some other ways, beyond the energy dependent shift and
broadening associated with quasiparticles. In particular, the

sudden appearance of the core-hole and photoelectron can
cause additional electronic excitations such as plasmon,
particle-hole, and charge transfer excitations. These inelastic
losses show up as extra satellite peaks in X-ray spectra, shifted
from the main quasiparticle peak by the energy of the many-
body excitation. Such satellites show up in all spectra to varying
extents, but are especially prominent in X-ray photoemission
spectra (XPS), which are directly related to the one-electron
spectral function. Effective single particle (or quasiparticle)
theories predict only a single peak for each core-level, while
multiple peaks are present in experiment. Formally, these
many-body excitations can be treated via an energy dependent
self-energy as seen in eqn (8). However, standard approaches
for calculating the self-energy, e.g., based on many-body per-
turbation theory, such as the GW approximation of Hedin73 fail
to describe the many-body satellites.74 In particular, the GW
approximation fails to describe the multiple plasmon satellites
observed in the XPS of nearly free-electron metals,30,31,35,74 and
even semiconductors,36 producing only a single satellite at an
energy B1.5 times that of the first satellite seen in experiment.
In contrast, the cumulant expansion correctly describes these
multiple plasmon satellites at the correct energy corresponding
to the plasmon energy in the loss function, as shown in
Fig. 8.31,33,35–37,75

The cumulant Green’s function is given by an exponential in
real-time,

gc(t) = g0
c(t)eC(t), (24)

where g0
c = �ie�iecty(�t) is the single-particle core-level Green’s

function, and C(t) is the cumulant, which builds in dynamic
correlation. For core-levels, the XPS spectrum is approximately
given by the spectral function which is the Fourier transform of
the core-electron Green’s function, Ac(o) = �(1/p)ImFT[gc(t)]. To
facilitate the analysis, it is useful to express the cumulant in
Landau form,

CðtÞ ¼
ð
do

bðoÞ
o2

e�iot þ iot� 1
� �

; (25)

where b(o) describes a quasi-boson excitation spectrum. The
first term in the above expression yields the satellites, while the
second and third terms are associated with the complex qua-
siparticle shift Dqp and renormalization factor Zqp, i.e.,

Dqp ¼
ð
do

bðoÞ
o

;

Zqp ¼ e�a

a ¼
ð
do

bðoÞ
o2

:

(26)

The behavior of the excitation spectrum b(o) was first derived
by Langreth30 for an electron gas, but is more generally valid
within the linear response approximation. Formally b(o) is

Fig. 7 L-Edge XAS of Cu metal at various electronic temperatures. Note
the sharp peak appearing below the X-ray edge as function of increasing
electronic temperature, which occurs due to the broadening of the Fermi
function. Reprinted figure with permission from [T. S. Tan, J. Kas and
J. Rehr, Phys. Rev. B, 2021, 104, 035144], Copyright (2022) by the
American Physical Society.
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related to the dynamic structure factor,

bðoÞ ¼
X
q

jVqj2Sðq;oÞ; (27)

where Vq is the core-hole potential.

4.1 Real-time cumulant

The above expression for the cumulant can be generalized to
real-space and real-time, and is related to the time dependent
density fluctuations caused by a core-hole potential turned on
at time t = 0,76

bðoÞ
o
¼ 1

p

ð
dtDðtÞe�iot

DðtÞ ¼
ð
d3rdrðr; tÞVcðrÞ:

(28)

To make the connection with the Langreth form in eqn (27),
note that the induced density can be expressed in terms of the
response function w and the external potential, which in this
case is the core-hole potential,

drðr; tÞ ¼
ð
dt 0
ð
d3r0wðr; r0; t� t 0Þvcðr0Þyðt 0Þ;

DðtÞ ¼ 1

p

ð
dt 0
ð
d3rd3r0vcðrÞwðr; r0; t� t 0Þvcðr0Þyðt 0Þ;

(29)

which is just the space and time Fourier transform of eqn (27).
This form has been implemented within the real-time TDDFT
version of the SIESTA code,77 and has been used to describe
charge tranfer excitations in transition metal oxides, as shown
in Fig. 9. The real-space, real-time approach described above
yields an analysis of the excited states through the induced
density fluctuations. In particular, the Fourier transform to
frequency gives a real-space picture of the excitation density.
For example, Fig. 10 clearly shows ligand to metal electron

transfer in the excitation density, which is shown at the
calculated charge transfer energy of 14.8 eV in rutile, corres-
ponding to the main-peak satellite splitting seen in Fig. 9.

4.2 Extrinsic and interference terms, and the particle-hole
cumulant for XAS

In addition to the interaction between the core-hole and the
valence excitations, i.e., intrinsic losses, the photoelectron
also interacts with the valence electrons and creates extrinsic
excitations, and there is interference between them.78,79 The
cumulant form for XPS is still valid when extrinsic and inter-
ference terms are considered, although the excitation spectrum
b(o) seen in the Landau form of eqn (25) must be replaced with
the combined excitation spectrum created by the appearance of
the particle-hole system,34 i.e., g(o) = bint(o) + bext(o) +binf(o),
where int/ext/inf denote intrinsic, extrinsic, and interference
terms. Thus the cumulant can also be separated into intrinsic,
extrinsic and interference terms. Since the contribution from
the extrinsic and interference terms has roughly the same
shape as the intrinsic spectrum, these effects can be modeled
by an energy dependent amplitude factor R(o) = atot(o)/
aint,

35,37,80 which can be calculated within an electron gas
model.78 Since intrinsic excitations dominate at low excitation
energy, the factor is approximately linear, i.e., R(o) E 1 + ao.
Calculations of the extrinsic to intrinsic ratio show that the
extrinsic weight dominates for plasmonic excitations of free-
electron metals, although it is not expected to contribute
substantially for more localized excitations such as charge-
transfer.75,81 Finally, the particle-hole cumulant can be applied
to XAS and EELS through the convolution seen in eqn (2). At
low energies near the edge it has been found that extrinsic and
interference terms largely cancel, and the intrinsic spectral
function alone is a reasonable approximation, as shown in
Fig. 11.34,82,83

Fig. 8 Valence XPS of Si calculated with the cumulant approach (green
dot-dash) compared to that of the GW approximation (red dash), and
experimental results (blue crosses). Theory including an approximate
treatment of extrinsic effects is also shown (black solid). Reprinted figure
with permission from [M. Guzzo, G. Lani, F. Sottile, P. Romaniello, M. Gatti,
J. J. Kas, J. J. Rehr, M. Silly, F. Sirotti and L. Reining, Phys. Rev. Lett., 2011,
107, 166401], Copyright (2022) by the American Physical Society.

Fig. 9 2p core-level XPS of rutile TiO2 calculated with the real-time
cumulant approach (red solid) compared to experimental results (black).
The main quasiparticle peaks are labeled P1/2 and P3/2, while the charge
transfer satellites appear at B14 eV lower energy. Reprinted figure
with permission from [J. J. Kas, F. D. Vila, J. J. Rehr and S. A. Chambers,
Phys. Rev. B, 2015, 91, 121112], Copyright (2022) by the American Physical
Society.
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4.3 Multiplet + cumulant approach

The approach detailed above works quite well for systems
with small to medium correlation strength, where only small
satellites appear. For highly correlated systems, such as the 2p
XPS and XAS spectra of some of the transition metal oxides,
methods based on ligand field multiplet models, as well as
dynamical mean field theory have been highly successful,19,20,22

although they are not fully ab initio. An alternative approach is
to calculate the atomic multiplet spectrum, including the
effects of the ligands on the d-state splittings but not allowing
charge transfer, and then to include charge transfer (as well as
other longer range excitations such as plasmons) through a
convolution with the cumulant spectral function,84 i.e.,

A2p(o) = Aloc
2p (o) � AC

2p(o). (30)

Here Aloc
2p is the spectral function arising from the local Hamil-

tonian, while AC
2p is the cumulant spectral function, which

builds in long-range interactions such as charge-transfer and
plasmons. This approach was inspired by a similar convolution
formula developed to include plasmon excitations in DMFT.85

The cumulant spectral function is then calculated in real-time
as detailed above, while the local spectral function is calculated
via exact diagonalization within the 2p–3d subsystem.86

In order to avoid double counting, the spherical Coulomb
interaction terms are neglected in the local Hamiltonian since
they only contribute an overall shift, and the cumulant is

calculated using the density response to a spherical core-hole.
The parameters of the local Hamiltonian are given by the
crystal field strength and the Slater–Condon parameters. For
calculations of core-level XPS, only a rough estimate is required
for the crystal field strength, which we estimate via the eg, t2g

splitting. The Slater–Condon parameters are sensitive to the
covalency of the transition metal bonds, which we take into
account using an extension of the FEFF10 code, i.e., by calculat-
ing self-consistent Dirac-Fock radial functions. This method
gives very similar results to the ab initio Slater–Condon para-
meters found using a Wannier state basis.20 Fig. 12 shows the
calculated 2p XPS spectrum of hematite Fe2O3 compared to the

Fig. 10 Excitation density dr(r, o), i.e., taken at a frequency o = 14.8 (eV)
corresponding to the charge transfer energy. Reprinted figure with per-
mission from [J. C. Woicik, C. Weiland, C. Jaye, D. A. Fischer, A. K. Rumaiz,
E. L. Shirley, J. J. Kas and J. J. Rehr, Phys. Rev. B, 2020, 101, 245119],
Copyright (2022) by the American Physical Society.

Fig. 11 K-Edge XAS of MoS2 calculated within the non-interacting
approximation (bottom), BSE (second curves), and BSE + cumulant (third
curves), compared to experiment (top). The angle of polarization is shown
by the colors. Reprinted figure with permission from [J. C. Woicik, C.
Weiland, A. K. Rumaiz, M. T. Brumbach, J. M. Ablett, E. L. Shirley, J. J. Kas
and J. J. Rehr, Phys. Rev. B, 2020, 101, 245105], Copyright (2022) by the
American Physical Society.

Fig. 12 Fe 2p XPS of a Fe2O3 calculated within the multiple + C approach
(red) compared to the multiplet-only spectrum (green), and experimental
results (black crosses). Reprinted figure with permission from [J. J. Kas, J. J.
Rehr and T. P. Devereaux, Ab initio multiplet plus cumulant approach for
correlation effects in X-ray photoelectron spectroscopy, 2021, https://
arxiv.org/abs/2107.10409].
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multiplet-only spectral function, and experimental results. Note
the reduction of the spin-orbit- and multiplet-split main peaks
at B0 and 12 eV relative to the multiplet-only spectrum. This
reduction occurs due to the weight transferred to the shake-up
satellites seen at 9 eV lower energies through the convolution
with the cumulant spectral function.

5 The Corvus workflow framework

Many of the advanced approaches detailed in the previous
sections require either multiple calculations with the FEFF10
code, or additional calculations carried out with external soft-
ware packages. For example, resonant inelastic X-ray scattering
(RIXS) can be calculated with FEFF10 by itself, but requires
several separate runs, and an external script to handle output to
input conversion. Similarly, the ab initio Debye–Waller factors
and the many-body spectral function convolution both require
input from external codes. In order to simplify these advanced
workflows and facilitate non-expert use, we have developed a
Python-based workflow framework Corvus, which focuses on
calculations of spectroscopy.26,87 Corvus does this by managing
all input and output translation, as well as the execution of
various codes, required for a given workflow. Users are thus
only required to learn one simplified input structure, with
input parameters focused on physical properties that define
the problem at hand in a simplified input file. Other para-
meters are included implicitly by default. For example, to
include the many-body satellites for the M-edge XAS of CeO2,
a user only needs to provide the target property (in this case
named mbxanes), the X-ray edge and absorbing atom, and the
crystal structure in the form of a crystallographic information
file (CIF), as shown in Fig. 13. Corvus then (i) creates all
required input files; (ii) creates the workflow, and then runs the
workflow which consists of (iii) a real-time SIESTA77 calculation of
the cumulant spectral function; (iv) a FEFF10 calculation of the
XAS, and finally, (v) a convolution of the XAS with the spectral
function. The results of this workflow are shown in Fig. 14 and
compared to the quasiparticle spectrum, as well as experimental
EELS data.88 The Corvus software currently has interfaces to a
variety of software, including FEFF10, ABINIT,89 and NWCHEM.90

Corvus is capable of running a variety of workflows, such as

optimized structures + XAS, RIXS, ab initio Debye–Waller factors,
and a recent development which allows full-spectrum optical
constants from UV to X-ray energies,53 and interfaces with the
Materials Project Database.91

6 Summary and conclusions

In this review we have summarized a number of recent devel-
opments in the theory and computation of core-level X-ray
spectra, focusing on the advanced methods available within
the real-space multiple scattering (RSMS) code FEFF10. The
RSMS theory of X-ray absorption and related spectra is briefly
described, and attention is given to improved ab initio treat-
ments of the quasiparticle self-energy, e.g., using a many-pole
model. This model improves upon the conventional plasmon
pole model by representing the dielectric function as a set of
poles rather than a single d function. The model also treats the
energy dependent broadening seen in the experimental spectra,
and can improve the quantitative analysis of the EXAFS. Inter-
actions with phonons are treated using ab initio calculations of
the EXAFS Debye–Waller factors. This approach is based on
DFT calculations of the dynamical matrix and an efficient
Lanczos representation of the lattice dynamical Green’s func-
tion. These effects are especially important for the EXAFS
analysis of complex systems, where it is difficult to manage
the large number of fitting parameters. The approach also
includes corrections for finite temperatures beyond the harmo-
nic approximation, since simple relationships allow calcula-
tions of the EXAFS third cumulant for example. Finite
electronic temperature effects are incorporated through exten-
sions which include Fermi–Dirac statistics in the spectrum as
well as in the self-consistent calculation of density and
chemical potential. This allows for calculations of XAS over a
broad range of temperatures up to the warm dense matter
regime. Coupling these effects with molecular dynamics or
ab initio Debye–Waller factors allows simulation of systems
out of equilibrium, as in ultra-fast pump-probe experiments.
At very high electronic temperatures, the Fermi function

Fig. 13 Corvus input for a calculation of the M-edge XANES of CeO2

including the many-body convolution with the cumulant spectral function.

Fig. 14 Ce M-edge XANES of CeO2 including the many-body convolu-
tion with the cumulant spectral function compared to the quasiparticle
spectrum and experiment.88
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broadens, and excitations to previously occupied states are now
allowed, while the edge shifts due to the temperature depen-
dence of the chemical potential. Many-body satellites in XPS
and XAS, due to multi-electron excitations can also be treated,
via a convolution of the quasiparticle spectrum with a many-
body spectral function. The spectral function is calculated
within the cumulant approximation for the one-electron
Green’s function. The cumulant is related to the density
induced when a core-hole appears, and is calculated via real-
time TDDFT. These advanced calculations are managed by the
Python workflow engine Corvus, which allows users to focus on
the physics of the problem at hand rather than the details of the
underlying algorithms or the input and output translations
necessary for complex workflows requiring multiple scientific
software packages. Many extensions of this method are possible.
For example, for near-edge spectra full-potential corrections to
the RSMS theory and an improved treatment of excitonic effects,
as in the Bethe–Salpeter equation are desirable.
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F. Dahm, F. Da Pieve, M. Delaveau, M. Di Gennaro, B. Dorado,
C. Espejo, G. Geneste, L. Genovese, A. Gerossier, M. Giantomassi,
Y. Gillet, D. Hamann, L. He, G. Jomard, J. Laflamme Janssen,
S. Le Roux, A. Levitt, A. Lherbier, F. Liu, I. Lukaević, A. Martin,
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