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ning: incentives and trust through
collaborative integration of artificial intelligence
into sustainability science

Johannes Lehmann,*ab Carla Gomes,cd Matthias C. Rilligef and Shashi Shekharg

Sustainability science increasingly requires computationally intensive predictive and decision-making tasks

across varied temporal and spatial scales. We argue that these needs in sustainability science offer

opportunities to develop trusted and transparent artificial intelligence (AI) based on principles that we

define here as relevance, abundance, complexity, transferability, and specificity. Collaborations between

AI and sustainability scientists should adopt the proposed “deep mutual learning” that integrates

engagement with practitioners to build a shared incentive structure, and innovate question creation and

an environment of co-creation with co-location. We emphasize a shared incentive structure that rests

on fully integrating practitioners in the collaboration, including industry, municipalities, and the public.

This approach will guide us towards sustainable policies with far-reaching societal benefits.
Sustainability spotlight

Articial intelligence (AI) has greatly advanced scientic capabilities, but has also garnered considerable criticism. Sustainability science is predestined to
benet from computational capabilities offered by AI, as the needs for addressing the diverse UN sustainable development goals require considerations of trade-
offs and multiple different and oen divergent needs by practitioners. As sustainability science is becoming more complex, AI approaches are becoming more
computationally intensive, and require specialized knowledge. It is therefore timely to develop clear guidelines on how to foster productive co-creation processes
across science and practitioner domains. Here, we chart several foundational approaches in scientic collaboration, industry relations, and education that we
feel are pivotal to move sustainability science forward using trusted and transparent AI collaborations. We focus on a shared incentive structure that puts
practitioners at the center of the collaborative network.
Justification

Articial intelligence (AI) has made large conceptual advances
and will continue to open possibilities in science and society
that we could not have anticipated even a few years ago. The
proliferation of AI has also met with considerable trepidation,
as it can obscure cause and effect in science as much as lead to
myth building in public discourse.1 Similar to large language
models,2 the question remains whether AI may combat or
exacerbate misinformation in the sustainability sciences. The
opportunities for advancing sustainability science using AI have
been demonstrated in earth science3 to develop sustainable
solutions.4 These include diverse objectives as listed in the
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sustainable development goals5 and have ushered in trans-
formative change in sustainability in the last few years,6 many
based on accelerating the speed of scientic discovery.7

Educational approaches have been discussed8 and a new
workforce will have experienced more cross-training, while
research collaborations in this rapidly evolving eld remain
fundamentally challenged9 by entrenched organizational and
disciplinary incentive structures.10 Sustainability and environ-
mental sciences promise larger potential benets from using AI
compared to other disciplines, but unfortunately the share of
collaborative papers between AI and environmental scientists is
the lowest among disciplines,11 highlighting the need for
developing mechanisms to foster cross-disciplinary collabora-
tion. Therefore, we develop a conceptual framework specically
emphasizing an urgently needed joint incentive structure
through developing trust by integrating practitioners (e.g.,
farmers, policy makers, industry, consumers) and their needs.
Our proposal

Here we propose ‘deep mutual learning’ as a bridge between
sustainability scientists and AI scientists to develop trusted and
RSC Sustainability
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transparent policy and societal impact through (1) a shared
incentive structure; (2) a focus on creation of appropriate
questions that focus on the needs of practitioners; and (3) re-
design of the work ecosystem.

A key challenge is an eye-level and transparent collaboration
where everyone benets in their own area of scholarship and
develop trusted policy and societal impact together with
farmers, policy makers, industry, and the public (Fig. 1). All too
oen, the AI computer scientists may be asked to ‘help’ the
sustainability scientists to achieve their goals, similar to
a statistical consultancy services commonly available at
research institutions, rather than advancing AI science itself.
However, the AI scientists must still advance their own scientic
discipline, and the use case of sustainability may in our view
provide an attractive training ground to achieve that. At the
same time, sustainability scientists must create trust when
communicating scientic results to practitioners through
transparent AI methodology. Unfortunately, sustainability and
AI scientists speak different scientic languages and have, in
our experience with large national and international programs
on AI, remained largely separated from each other. In the
following sections, we rst outline the opportunities that
should in our opinion be leveraged to then develop the meth-
odology of deep mutual learning through a shared incentive
structure, create questions and an enabling work ecosystem
based on co-creation with co-location.

Creating opportunities

What are the opportunities and associated risks that sustain-
ability science provides to accelerate AI science and vice versa?
What makes sustainability science an attractive training ground
for AI science? We have identied relevance, abundance,
complexity, transferability, and specicity as the most
Fig. 1 Outline of collaboration between sustainability and AI scientists a
and societal impact.

RSC Sustainability
important attributes that sustainability scientists can leverage
and that we call ‘deep mutual learning’ (Fig. 2).
Relevance

Young AI professionals have many high-paying industry options
to apply their talents. However, many students may also prior-
itize working on topics that strike an emotional chord—such as
saving humanity from catastrophic climate change, rescuing
endangered plant and animal species from extinction, or
securing drinking water—as these areas offer a sense of
meaningful impact.12 Here, we suggest that interactions with
farmers, industry or policymakers which are essential to
achieving sustainability add to perceived relevance to society
and can be leveraged for students in the computer sciences to
choose a career in sustainability. This requires collaboration
between sustainability scientists and AI scientists to attract the
best young researchers. Alarmingly, only 33% of papers using AI
are currently co-authored by both computer scientists and
domain scientists.11 In comparison, the share of collaborative
publications in engineering has increased from 21% to 44%
over the past two decades.11 We propose that broader collabo-
rations including those that justify and result in co-authorship
can be achieved by including the needs of practitioners into
projects. The experience of some of us leading a US national AI
Institute showed that practitioner input provides highly moti-
vating guidance to ask questions in the basic sciences that
would otherwise not be apparent. We propose to employ the
already established collaborative intelligence (CI) approach13–15

in sustainability sciences precisely to integrate such views and
needs of practitioners which appears to not have been explored
in sustainability science.16 Key is that AI remains explainable to
avoid risks which builds on a long history in information
systems research.17
s a two-way street, in order to generate transparent and trusted policy

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Conceptual proposal of how to utilize divergent incentives, resources, and ways of working to leverage AI through deep mutual learning,
which comprises relevance, abundance, complexity, transferability and specificity (outlined in more detail in the text) in order to build a trusted
and transparent bridge between computer and sustainability scientists in collaboration with practitioners.
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Abundance

We suggest that complex sustainability science offers an
abundance of questions relevant to real-life settings that require
development of newer and more sophisticated computational
approaches.5 Nature-based climate solutions in agriculture for
example rely on spatially explicit assessment of carbon cycles18

with computational needs exceeding traditional modeling
approaches. This is an important example where new AI
approaches at the intersection with mechanistic modeling can
prove transformational.19 The ever-changing challenges in
sustainability are also attractive as training grounds, because
they include newly emerging drivers of global environmental
change (e.g., microplastic, PFAS). For example, AI can help in
water quality management with respect to PFAS through
appropriate operation and management of groundwater
resources.20 Here, again, the application and link to the needs of
practitioners is providing attractive study cases.
Complexity

Sustainability science provides a very complex training ground
for AI scientists.21 Sustainability science thrives on highly non-
linear and high-level interactions between many factors (e.g.,
plants, animals, microbes), processing large numbers of
compounds (e.g., gases, nutrients) under rapidly changing
conditions at multiple time and space scales. These attributes
© 2025 The Author(s). Published by the Royal Society of Chemistry
of sustainability pose a risk of generating unintended conse-
quences as such complex interactions are challenging to verify
independently. Ecological systems closely interact with socio-
economic factors (policy, governance, acceptance) that make
human decision making central to nding sustainability solu-
tions, adding further complexity to the interactions. Therefore,
sustainability science is in many cases handling a broad array of
different data types, including images, text or numbers, that
require new solutions that AI computer science must address in
a transparent way. Traditional machine learning methods lack
interpretability, emphasize prediction and correlation, rather
than causation, and oen violate physical constraints. For
example, traditional AI machine learning methods assume that
testing and training data come from identical data distribution.
However, it is violated by the geographic heterogeneity and
temporal non-stationarity in sustainability science datasets and
use-cases. Also, AI neural network learning algorithms focus on
so constraints such as so-called regularizers,22 while sustain-
ability science may require so-called hard constraints such as
conservation of mass and energy, as in many other domains.23

This is especially true when addressing the multiple sustain-
ability challenges highlighted by SDGs, which requires a shi
from single-objective to multi-objective optimization in
evolving AI decision-support systems. AI's capacity to navigate
complex trade-offs highlights its potential to clarify interactions
as well as points out its transparency issues. As AI becomes
RSC Sustainability
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a common tool in sustainability science, the need for ethical
systems that align with societal values and goals are paramount.
This need is logically in conict with transparency of complex
systems. Again, we propose that integration of practitioners into
the projects will generate the necessary trust, if that integration
is genuine and is done before the research commences. Our
experience with focus groups and early practitioner input to
research objectives is consistent with this recommendation.

Transferability

The fact that computational processes that allow AI techniques
devised within one sustainability problem to be effectively
transferred and applied to others is important to AI science,
while transferability is usually absent in sustainability science
(Fig. 1). Through minimizing computational time, AI scientists
can delve deeper into problem complexity, make use of existing
solutions, which enables us to transfer known successful
strategies for new challenges in the sustainability sciences for
which computational solutions are unknown. For example,
consider the challenge of designing computationally faster
surrogate models to replace computationally more expensive
process-based models in sustainability science. In recent
decades, deep neural networks have provided computational
solutions for this challenge in for example language modeling24

and are therefore now being evaluated in sustainability science,
as well. As another example, multi-entity classication and
regression models have been applied across diverse domains,
including species distribution modeling,25,26 materials property
prediction, and image classication and detection.27 In addi-
tion, deep reasoning networks that were developed for phase
mapping of crystal-structures also showed that they can solve
Sudokus.28 This transferability of computational approaches
inherently encourages the emergence of cross-cutting themes in
AI, thereby fostering enhanced collaboration between AI and
different sustainability researchers. Consequently, it is crucial
to identify a core set of such cross-cutting AI problems without
introducing risks, opening up applications across diverse elds.
A purposeful dialogue between sustainability and AI scientists
is therefore essential to ensure that the transfer of computa-
tional models and algorithms not only captures, but also fully
leverages, the unique aspects of the target problems and does
not create artifacts.21 It is commonly assumed that the rapidly
developing computational approaches based on AI can only be
made use of in sustainability sciences29 in a trusted manner
through transparent collaborations between AI computer
scientists and sustainability scientists.30 Here, we expand this
concept by anchoring the collaborations around specic needs
or practitioners.

Specicity

To manage risks in tackling complex computational problems,
it is critical to understand the sustainability structure through
incorporating prior scientic knowledge. For example, mapping
soil carbon for carbon sequestration assessments18 requires
knowledge about carbon transport and transformation in the
landscape that goes beyond applying innovative deep learning
RSC Sustainability
techniques. Only by harnessing specic domain information,
again centered around the needs of practitioners, can we cra
appropriate computational models that are efficient, effective,
and robust. This approach also proves important in data-
limited scenarios, enabling computational models to better
handle noise, outliers, or even alterations in the data distribu-
tion,19 while ensuring transparency of where data come from
and how they interact. Therefore, specicity is key to inter-
pretability with known risks and uncertainties, which provides
the basis for successful translation into policy advice and soci-
etal impact.
Deep mutual learning in cross-
disciplinary collaboration

Building on these opportunities and risks, we propose a process
of deep mutual learning (Fig. 2) that is here dened as a set of
organizational, behavioral and educational principles that all
aim at and rely on including practitioners in the AI-
sustainability nexus. We suggest that a trusted AI can only be
achieved by developing a shared incentive structure, focusing
on question creation, and insisting on co-creation with co-
location. These principles are discussed in detail below.
Shared incentive structure

Probably the most impactful changes can be made here that are
more specic to the AI-sustainability nexus than strategies for
collaboration that have already been proposed in many other
scientic elds.31 Sustainability scientists must satisfy the
needs of one or more practitioners such as land managers,
policy makers, etc., while AI scientists must solve computational
problems across different domains or elds of inquiry. For
example, a sustainability scientist may develop insights that
allow more carbon to be sequestered in soil to mitigate climate
change to benet the general public, improve soil health
ensuring clean water for the local population and generate
revenue for the farmer through carbon trading. The AI scientist,
however, must demonstrate that the new AI solution can be
applied, for example, to soil carbon sequestration, to semi-
conductor technology and to the popular game of chance
‘Bingo’ to demonstrate general applicability of the new algo-
rithm. The sustainability scientist does typically not share
interest in electronics or games, whereas professional rewards
rest on benets for widely divergent elds for the AI scientist.
Such divergent incentives create unexpected challenges9 that
are not commonly known in the sustainability sciences and are
not yet a target for inquiry. This observation is consistent with
the nding that only less than one third of scientic AI publi-
cations are co-authored by domain scientists such as soil
scientists together with computer scientists.11 The opportunity
for collaboration that motivates the AI scientist arises in the
sustainability sciences through the need to capture different
spatial and temporal scales and human decision making that
creates scientically intriguing complexity. For example,
computer scientists may develop novel computational solutions
that can then be combined with mechanistic insights in
© 2025 The Author(s). Published by the Royal Society of Chemistry
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knowledge-guided machine learning projects to identify the
most promising places and approaches for soil carbon seques-
tration in agroecosystems.19 Through our interactions with
practitioners in the land-use sector in the US using focus group
sessions in 2024, it also became clear that a severe lack of trust
remains whether or not AI will have positive outcomes, which is
wide-spread among practitioners as shown for a survey of more
than 30 000 individuals across 28 EU countries.32 Socio-
technical barriers and data privacy issues have therefore to be
recognized in deep mutual learning. Here we posit that creating
the proposed shared incentive structure is essential to develop
trust at the AI-sustainability nexus and is within reach through
establishing long-term partnerships8 as a key aspect of deep
mutual learning.

For the sustainability scientist, this means prioritizing the
needs of practitioners, including farmers or policy makers
where again mutual trust is pivotal (Fig. 2). Deep mutual
learning therefore involves accepting that sustainability scien-
tists cannot become AI scientists and vice versa to fully capitalize
on the synergies between these elds of study. An important
task then lies in fostering a deep and true understanding by the
sustainability scientist not only what the results of the AI mean
but also how they were achieved. This puts a large responsibility
on the AI scientist to evaluate AI methods for their transparency
also and specically of its risks. Most importantly, we claim that
a shared incentive structure by sustainability and AI scientists
will provide the bridge for developing trust for practitioners
which in turn builds shared incentives for all three groups
(Fig. 2).
Question creation

We propose deep mutual learning that iterates between
discovery of new AI possibilities and the ability to ask new
questions relevant to sustainability, – rather than answering old
questions for which AI is already available. Such method
development should ideally coincide with the generation of
novel research questions that encompass every dimension of
sustainability. These dimensions should address not only
human well-being but also emphasize the vital importance of
safeguarding plants, animals, land, sea, and our climate. This
critical step of question creation, which demands substantial
interaction between AI scientists and sustainability scientists, is
arguably the most important.33,34 Unfortunately, it is oen the
most overlooked phase in the research process.35 Here, gener-
ative AI such as large language models implemented in apps
such as ChatGPT are already deployed as an intermediate tool to
create new questions36 that may be compared with or even
initiate conventional approaches to question creation.37 There-
fore, we have to develop a path from question creation to
problem solving that allows formal verication. This may be
done by using AI as a tool to create hypotheses that are seeding
a new generation of sustainability experiments. Here, it will
again be key to start with the needs of practitioners, consistent
with the demand for a future where humans and AI collaborate,
“with both parties contributing to the creative endeavor without
dominating or stiing the other”.38
© 2025 The Author(s). Published by the Royal Society of Chemistry
Co-creation with co-location

In order to develop trust and transparency, deep mutual
learning of AI and sustainability principles is known to have to
begin early at the undergraduate level using integrated class-
room models that allow discussion time and a low level of entry
requirements,39 as the level of AI education is at present about
a tenth lower e.g. in geography (an important area of sustain-
ability) than in computer science.11 Building on such an
undergraduate education, universities should create cohorts of
young scholars at the graduate education level with sustain-
ability and AI scientists that practice deep mutual learning
through for example dedicated place-making40 graduate
programs or temporary institutes or centers (such as AI-LEAF at
https://aiinstitutes.org/institute-ai-leaf/). Such cohorts will also
allow synergies across different computational sustainability
projects through transferability of methods, while taking into
consideration and leveraging the specicity of each project.
Care must be taken to not misrepresent approaches that work
in one area but not in another, which will require deep
mutual learning across more than two elds. At all research
levels, co-creation with co-location is needed,40 because
sporadic meetings or cross-cutting seminars are not sufficient
for breakthrough science.41 Progressively greater specialization
means that full cross-training of sustainability and computer
scientists may become even more challenging in the future due
to ever more widely divergent skill sets; stacking too many
demands on skills and knowledge may fail. Senior scientists
and company managers should be tasked with initiating to
build bridges for ‘undisciplinary’ interaction of scientists with
diverse backgrounds42 while students will need to populate
these platforms to form teams that are conducting the projects;
particular attention must be paid to inclusion of underrepre-
sented minorities, as e.g. women and Black scientists are
currently associated with lower potential benets from AI
methods in their research output.11 Key is again that such teams
are broadened to co-create viable sustainability solutions jointly
with farmers, land managers, and policy makers (Fig. 2).

Such broad teams should also explore making use of
generative AI for trusted and transparent scenarios of sustain-
ability outcomes.43 Examples of the use of AI in probing
sustainability solutions through co-creation with co-location40

in coordination with practitioners may include scenario devel-
opment such as by world-building to communicate possible
futures of the effect of sea level rise in Lagos44 in the year 2199 or
through online games to interrogate whether plants can play.45

Such “what-if” scenarios are able to generate new questions and
anticipate problems that do not emerge through conventional
linear thinking. These approaches also give practitioners the
opportunity to weigh in on the problems, and explore their own
role in it.
Conclusion

These three sets of recommendations are intended to develop
deep mutual learning that grow a new generation of sustain-
ability and AI scientists addressing sustainability challenges by
RSC Sustainability
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including practitioners at the center of the scientic process.
Including practitioners provides a bridge and we propose serves
as a joint incentive structure between computer and sustain-
ability science that has remained elusive. Institutional policy
and funding must be directed to positioning practitioners
within such incentive structures to advance a responsible use of
AI in sustainability science.
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