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in electrochemical energy systems through
impedance spectroscopy
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Electrochemical energy conversion and storage systems have become an integral part towards

a sustainable future, where the goal is to achieve high energy efficiency for each targeted application.

The output of these devices is governed by the material design and the underlying interfacial chemistry

at the junction of the electrode and the electrolyte. Electrochemical impedance spectroscopy (EIS) is

based on the response of applied frequency to the modulated potential and the decoupled capacitive

and resistive components. It has emerged as a versatile non-destructive analytical tool endowed with the

benefits of differentiating between multiple solid/electrolyte and solid/solid interfaces. In this

perspective, the model-based and model-free approaches are elaborated along with relevant case

studies for elucidating the charge transfer at multiple interfaces for water electrolysis, CO2 and N2

reduction to value-added fuels, and ammonia, respectively, in addition to the metal-ion, metal-air and

photo-rechargeable batteries. The avenues to minimize the charge transfer resistance for boosting the

overall device performance are also discussed.
1. Introduction

The depletion of non-renewable resources and the adverse
environmental impact of fossil fuels have catalysed the pursuit
of eco-friendly renewable energy.1 The global energy demand
has catapulted the utilization of renewable resources, triggering
the research on developing practical solutions in electro-
chemical energy conversion and storage.2 Besides the
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electrocatalytic production of green H2 by water splitting,3 the
continuous greenhouse gas emission have spurred our interests
to the electrochemical reduction of CO2 (CRR or CO2RR) to
a myriad of carbon-based products, spanning from CO to
multiple carbonaceous and hydrogenated products.4,5 Electro-
chemical methods to generate NH3 under milder conditions
have also garnered interest in order to circumvent the excessive
energy consumption in the Haber-Bosch process.6,7 All these
different reactions and parameters are connected by one string,
i.e., the electrode/electrolyte interface. Understanding the
interfacial chemistry is a prerequisite to design champion
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Fig. 1 Schematic representation of the electrode (activematerial)/electrolyte interface. When the activematerial consists of a single component,
a single electrode/electrolyte interface is obtained (right, top). The presence of two active components in the electrode results in an additional
interface between the two active materials (yellow shaded region, right, bottom).
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catalysts in the respective elds. Heterointerfaces are equally
indispensable for developing competent electrochemical energy
storage devices, namely, the metal-ion, metal-air, and metal–
oxygen/sulphur batteries.8,9

The reaction kinetics at the electrode/electrolyte interfaces is
not fully comprehended by traditional transient electro-
chemical measurements since it is unable to distinguish
between the faradaic (where redox reaction occurs) and non-
faradic signals.10,11 This gap area is resolved by EIS because of
its ability to distinguish between these two submerged
components. In EIS, electrochemical impedance refers to the
resistance of the AC/DC ow through an electrochemical
system, and spectroscopy suggests an interaction between the
matter and an excitation that results in a spectrum with
frequency or wavelength as the measured parameters. Overall,
EIS refers to the variation of resistance/impedance with respect
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to the frequency of an electrochemical system under an applied
AC potential. This AC perturbation helps to distinguish between
the capacitive and resistive responses of electrode interfaces
depending on the frequency-dependent current, which is
otherwise difficult to manifest via the conventional electro-
chemical tests.

The review article on EIS revolves around the physical
interpretation of impedance measurements in water split-
ting,12 electrical double layer capacitor (EDLC)-based elec-
trodes,13 in monitoring the quality of the proton exchange
membrane of fuel cells,14 and for understanding the electronic
properties of metal oxide electrodes in electro/photocatalysis,
ion batteries and heterojunction solar cells.15 In photo-
assisted electrochemical reactions, EIS analysis helps in
unravelling the role of electron–hole diffusion, carrier
recombination, surface defects, and trap states in solar cells,
along with the passivator at the solid–electrolyte interface. By
coupling the physics and chemistry aspects, graphical
methods have been used to develop and analyse the models
with error (stochastic and bias) analysis, specically in the
corrosion, battery and biological elds.16 In addition to the
elucidation of the distribution of relaxation times,17 a better
understanding of the impedance spectra can be obtained by
unravelling the charge transfer at multiple junctions of the
electrochemical device (Fig. 1). When multiple active mate-
rials are present on the electrode surface, additional interfaces
are created, and the charge transfer resistance (Rct) at each of
these interfaces has a profound impact on the overall elec-
trochemical performance. In the following sections, we start
by providing a background on EIS analysis, the nature of
impedance of each electrical component, and the basic
circuits (Table 1). The signicance of the equivalent circuit
model (ECM), transmission line model (TLM), and model-free
approach has been elucidated. Specic case studies are
covered in the context of water electrolysis, CO2 and NH3

reduction, and electrochemical storage systems, namely,
J. Mater. Chem. A, 2024, 12, 14334–14353 | 14335
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Table 1 Different components and circuits along with the representative standard Nyquist and Bode plots

Electrical components Symbol/circuits Nyquist plot Bode plot

Resistance ZR = R

Capacitance ZC ¼ 1

juC

Inductance ZL = juL

CPE ZCPE = 1/(ju)bQ

Warburg impedance ZW ¼ s
ffiffiffi
2

p

ðjuÞ1=2

Series connection Zt = R + 1/juC

Parallel connection Zt ¼
R�

�
1

juC

�

Rþ ð1=juCÞ
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metal-ion, metal-air/O2, and the photo-rechargeable batteries.
We portray the importance of materials design as a key factor
in minimizing the Rct for better electrochemical performance.
2. Basics of EIS

EIS is an integrated technique where an AC perturbation with
small amplitude, jE0j ∼5–10 mV, is coupled with the applied
potential E(t). The overall modulation is subsequently investi-
gated at a controlled angular frequency (u), following eqn (1).
The EIS plot is obtained by converting u into the linear mode,
i.e., u = 2pf, where f is the frequency in Hz. A small potential E0
is a prerequisite for maintaining the linear current behaviour,
according to the Butler–Volmer model (eqn (2)).18 Both E(t) and
I(t) are in the same frequency but I(t) has an additional offset,
the phase angle (4). In an AC circuit, the impedance Z(u) is the
ratio of the alternating potential and current (eqn (3)), which is
equivalent to the DC resistance in ohm (U).
14336 | J. Mater. Chem. A, 2024, 12, 14334–14353
E(t) = jE0jejut (1)

I(t) = jI0jej(ut+4) (2)

Z ðuÞ ¼ EðtÞ=IðtÞ ¼ E0

I0
ðcos 4� j sin 4Þ (3)

Themodulated frequency is typically sampled over 1 mHz (or
0.5 mHz) to 1 MHz under a constant applied potential (Eapp),
along with a small modulation/perturbation (E0). Therefore, the
total applied potential (Et) becomes Eapp + jE0j sin(ut). Aer the
completion of measurement, the magnitude of Eapp changes,
and thereaer the process is repeated.

The data is interpreted by the Nyquist and Bode plots. In the

Nyquist plot, the impedance is plotted considering j ¼ ffiffiffiffiffiffi�1p
according to eqn (4). ZRe (Z0) and Zim (Z00) are taken in the x- and
y-axes, respectively. Conventionally, each data point denotes
a separate frequency, where u decreases from le to right. The
This journal is © The Royal Society of Chemistry 2024
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applied potential remains constant at low frequencies, and this
potential is considered the DC limit of the system where the real
part of the impedance Z0 is the summation of two resistances,
solution resistance (Rs) and Rct; Z0 = Rs + Rct. The impedance at
a specic frequency can be calculated individually by consid-
ering a vector from the origin, having magnitude

jZj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z 0 2 þ Z 00 2

p
and phase angle tan 4 = Z00/Z'.

Z(u) = jZj(cos(4) − j sin(4)) = Z0 − jZ00 (4)

The maximum point in the Nyquist plot is related to the
interfacial capacitance (Cint) and Rct. Maintaining the phase
angle 4, if a slope is drawn from the origin of the Nyquist plot,
then the point touching the semicircle provides the frequency
(fp), which is equivalent to 1/RctCint. RctCint depicts the time
constant of a circuit where the electrical components are con-
nected in parallel. The current passing through the electrode/
electrolyte interface can be divided into faradaic and non-
faradaic components, quantied by Rct and Cint, respectively.
In the Bode plot, a double y-axis contains jZj (rst y-axis) and 4

(second y-axis), plotted against the modulation f in the x-axis. It
provides information at a unique frequency in each data point.
The Bode plot can also be plotted separately as Bode-Z (jZj versus
f) and Bode-phase plots (4 versus f) containing the same infor-
mation as the single Bode plot. Similar analysis can be carried
out using logjZRej and logjZImj vs. log(f). Understanding Rct is
vital for comprehending the charge transfer across hetero-
interfaces, yet the roles of other circuit components such as the
series resistance, representing the overall resistance, and the
Warburg impedance (ZW), indicating the diffusion resistance,
are equally pivotal.
3. EIS modelling components
3.1 Resistor

The faradaic charge transfer across the interfaces is described
by the resistors, where the impedance of a resistor (ZR) is the
resistance (R in U, Table 1). Although the mobile charges across
the solid and liquid phases generate the resistance, the diffusive
elements allow the better modelling of these characteristics. It
is a real and frequency-independent term and will always be on
the real axis (Z0), irrespective of the electrochemical reaction. In
case of the Bode plot, as there is no phase shi between the
current and applied voltage, the value is frequency-
independent, parallel to log f.
3.2 Capacitor and constant phase element (CPE)

The non-faradaic charge accumulation at the solid/solid and
solid/liquid interfacial layers is modelled as capacitance
considering the variation of the dielectric medium in the parallel
plate conguration. The interfaces within the heterostructured
electrocatalysts and between the catalyst and the underlying
substrate behave like capacitors. To explain the solid/solution
interface, the capacitance is frequently correlated with the
density of electronic states at the catalyst surface. The impedance
of a capacitor (ZC) maintains a relationship withu by the relation
This journal is © The Royal Society of Chemistry 2024
ZC = 1/juC; therefore, ZC is most signicant at lower frequencies
and small at higher frequencies. In the Bode plots, the capacitive
current lags 90° behind the applied potential. The capacitance
oen shows a nonideal behaviour at the double-layer of the solid/
electrolyte interface because of the complexity in the double-
layer, surface imperfections, and porosity of the electrodes. As
a result, CPEs are frequently used for modelling such interfacial
layers. The impedance of a CPE is expressed by ZCPE = 1/(ju)bQ,
where Q denotes the nonideal capacitance (Fsb−1), and the
ideality factor (b) is between 0.8 and 1.

3.3 Inductor

The inductor is generated by the proximal metallic contacts,
and the close vicinity of cathodes and anodes in a trim device
conguration, for example, between the sandwiched electrodes
in the heterojunction solar cells. Unlike the capacitance, the
impedance of an inductor (ZL) is directly proportional to u (ZL=
juL). The presence of an inductive circuit element is conrmed
by observing the real part cross-over in the Nyquist semicircle at
low f (ZIm).

3.4 Warburg impedance

ZW results from the resistance to the diffusion of mobile
charges. In a nite thickness layer, ZW can be categorized in two
parts, nite length Warburg or open contacts (ZWO) for corro-
sion processes and nite space Warburg or shorted contacts
(ZWS) for metal-ion batteries. For ZWO, one boundary imposes
a xed concentration of species, making it permeable for
diffusion, whereas in the case of ZWS, one boundary blocks the
diffusion species. The relation between ZW and u can be

expressed as Zw ¼ sðuÞ�1
2ð1� jÞ; where s is the diffusion

resistance. At high frequencies, ZW is small as diffusive reac-
tants do not move far away from the electrode. A characteristic
linear relationship exists between Z0 and Z00, and for the Nyquist
plot, 4=−45° and slope = 1. The slope−45° is due to the equal

real and imaginary parts ½Z0
W ¼ Z00

W�. When the diffusion
coefficient (D) decreases, the supply of active species to the
electrode surface area is reduced, increasing ZW, and thereby
shiing the straight line to the low frequency region in the Bode
plot (Table 1). The lifetime of diffusion is denoted by sd

1/2 =

L/D1/2, where L is the nite thickness of the diffusion layer.

3.5 Randles circuit

The Randles circuit helps to model the ow of current through
an electrode interface (Fig. 2a). The ow of current, faradaic or
non-faradaic, through the interface is described by Rct and
interfacial (or double layer) capacitance (Cint/Cdl), respectively.
The electrode may consist of a solid/solid or solid/liquid inter-
face, depending on the electrochemical system. Rct is associated
with the faradaic processes, involving electron transfer reac-
tions. The electrode behaves like a resistor in the low over-
potential range <10 mV. The formation of a capacitive layer on
the electrode surface via the solvated ion interaction introduces
Cdl as a parallel component, which involves the non-faradic
current ow. The rst resistor connected in series (Rseries) is
J. Mater. Chem. A, 2024, 12, 14334–14353 | 14337
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Fig. 2 (a) The simplified Randles circuit and (b) the typical Nyquist plot. (c) Randles circuit with the Warburg diffusion element and (d) the
corresponding Nyquist plot. (e) Electronic and ionic components in the case of porous electrodes (top) and the generated resistance due to
these two components (below). (f) The conversion of conventional Randles circuit to equivalent TLM, where the Warburg diffusion element (ZW)
is replaced by two parallel components, Rdiff and Cdiff.
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the resistance associated with the electrolyte, wires, and
contacts. At high frequencies, the Cdl will be minimum, and the
current will pass through the capacitor and not the resistor Rct.
The total impedance will be a summation of Rs and other factors
due to Cdl. As Cdl becomes maximum at low frequencies, the
current will pass through Rct. In that case, the total impedance
will be Rseries + Rint. A semicircle with diameter equal to Rct is
thus observed in the Nyquist plot (Fig. 2b). In reality, the
scenario is different since the faradaic reaction is tailored by the
diffusion of the electrolyte ions to the electrode surface. This
phenomenon is more prominent, particularly in the low
frequency region, where the electrolyte ions get enough time to
diffuse within the electrode surface, giving rise to a slope along
45° with the semicircle (Fig. 2c and d). Accordingly, the circuit is
modied by connecting a diffuse resistance element, i.e., ZW, in
series with Rct since it affects the overall charge transfer
(Fig. 2c). To select an appropriate EIS model, interpretation
hinges on discerning individual electrical components within
the Nyquist plot. Each interface and its associated electro-
chemical reaction must be considered to construct an equiva-
lent circuit model. The optimal approach to model interfacial
charge transfer involves coupling the logically chosen equiva-
lent circuit with the specic electrochemical reaction of
interest.
4. EIS models and data analysis
4.1 Transmission line model (TLM)

The model-based approach, namely, the ladder-like circuit or
TLM, is utilized to describe the interaction between electrolyte
ions and the porous electrode.19,20 Porous electrodes consist of
14338 | J. Mater. Chem. A, 2024, 12, 14334–14353
an electroactive material and the impregnated electrolyte ions,
governed by the electronic and ionic conduction, respectively,
which gives rise to two opposite owing currents. The imped-
ance at the porous electrode/electrolyte interface can be repre-
sented by the interfacial impedance (Zint) (Fig. 2e). Since Zw is
related to the ion diffusion gradient, it can be modelled as
a linear model of R and C components (Fig. 2f).19 The TLM
model is useful in deriving the transport and reaction param-
eters, namely, the concentration of mobile carriers, chemical
diffusion coefficient, exchange current density, and the capacity
of solid electrolyte interphase layer, from a knowledge of the
geometry of different surface layers, their thickness and surface
area. The only limitation of the TLM model is the requirement
of a porous electrode.
4.2 Model-free approach

The model-based ECM and TLM approaches depend on a prior
knowledge regarding the impedance of the investigated system,
and this gridlock may lead to multiple circuits for the same
impedance data.21 In the model-free distribution function of
relaxation time (DFRT) or distribution of relaxation time (DRT)
method, the relaxation time is associated with the time
constant, i.e., the RC component of the circuit. It displays the
amount of time needed for the electrochemical systems to
change from one equilibrium state to another under external
perturbation. It describes the distribution of relaxation times
and precludes the requirement of any prior knowledge of the
investigated system. The obtained EIS data is at rst processed
via impedance spectroscopy genetic programming (ISGP) in
order to acquire the functional form of the distribution of
relaxation time.21 The model consists of time-domain peaks
This journal is © The Royal Society of Chemistry 2024
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that can be linked to various polarization resistance-related
phenomena. ISGP enables graphical monitoring to nd the
independent parameters, circumventing the use of any lter or
Lagrange coeffiients and the tracking of each separated convo-
luted peak.22,23 The relation between the distribution function of
relaxation times g(s) and the complex impedance Z(u) with
relaxing time constant is:

ZðuÞ ¼ RN þ RP

ðN
�N

ðlogðsÞÞ
1þ jus

dðlogðsÞÞ (5)

where RN and RP denotes the ohmic resistance (or series
resistance) and total polarization resistance, respectively. s
signies the relaxation time, and u is the angular frequency.
Eqn (5) is an ill-posed inverse problem, which requires
advanced numeric programming to extract the information.24 A
developedMATLAB program, i.e., ISGP, has been explored using
an evolutionary algorithm, whose function is divided into
checking and conrming the parts (Fig. 3).

The DFRT models comprise the linear combination of
mathematical functions, which are scrutinized based on the
“tness function” and works based on its compatibility with the
measured data.25 A DFRT model, including Gaussian, Lor-
entzian, and other mathematical peaks, is the nal product of
the analysis. With each relaxation time, height, and width of the
peaks for any polarization process, a typical DFRT model is
plotted as a function of log(s). The larger the polarization, i.e.,
the larger the semicircle in the Nyquist plot, the higher the peak
area. The peak area is then multiplied by the total polarization
resistance (Rpol) providing the polarization resistance of the
specic electrochemical process. The total of all the peak
regions in the DFRT model equals Rpol for a sufficiently wide
bandwidth. Finite element modelling is another useful
approach, in which the electrochemical processes are rst
Fig. 3 Flowchart of the model-free approach for the estimation of impe

This journal is © The Royal Society of Chemistry 2024
calculated on the local scale base and then mathematically
summed upon for the entire electrode.26
4.3 Data quality and reliability assessment

The extent of reliability of the impedance measurement is
guided by the potentiostatic or galvanostatic modulation,
frequency range, amplitude perturbation, and cycles per
measured frequency. While the galvanostatic mode involves
applying a current perturbation and measuring the potential
response, it is just the opposite of the potentiostatic mode. The
twomodes can be identied from the steady-state current versus
potential curves, prior to the EIS measurement. In case of
a current–potential curve with a very sharp slope, the galvano-
static mode is more accurate and is benecial when the
impedance is low at high current densities. An electrochemical
system with a large impedance can be accurately evaluated by
the potentiostatic mode, where the current or potential ampli-
tude is small in order to maintain a linear response but large
enough to obtain the best signal-to-noise ratio. The electro-
chemical processes consist of different reactions, and hence the
perturbation amplitude may not be the same in the entire
frequency range, which necessitates different amplitudes to be
adapted at different frequencies to avoid artefacts in the EIS
data. In a frequency range of 10 kHz to 10 mHz, equally spaced
logarithmic points >5/decade need to be employed for
measuring the impedance spectrum with sufficient accuracy,
where the number of cycles per frequency is vital to avoid the
inherent error, particularly in the high-frequency region. The
impedance data consists of three errors, namely, tting (3t),
stochastic (3stoch) and bias (3bias). 3t is the residual error and is
primarily governed by the inadequate circuit model selection,
whereas 3stoch has zero mean value and can be attuned by the
dance, DFRT or DRT.

J. Mater. Chem. A, 2024, 12, 14334–14353 | 14339
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standard deviation process, and 3bias occurs due to the incon-
sistent impedance data according to the Kramers–Kronig rela-
tion.27 Impedance is also sensitive to temperature and external
electromagnetic eld; hence, to ensure reliable and repeatable
data, necessary precautions should be taken into account, such
as tight temperature control and emf-shield protection.
However, ensuring data reproducibility is a prerequisite before
applying the model-based or model-free analyses.
5. Electrochemical energy conversion
5.1 Water electrolysis to green hydrogen

Water electrolysis needs a thermodynamic potential of 1.23 V
corresponding to a high energy input of DG = 237.1 kJ mol−1.28

Due to the sluggish kinetics of hydrogen evolution reaction
(HER) and oxygen evolution reaction (OER), the electrocatalysts
typically need overpotentials more than 1.23 V to reach the
desired current density. In acidic medium, noble metal-based
catalysts, for example, IrO2 or RuO2 for OER and Pt for HER,
are considered as the benchmark, whereas in alkaline medium,
transition metals, e.g., Ni-based catalysts, exhibit a reliable
performance.29,30 Besides the pursuit of an outstanding catalytic
activity, the minimization of Rct at the electrode/electrolyte is
equally pertinent.31 The schematic in Fig. 4a represents the EIS
investigation of the catalyst, where Rs, Rct and Cdl are elucidated
at the interfaces because of the transfer of electrons from the
electrolyte to the electrode as well as ion diffusion within the
pores of the electrode. Apart from solid–liquid (or solid–solid)
interfacial interaction, Rct is directly correlated to the catalyst's
morphology,32 electrochemical active surface area (ECSA),33,34

active facets,35 defects,36,37 interfacial band structure in between
the catalyst and the bottom electrode,38 and electron transport
resistance and charge accumulation (Fig. 4b). Also, in multi-
component electrocatalysts, the Fermi energy levels of indi-
vidual phases tend to align themselves by altering the electronic
environment, which has an important role in modulating the
electronic charge transfer39 and elevating the carrier transport.40

This charge transport can be facilitated by the direct growth of
the catalyst on the electrode surface, generating self-supported
electrodes, thereby avoiding polymer binders or conductive
additives.41
Fig. 4 (a) Measurement of impedance of the OER and HER electrocataly
different physical parameters at the interfaces: Rs, Rct and Cdl. (b) The pa

14340 | J. Mater. Chem. A, 2024, 12, 14334–14353
A pH-universal HER-active heterostructured electrode was
designed by wrapping NiV layered double hydroxide (LDH)
around the CoP (CP) nanowires (NWs), supported on carbon
cloth (CC), where NV-31-CP (Ni : V = 3 : 1) was found to be the
optimized electrode (Fig. 5).42 In the case of alkaline electrolyte
(1 M KOH; pH 14), NV-31-CP delivered 10 mA cm−2 at −55 mV
versus reversible hydrogen electrode (RHE). The charge trans-
port was examined by the EIS investigation between 1 MHz and
10 mHz at −1.15 V versus Hg/HgO (1 M NaOH), −0.4 V versus
saturated calomel electrode, or −1.2 V versus Ag/AgCl (1 M KCl)
electrode. The smallest semicircle of NV-31-CP in the high-
frequency region conrmed a low Rct (Fig. 5a). The ECM
tting exhibits one Rs (4.2 U), two Rct components of 0.7 and 2.7
U and two CPE components. The two Rct values arise from the
two interfaces, namely, the catalyst/CC and the electrode/
electrolyte interface, whereas CPE appears from the surface
heterogeneity at different interfaces. The self-supported elec-
trode NV-31-CP retained its HER activity even at pH = 0 (0.5 M
H2SO4), needing −93 mV versus RHE to reach −10 mA cm−2

with 0.77mg cm−2 catalyst loading. NV-31-CP exhibited an Rct of
1.1 and 5.7 U in the acidic medium (Fig. 5b). At pH 7 (0.1 M
PBS), although the higher ohmic resistance and diffusion
resistance of the electrolyte persist, the NV-31-CP electrode
exhibits an overpotential of −311 mV versus RHE, where high
solution and diffusion resistance led to the low current density.
Hence, the semicircles in the Nyquist plot are also larger, tted
with a different equivalent circuit, demonstrating ten times
higher Rct value (Fig. 5c). The sensitivity of the EIS technique
allows a dramatic change in the Rct with the solution pH, which
substantially impacts the electrode/electrolyte interface because
of the variation in ionic mobility, diffusivity, and conductivity.
Additionally, the pH of the electrolyte solution dictates the ionic
diffusion, thereby inuencing the charge transfer at the
electrode/electrolyte interface. Conventionally, in acidic media
abundant with H+ ions, and alkaline media rich in OH− ions, Rs

and Rct tend to be lower compared to that in the neutral media.
However, the ohmic and diffusion resistance do not always
follow a linear relation with the solution pH. This is because the
intermediates formed at the electrode surface and the proper-
ties of the electrode surface itself can modify the overall resis-
tance within the equivalent circuit.
sts in three electrode configurations. The zoomed-in image shows the
rameters governing the Rct of an electrocatalyst.

This journal is © The Royal Society of Chemistry 2024
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Fig. 5 Nyquist plots and corresponding ECM fitting of the NV-xy-CP heterostructure electrocatalysts in (a) 1 M KOH (pH 14), (b) 0.5 M H2SO4 (pH
0), and (c) 0.1 M PBS. Reprinted from ref. 42. Copyright (2022), with permission from the Royal Society of Chemistry.

Perspective Journal of Materials Chemistry A

Pu
bl

is
he

d 
on

 0
8 

M
ay

 2
02

4.
 D

ow
nl

oa
de

d 
by

 F
ai

l O
pe

n 
on

 2
3/

07
/2

02
5 

10
:3

1:
27

 A
M

. 
View Article Online
There are few instances where the catalysts have reached or
extrinsically bettered the benchmark limit of the precious
metal-based electrocatalysts, viz., Pt, RuO2, and IrO2.43,44 By
employing earth-abundant elements, Ni–Co layered double
hydroxide (NiCo-LDH; Ni : Co = 1 : 1, 1 : 2, 2 : 1) was electro-
deposited on Cu wire (Cu-W) supported on Cu-mesh (Cu-m).45

The optimized catalyst Cu-m/Cu-W/NiCo-LDH (Ni : Co = 1 : 1)
had a current density of−100 mA cm−2 at a low overpotential of
139 mV, whereas 40% Pt/C required 258 mV overpotential to
reach the same current density in 1 M KOH (Fig. 6a). Since the
Rct value is inversely proportional to the faradaic charge trans-
fer, Cu-m/Cu-W/NiCo-LDH showed a lower Rct (Fig. 6b). In 0.5 M
H2SO4, the optimized catalysts maintained a low overpotential
and Rct values (Fig. 6c and d). Similarly, the cost-effective OER/
HER bifunctional electrodes were fabricated by depositing Ni
nanoparticles (NPs) on cellulose paper (Ni-P) by electroless
plating and further electrodepositing Ni–Mo alloy (for HER) and
NiFe-LDH (for OER).46 Compared to bare Ni-P, which required
128 mV HER overpotential to reach 10 mA cm−2, NiMo/Ni-P
required only 32 mV (Fig. 7a). EIS measurements were made
between 100 kHz and 10 mHz and maintaining an AC ampli-
tude of 10 mV, with the working electrode biased at a DC
potential of 0.1 V vs. RHE for HER. NiMo/Ni-P has lesser Rct than
Ni-P and Ni foam (Fig. 7b). The Nyquist plots were tted with
TLM to elucidate the physical signicance of Rct (Fig. 7c). The
Rct of NiMo/Ni-P was 0.75 U, smaller than that of the bare Ni-P
electrode (1.3 U). In the case of OER, the NiFe-LDH/Ni-P anode
displayed a distinct anodic peak at about 1.35 V (Fig. 7d). O2 gas
bubbles were not observed up to 1.45–1.47 V since the peak at
about 1.3–1.4 V were from the Ni2+ to Ni3+ electro-oxidation. To
avoid ambiguity from the Ni2+ to Ni3+ oxidation, 50 mA cm−2

was chosen instead of 10 mA cm−2. The overpotential of NiFe-
LDH/Ni-P was low, merely 241 mV at 50 mA cm−2. EIS
measurements with the working electrode biased at 1.6 V versus
RHE for OER manifested a very small semicircle for NiFe-LDH/
Ni-P as compared to Ni-P and Ni-foam (Fig. 7e and f). Thus,
a drop in Rct from 1.6 U for bare Ni-P to merely 0.3 U for NiFe-
This journal is © The Royal Society of Chemistry 2024
LDH/Ni-P implied a better charge transfer dynamics at the
electrode/electrolyte interface.

Although being the best alternatives to precious metals, Ni-
based HER electrocatalysts are prone to Ni-oxide formation,46

have a relatively high affinity towards hydrogen,47 and suffer
from leaching in acidic media.42 Therefore, alloying Ni with
other elements provides a promising avenue to achieve an active
and durable catalyst.48 A heat-up decomposition method could
synthesize monodispersed Ag–Ni bimetallic heterogeneous
alloy as an HER catalyst,31 where the material design was chal-
lenging due to the formation of different elemental phases of Ni
and Ag at all temperatures.49,50 Ag concentration was systemat-
ically varied, and at ∼5 at% Ag, the AgNi-5 NCs completely
converted to a decahedral shape with ve-fold intertwined
geometry with Ni-rich faces and Ag-rich ridges and apex sites
(Fig. 8a). AgNi-5 NCs demonstrated a commendable HER
activity requiring 24.0 ± 1.2 mV versus RHE to achieve 10 mA
cm−2 in 1 M KOH, at par with 20% Pt/C, which required 20.1 ±

0.8 mV (Fig. 8b). The Nyquist semicircle of only Ag indicates its
decreased HER performance in comparison to pristine Ni
(Fig. 8c). AgNi-5 showed the lowest Rct of 0.75 U. Among other
variants, the Rct values were 2.05, 0.89, 1.56, 3.87 and 44.45U for
AgNi-1, AgNi-10, AgNi25, Ni and Ag NCs, respectively. The
presence of two Rct was attributed to the charge transfer in
between the electrode/electrolyte interface and the Ag–Ni
interface. The synergistic effect of two charge transfer processes
occurs between the H-adsorbate and the catalyst surface and
between Ag or Ni sites and the surrounding atoms on the
surface. In fact, any lattice or tensile strain can change the
electronic pathways, which can be easily detected in the EIS
investigations.51

The impedance from a reaction with adsorbed intermediates
at the interfaces can also be derived theoretically to correlate
with the experimental data, wheremore than one semicircle can
be obtained depending on the rate constant of each step.52,53

The reaction response is entangled with the inherent diffusion
process, interlayer charge transport, and geometry of the
J. Mater. Chem. A, 2024, 12, 14334–14353 | 14341
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Fig. 6 HER polarization curves (iR-corrected) and the corresponding Nyquist plots in (a and b) 1 M KOH, and (c and d) 0.5 M H2SO4, respectively.
The Rct values are mentioned in the insets of panels (c) and (d). Reprinted from ref. 45. Copyright (2020), with permission from the Royal Society
of Chemistry.

Fig. 7 LSV polarization curve (iR-corrected), Nyquist plots and the equivalent TLM of the paper-based electrodes: Ni-P, NiFe/Ni-P, and NiMo/Ni-
P for (a–c) HER, and (d–f) OER, respectively. Reproduced from ref. 46. CC By 4.0 with permission from Springer Nature.
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Fig. 8 (a) Illustration of the shape and site-specific composition of AgNi NCs. (b) LSV polarization plots in 1 M KOH demonstrating the elec-
trochemical HER catalysed by AgNi NCs. (c) Nyquist plots of different AgNi NCs. Inset shows the equivalent circuit. Reproduced from ref. 31.
Copyright (2020) with permission from John Wiley & Sons. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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electrode, e.g., porosity and roughness that govern the electro-
lyte diffusion, and the interaction of solvent molecules with the
active sites. For the elucidation of the role of substrate topog-
raphy in the alkaline HER activity of Ni–Mo catalyst coated on
the Ni foam, the two most common ECMs, EqCRt1 and EqCRt2,
were used (Fig. 9a).38 EIS data was collected between 0.7 Hz and
−100 kHz with 10 mV AC amplitude, along with different DC
bias at 200 to−400 mV versus RHE. The Rs and inductor (L) were
associated with the electrolyte and electrical connections. In the
rst EqCRt1, the high f components were correlated with the
surface geometry and the low f region was tailored by reaction
kinetics. At low f, the electrolyte ions can get enough time to
interact with the electrode surface. The second model was
derived from the reaction kinetics and the double-layer surface
(CPEhf,2). The Rhf2 indicates the Rct, but low f components (Rlf,2

and CPElf,2) are associated with the changes in the adsorbed
Fig. 9 (a) ECMs abbreviated EqCrt1 and EqCrt2 used for the fitting data of
from ref. 38 Copyright (2019), with permission from American Chemical
1.574 V vs. RHE for Fe/Ni-MIL-53-400. Reproduced from ref. 55 with pe

This journal is © The Royal Society of Chemistry 2024
coverage. The CPE at the low f region is interrelated with EDLC,
whereas at the high f region, the CPE can be rationalized with
a Schottky-type barrier. With the increment in negative poten-
tial, Rlf,1 decreased drastically, implying an increasing HER
activity.

The intrinsic catalytic activity is adjudged by its turnover
frequency (TOF),38 and EIS is a powerful alternative tool to
calculate the TOF of a catalyst.54 Conventional TOF (TOFapp) is
extracted with the potential-sweep measurements using the
relation TOFapp = J/nFC where, J is linear sweep voltammetry
(LSV)-derived current density (A cm−2), n is the number of
transferred electrons per catalytic site (4 for OER), F is Faraday
constant (96 485C mol−1) and C represents the density of active
sites (mol cm−2). The OER active site density (C) is obtained by
integrating the reduction peak (of OER active center) from the
cyclic voltammogram (CV).55 However, TOFapp suffers from the
Ni–Mo alloy catalysts on different substrates in 1 MNaOH. Reproduced
Society. (b) Overlay plot of original and fitted Nyquist plot at a potential
rmission from American Chemical Society.

J. Mater. Chem. A, 2024, 12, 14334–14353 | 14343
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inherent iR-drop associated with catalyst-conductivity and mass
transport resistance. TOF can be calculated from EIS (TOFEIS) at
various potentials by solely gauging the catalyst–electrolyte
interface. The derived electrical components from the tted
ECM can be used to calculate TOFEIS, avoiding any contribution
from other potential drops in the electrochemical cell: TOFEIS =
1/ns; s= Rct × Cm, where s is time-constant (s), a combination of
Rct and Cm (chemical capacitance). s is related to the OER
kinetics at the catalyst–electrolyte interface. In this context, the
electrocatalysts based on metal–organic framework (MOF) have
recently received enough attention56 although their activities
remain below those of the all-inorganic solid state systems.
When Fe/Ni-MIL-53 was treated at different temperatures, the
OER polarization trends did not follow that of TOFapp (Fig. 9b).55

In this case, TOFapp and TOFEIS had a gap of one order of
magnitude, indicating that one can predict the maximum
achievable electrocatalytic performance by evaluating the
TOFEIS. This sheds light on the signicance of amplifying the
charge-transport by nullifying the efficiency loss due to mass-
transport limitations.
Fig. 10 Electrochemical CO2 and N2 reduction. (a) Identification of the m
diffusion electrode, revealing the superimposed features, by the alte
temperature. Reproduced from ref. 62. Copyright (2020), with permissio
trolyser at 200 mA cm−2, between 100 kHz and 1 Hz with a frequency ra
ECM. Reproduced from ref. 63. Copyright (2023), with permission from T
NbOxNy thin films in Ar (green) and N2 (black) gas. E1–E4 are equivale
respectively. The violet box in the last Nyquist plot highlights the arc in the
68. Copyright (2022) with permission from the Elsevier.

14344 | J. Mater. Chem. A, 2024, 12, 14334–14353
5.2 Carbon dioxide reduction (CRR)

In electrochemical CRR with high product selectivity, a low Rct

ensures fast electron transfer to CO2 for stabilizing the CO2c
−

intermediate.57,58 Since water is the scalable source of electrons
and protons, OER remains as the anodic reaction.59 While
a bulk pH close to 7 is optimal, a higher or lower local pH results
in more Nernstian loss, reducing the bias used to drive the CRR
kinetics at the cathode and water oxidation at the anode.60 The
distribution of molecular CO2 versus other forms of oxidized
carbon, such as H2CO3, HCO3

−, and CO3
2−, is strongly pH-

dependent. The rate-limiting intermediate product is the CO2

free radical (CO2c
−). In a near-neutral electrolyte, under more

negative bias, the pH near the cathode increases during CRR,
which ultimately reduce the CO2 concentration near the
cathode. Z00 describes the dynamic process due to the electrode
surface coverage by CO2 adsorption.61 Thus, understanding the
behaviour at the electrode/electrolyte interface is crucial for
designing efficient CRR electrocatalysts.

Since HER is a concomitant process alongside CRR, a careful
analysis of the Nyquist plots can reveal the superimposed
ultiple processes in the Nyquist plot from C-supported Sn-based gas-
ration of the CO2 partial pressure, current density, electrolyte, and
n from American Chemical Society. (b) Nyquist plot of the PEM elec-
tio of 1.47 between the adjacent measurement points. Inset shows the
he Japan Society of Applied Physics. (c) CV and EIS studies of NRR on
nt to the open circuit potential, 0 V, −0.5 V, and −0.7 V versus RHE,
positive imaginary region. (d–g) The ECMs at E4. Reproduced from ref.

This journal is © The Royal Society of Chemistry 2024
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features, where HER may dominate the CRR depending on the
operating point. The C-supported Sn-based gas-diffusion elec-
trodes were studied by altering the CO2 partial pressure, current
density, electrolyte, and temperature, where multiple processes
could be identied from the Nyquist plots (Fig. 10a).62 During
the conversion of CO2 to formate and CO, in aqueous 1 M KOH,
the spectra revealed the ionic and electronic conductivity in the
porous matrix (45° line at high-frequency), the reaction of CO2

with hydroxyl ions to form bicarbonate (in the high-frequency
range), the charge transfer mechanism in the formation of
CO2c

− (at medium frequency), and the liquid phase diffusion of
CO2 (small arc in the low-frequency region). On the other hand,
in polymer electrolyte membrane (PEM) reactors, the estima-
tion of internal voltage distribution is quite strenuous. One of
the ways to separately determine the anode and cathode volt-
ages and the membrane ohmic loss is to set three reference
electrodes and investigate the voltage in each of them
(Fig. 10b).63 The ohmic drop in the cell can be obtained by
multiplying the resistance of the electrolyte membrane by the
cell current. A higher electrolyte, and CO2 concentration
enhances the charge-carrying anions in the membrane, which
also increases the ohmic drop (rst semicircle shi in Fig. 10b).
The series resistance was obtained from the intercept of the
impedance on the real axis of the Nyquist plot, the point where
the resistance in the electric double layer vanishes. However,
the complexity of the CRR process did not provide any clarity
between the charge transfer (at half circle) and the diffusive
processes at lower frequencies.
5.3 Nitrogen reduction reaction (NRR)

The major gridlocks in electrochemical NRR are the high bond
dissociation energy of N2 triple bond and the concomitant HER,
which lowers the NH3 yield.64 The associative/dissociative,
distal/enzymatic pathways have distinct reaction intermedi-
ates in the N2 hydrogenation arrangement. The process
depends on the nature of the initial adsorption of N-radical;
hence, maximizing the N2 adsorption on the active site is vital
for effective catalyst design, besides the easy release of NH3.65

The N2 bond has been weakened by modulating the charge
densities by heteroatom doping in a carbonmatrix.66 In general,
the best electrocatalysts have a small arc at low and mid
frequency regions in the Nyquist plot due to the contributions
from HER and NRR.

Dynamic EIS at multiple potentials can elucidate the NRR
process, viz., at the open circuit potential (E1), capacitive zone
(0 V versus RHE, E2), onset potential (−0.5 V versus RHE, E3),
and the faradaic zone (−0.7 V versus RHE, E4).67 The measure-
ments were performed on NbOxNy thin lms in Ar/N2 saturated
0.1 M KOH electrolyte with an amplitude of 10 mV rms and 10
points/dec between 1 MHz and 0.1 Hz (Fig. 10c–g). DC sput-
tering could tune the oxygen (x) and nitrogen (y) ratios as x + y=
1.22, 1.28, 1.43, 1.52: NbON#1-4. When the potential reached E3
(under Ar), a lower Rct was observed for NbON#1 and NbON#2,
implying the inhibited HER side reaction. At the same potential,
the more adsorption of species (under N2) led to a larger
semicircle with higher Cdl. NbON#2-4 has a third Rct (under N2),
This journal is © The Royal Society of Chemistry 2024
which was absent in the Ar at E1–E3. The rst charge transfer at
high frequency (102–105 Hz) had lower impedance, and ZW was
observed only for NbNO#3-4 at E4 because of the minimal mass
transport (Fig. 10c). In NbNO#3 and #4, the inductor element in
the faradaic region indicates reduced coverage of the adsorbed
and partially reduced N-intermediates. The two Rct/CPE
combination was found to be the best t for the data collected
in Ar, and this circuit was also the best representative model for
surfaces having higher N/O ratios (NbON#1 and NbON#2) in N2

medium (Fig. 10d). For NbON#3 and NbON#4, the addition of
one extra Rct/CPE component provides better data tting
(Fig. 10e). For NbON#3 and #4, under N2, a negative curvature in
the low frequency region at E4 indicates the presence of an
inductor component (Fig. 10f and g). Since inductance always
impacts the high frequency region, the arc in the positive
imaginary region at low frequency might be an effect of the
parallel integration of “negative differential capacitance” and
“negative differential resistance” (Fig. 10c).68 This also suggests
ion migration in the direction of the applied DC bias.

6. Electrochemical energy storage

EIS has been extensively used to unravel the operation of energy
storage systems such as batteries and supercapacitors.69 The
resistance-induced polarizations, i.e., ohmic RU, activation-
charge transfer, Rct and concentration polarization by mass
transport, Rmt constrict the thermodynamically conceivable
energy density of the batteries, particularly at kinetically
harsher conditions of high rates and/or low temperatures.70

These polarizations can be distinguished by varying the AC
voltage or current, thereby quantifying the electronic and/or
ionic conductivities of electrodes, electrolytes, interfaces, and
the capacitive behavior.71 Since the batteries typically work
under DC potential, the resistance is more signicant, making
DC bias investigations more practical and application-oriented.
One of the best approaches is to couple the experimental
technique and a large number of numerically produced data
sets. Likewise, a wide range of electrical conductivity, electrolyte
thickness (L), redox reaction rate constant (k0) and bias poten-
tials (jdc) were altered to tally with the experimentally obtained
data.72 The continuous electrochemical reactions at the
electrode/electrolyte interfaces led to a Stern layer close to the
electrode and a diffuse layer away from the electrode, control-
ling the Rct and Rmt, respectively (Fig. 11a).

In most cases, the active redox electrodes consist of two
semicircles in the Nyquist plot. The distance from the imagi-
nary axis (Z00) to the rst semicircle provides the resistance of
the electrode (RP). The diameter of the 1st semicircle can be
manipulated by varying L and the type of electrolyte, whereas
the 2nd semicircle is the combination of both Rct and Rmt. The
reaction rate and interfacial band alignment play pivotal roles
in the Stern and diffuse layer formation, which ultimately
guides these two resistances. In order to identify the role of
current density (j), the amplitudes of oscillations can be exam-
ined for the faradaic, capacitive and total current densities, jF,0,
jC,0, and js,0, respectively, as functions of frequency f (Fig. 11b).72

The faradaic reactions at low frequencies (jF,0 high) and the EDL
J. Mater. Chem. A, 2024, 12, 14334–14353 | 14345
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Fig. 11 EIS in Li+ ion battery. (a) Schematic of various heterointerfaces with the MoS2 electrode at the electrode/electrolyte junction and their
resistances, (b) the current density oscillations as a function of frequency, and (c) Nyquist plots for redox (solid line) and non-redox reactions
(dotted line) with bias potential jdc of 0.1–0.6 V. Reproduced from ref. 72. Copyright (2018) with permission from American Chemical Society. (d)
The individual LIB components with equivalent circuits. (e) Complex impedance plots at various compositions, x of LixLa1/3NbO3, where the
arrows indicate the data at 5000, 150, and 0.5 Hz, along with the equivalent circuit. Reprinted from ref. 77 with permission from American
Chemical Society.
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formation at high frequencies (jC,0 high) signicantly contribute
to the impedance. Apart from the current density, for under-
standing the role of applied DC potential (jdc) on the Nyquist
plot, the potential was varied in the range of 0.1–0.6 V. Two
semicircles in the case of redox-active reaction (k0 s 0) and only
one semicircle, along with a nearly vertical line in the case of
redox-inactive reaction (k0 = 0), were observed (Fig. 11c). Both
the semicircles (AB) overlapped with each other at high
frequency, where the interaction of the rst semicircle with the
Z0 axis (A point) and its diameter is bias-independent. The A
point (Rp) and the diameter of the 1st semicircle (Rs) are the
intrinsic properties of the electrode and bulk electrolyte,
respectively, independent of the applied bias and the type of
redox reactions. In the case of redox-inactive reactions, the
observed vertical line, due to the diffusion of ions at the elec-
trode surface, is nearly independent of jdc, where the slope of
the line helps to identify whether the charging process is
controlled by the double-layer formation (large gradient) or
limited by ion diffusion (small slope).13

6.1 Lithium-ion battery

In lithium-ion batteries (LIBs), EIS is generally explained by an
ECM to correlate the different components. The most common
approach is to choose an ECM according to the shape of the
experimentally obtained impedance curve, followed by complex
nonlinear square (CNLS) tting. A conventional LIB consists of
14346 | J. Mater. Chem. A, 2024, 12, 14334–14353
electrodes, liquid/gel electrolyte, separator and insulating layers
including the solid-electrolyte interphase (SEI) formed during
charge–discharge cycling. Fig. 11d shows the corresponding
circuit model made of copper foil resistance (R), SEI, capaci-
tance (C), and Warburg constant (W).73,74 In general, two semi-
circles are used in order to distinguish the partial desolvation
reaction of Li+ ions and their adsorption and diffusion on the
electrode surface.74 EIS aids in monitoring the formation of the
passivation layer, the rate-determining Li+ diffusion in the solid
state, and the investigation of charge transfer at various stages
of the electrode–electrolyte interfaces. This technique helps in
understanding the Li+ intercalation and de-intercalation
processes that occur in transition metal oxides.75 Cell degra-
dation can be captured with the variation of the semicircle
positions, shape alteration (mid frequency region) as well as the
slope variation in the low frequency region. These are directly
correlated with the loss of the active material, Li inventory itself,
electrolyte degradation with time, and SEI growth.76 As the LIBs
age, there is a noticeable shi towards higher frequencies in
both the high and intermediate frequency regions of the
semicircle as well as in the Warburg diffusion component. This
shi is indicative of the progressive degradation of the battery.
The dendrite growth and micropore clogging within the elec-
trodes contribute to an increase in cell resistance, which
impedes the ion diffusion and consequently restricts the
interfacial charge transfer.
This journal is © The Royal Society of Chemistry 2024
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The Nyquist plots have been used to monitor the Li+ inser-
tion and de-insertion kinetics in LixLa1/3NbO3 as a function of x,
where 0 < x < 0.6 (Fig. 11e).77 The results were modelled by two
semicircles, where, Rb is the bulk resistance of the electrolyte,
and Ri and CPEi belong to the semicircle i (i = 1 or 2). The
occurrence of two semicircles was explained by the ‘adatom
model’, where the adatom migrates to an insertion site on the
surface and the adsorbed ions are fully incorporated into the
electrode.78 Semicircle-1 corresponds to the adatom migration
for ion insertion, and semicircle-2 is for the full incorporation of
the adsorbed ions within the electrode. Based on the adatom
model, the elemental reactions for semicircle-1 were assigned
as a corporative reaction of lithium adsorption, desolvation,
and electron–transfer reactions, and semicircle-2 was assigned
to lithium insertion. During lithiation, semicircle-1 at higher
frequency nearly disappeared at the cost of the lower frequency
semicircle-2. However, due to the inherent drawbacks of ECMs
for an in-depth understanding of the impedance, numerical
simulations are oen used by conventional physicochemical
parameters and phase-dependent dri-diffusion.79

6.2 Li–O2 battery

In Li–O2 batteries, oxygen reduction reaction (ORR) and OER
are two complementary processes during discharge and
charging, respectively.80 Li2O2 is the main discharge product
that is insulating and insoluble in nature, resulting in the
increment of the required potential and consequently
Fig. 12 Nyquist plots of LSC, LSCP and LSC + Pd electrocatalysts du
respectively. Reproduced from ref. 87. Copyright (2020), with permissio
BPMC, NCNT and BPMC/NCNT-10 with respect to standard O2 electr
conditions. Reproduced from ref. 39. Copyright (2020), with permission

This journal is © The Royal Society of Chemistry 2024
decreasing the cyclability of the Li–O2 battery.81,82 The Li–O2

discharge process was successfully demonstrated by EIS with
different cathodes, where the internal resistance resulted in the
overpotential during discharge and controlled by the charge
transport through the deposited Li2O2 at the cathode.83 The
discharge of Li–O2 is governed by the interfacial phenomena,
EDLC, and ORR capacitance. When the cathode was made of
super carbon with 30% NiOCoO, three main ORR steps could be
unravelled.83 Firstly, in the presence of O2, the interfacial
phenomena gave rise to two arcs in the Nyquist plot, where the
two resistance components are parallel to the two capacitors,
and in the absence of O2, another equivalent arc was observed.
Secondly, Li+ adsorption gave rise to a series of R, C circuit and
related to Cdl at an intermediate frequency.84 The third
phenomenon was related to ORR capacitance, which appeared
in the low frequency range (<10 mHz). To account for the ORR
capacitance, the chemical capacitance (Cm) was modelled with
the EDLC.

6.3 Zn–air/Zn–O2 battery

The basic conguration of zinc–air batteries (ZABs) consists of
a catalyst loaded air electrode (cathode), a membrane separator,
an alkaline electrolyte and a zinc anode.85,86 During discharge, the
air-electrode undergoes ORR to form OH−, collecting O2 from the
air, whereas the zinc electrode undergoes oxidation to form
soluble zincate ions, i.e., Zn(OH)4

2− in the electrolyte. The ZAB
performance could be enhanced by introducing measured defects
ring (a) OER and (b) ORR polarizations at 1.6 and 0.6 V versus RHE,
n from American Chemical Society. (c) Schematic of Efb alignment of
olysis potential in alkaline medium, and (d) Nyquist plots under ORR
from the Royal Society of Chemistry.
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in the bifunctional catalyst. Pd4+ was doped at the Co-site of
La0.7Sr0.3CoO3−d to introduce lattice defects due to the strain
between the lesser doped grains and the more Pd-doped grain
boundaries.87 Amultitude of Pd/Comolar ratios were studied, viz.,
La0.68Sr0.3Co0.95O2.73 (LSC, Pd/Co = 0), La0.7Sr0.3Co0.96Pd0.01O2.88

(LSCP-1, Pd/Co = 0.01), La0.7Sr0.3Co0.94Pd0.02O2.85 (LSCP-2, Pd/Co
= 0.03), La0.7Sr0.3Co0.9Pd0.03O2.85 (LSCP-3, Pd/Co = 0.05), La0.7-
Sr0.3Co0.85Pd0.07O2.88 (LSCP-8, Pd/Co = 0.1), and LSC + Pd (phys-
ical mixture of the undoped perovskite oxide with Pd). Fig. 12a
presents the Nyquist plots corresponding to OER at 1.6 V versus
RHE with an AC frequency range from 10 mHz to 1 MHz. With
increasing Pd concentration, Rct decreased up to LSCP-3 (Pd/Co=

0.05), aer which Rct gradually increased. LSCP-3 has higher Cdl,
which was in good agreement with the maximum number of
surface-active sites in LSCP-3. In Fig. 12b, Rs represents the elec-
trolyte resistance, Rct1, Rct2 and Rct3 represent the charge transfer
resistances, and C1 & C2 are from Cdl. For the ORR process, LSC +
Pd has the least Rct due to the presence of ORR-active Pd in the
mixture. However, the structural transformation of the perovskite
oxide due to optimum Pd-incorporation at the grain boundary for
LSCP-3 exhibits the lowest OER + ORR overpotential of 0.91 V in
alkaline electrolyte with a current density of 10 and −1 mA cm−2

for OER and ORR, respectively, having a discharge energy density
of 851 mW h gZn

−1 with stable performance for 60 cycles of 1 h
duration per cycle at 10 mA cm−2.

The OER/ORR bifunctional activity can be greatly enhanced
by combining N-doped carbon nanotubes (CNTs) with a metal
oxide catalyst. Engineering the p-type BaPrMn1.75Co0.25O5+d,
BPMC nanosheets with n-type N-doped CNTs (NCNTs) induces
a charge transfer from BPMC to NCNT, which enhanced the
bifunctional activity.39 Mott–Schottky measurements with
different weight% of NCNTs exhibited a p–n heterojunction
where the charge transfer shis the at band energy (E) of
BPMC and NCNTs towards more positive and negative values, as
compared to their bare counterparts, attributed to the n- and p-
type E values of −1.06 (Efn) and 1.79 V (Efp), respectively
(Fig. 12c). A higher charge density on NCNTs shied the Efn
towards more negative values, i.e., higher energy and depletion
in charge density in BPMC, facilitated the electrochemical
oxidation reaction. Thus, an optimum E was necessary to
facilitate both the reactions. During OER, BPMC/NCNT-20 per-
formed the best with an overpotential of 390 mV at 10 mA cm−2,
whereas BPMC/NCNT-10 served as the best performing ORR
catalyst with 366 mV overpotential at −1 mA cm−2. The esti-
mated Rct from the Nyquist plot for BPMC/NCNT-5, BPMC/
NCNT-10, BPMC/NCNT-20, BPMC and NCNTs was 2.84, 1.55,
1.56, 2.71 and 3.45 kU, respectively (Fig. 12d). Although BPMC/
NCNT-20 exhibited weaker ORR performance, it had almost
similar Rct with respect to BPMC/NCNT-10. Higher concentra-
tions of NCNT in BPMC/NCNT-20 drastically reduced the overall
resistance of the catalyst, which played a pivotal role in main-
taining an almost equivalent Rct value to that of BPMC/NCNT-10.
6.4 Photo-rechargeable battery

Solar cells are typically merged with rechargeable batteries to
address the power requirements, but using two separate devices
14348 | J. Mater. Chem. A, 2024, 12, 14334–14353
introduces more complexity, cost and ohmic transport losses.
The integrated solar rechargeable battery is proposed to resolve
the issues where photo-charge generation and storage coincide
to reduce the ohmic losses and for increasing the gravimetric
energy density. Photo-rechargeable single storage devices, such
as solar light-driven aqueous zinc ion batteries,88 redox ow
batteries,89 lithium–air batteries,90 LIBs,91 and electrochemical
capacitors,92 can be recharged directly in the presence of light.
However, they suffer from low capacities, poor cycling stabili-
ties, and photon-to-charge storage conversion efficiency. These
shortcomings are closely linked to the electronic conductivity
and structural stability of the electrodematerial, thus exhibiting
correlation with the impedance at the electrode/electrolyte
interface. Interestingly, under photo-illumination, the imped-
ance can be reduced, and the specic capacity enhanced,
highlighting the light-induced improvements in the battery
performance. For a representative V2O5 nanober-based pho-
torechargeable LIB with a photoconversion efficiency of 2.6%
under 455 nm laser illumination, the photogenerated electrons
are transported from the conduction band of V2O5 to the CF
current collector during charging, hole transport occurs from
P3HT, and the electrons ow through the external circuit to the
Zn anode.91 The current density and Li+ diffusion coefficient
was enhanced by 65 and 64.4% in the presence of light for the
cathodic and anodic reactions, respectively, at ∼3.11 V/∼3.53 V.
The Nyquist plots were measured from 10 mHz to 100 kHz with
a voltage amplitude of 10 mV. Rct decreased from 32 to 14 U

under illumination. The carrier mobility increased in the pres-
ence of light, resulting in a higher electrical conductivity of the
photocathode, which was evident from the lower Rct.

7. Conclusions & outlook

We have studied the hetero-interfacial electronic interactions
that modulate the charge transfer in the electrochemical energy
systems. Starting from the EIS models, few selective examples in
water electrolysis, CRR, and NRR for electrochemical energy
conversion were highlighted, followed by the energy storage
systems of Li+ ion/O2, Zn2+ air/O2 and photo-rechargeable
batteries. Minimizing the Rct at the electrode/electrolyte inter-
face is essential for enhancing the efficiency of diverse electro-
chemical devices. Achieving a lower Rct involves several
strategies, including ensuring an unobstructed electron
pathway in an electronically conductive electrodes, achieving
the near-perfect alignment of the Fermi energy levels to facili-
tate smooth carrier transport and implementing electrode
architectures with low tortuosity, i.e., high porosity. Such
architectures promote efficient charge transport kinetics in
metal-ion batteries, thereby contributing to the improved device
performance and overall efficiency. Sincemost of the traditional
electrochemical setups cannot apprehend the faradaic and non-
faradaic current components, impedance analysis has become
a commanding tool. The choice of a modelling circuit at the
electrode/electrolyte interface depends on the specic electro-
chemical reaction under consideration. Broadly categorizing
the electrochemical reactions such as HER, OER, ORR, CRR,
and NRR, the EIS response typically exhibits a small semicircle
This journal is © The Royal Society of Chemistry 2024
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at high frequency along with a larger semicircle in the low
frequency region. Occasionally, the small high-frequency
semicircle merges with the larger one. In the case of electro-
chemical storage systems such as batteries, an additional slope
aer the second semicircle at the low-frequency region is
observed, indicative of ion diffusion within the electrode
material. In particular cases where the electrode material is
highly porous, TLM is also considered.

The other eye-catching feature is to cross-examine an elec-
trochemical system over a range of frequencies, thus permitting
the operando investigations. In case of operando or in situ EIS,
keeping the AC perturbation xed at 5 or 10 mV and the current
xed at a specic value under different potential bias, the EIS
experiments were carried out (Fig. 13a). One can obtain the 3D
Bode and Nyquist plots, where the variation of the curve is
monitored based on the two parameters, the conventional
frequencies (mHz to MHz) and the applied potential (Fig. 13b
and c). This inspection provides the real-time SEI layer infor-
mation, which is difficult to probe in other electron beam-
irradiated in situ techniques, which can damage the interfa-
cial double layer.93

The electrochemical reactions in a battery involve time-
dependent potential variation with the charge/discharge steps,
which also alter the electrode potentials.94 Operando imped-
ance investigations can reveal the suitability of new anode
materials andmonitor the charge/discharge induced changes of
the electrodes and the reaction stage with applied potential.95

The charge transfer processes can have diverse degree of
responses to the input frequencies as well as the potential.
Under the operating conditions, the varying crystallinity and
Fig. 13 (a) Integration of the DC staircase potential with the traditional
dependent (b) Nyquist plot and (c) Bode plot.

This journal is © The Royal Society of Chemistry 2024
lattice structure of different electrocatalysts and solvation
structure of the ions can also alter the catalytic activity and
battery performance.96–98 The in situ EIS methods can elucidate
the temporal evolution of Rct at multiple heterointerfaces
during the real-time surface reconstruction of amorphous or
semicrystalline catalysts under continuous operation. More-
over, the resistance to the transient electron–hole transport
across the interfaces of photovoltaic and optoelectronic devices
can be understood by constructing the most appropriate
ECM.99,100 More sophisticated and operando EIS techniques are
needed to match the femtosecond or picosecond dynamics of
photogenerated charge carriers.101 EIS has also been successful
in probing the real-time interactions of nanoparticles with so
matter by a technique called resonance enhanced surface
impedance (RESI) spectroscopy.102 RESI has very good prospects
in biological systems and can be extended to heterogeneous
catalysis and photocatalysis.103,104

As discussed earlier, data interpretation based on a partic-
ular electrical ECM is the most challenging part of EIS investi-
gation since the same impedance data can be tted with
different ECMs, besides the subjectivity of human analysis.105

Although coupling the DFRT/DRT model with the ECM might
be benecial, DFRT models have issues like complexity in
mathematical modelling and meagre handling with the system
dominated by ion diffusion. In this context, machine learning
(ML) can be used to recognize the right circuit model by
employing large EIS datasets to corroborate the chemical and
physical insights obtained from other characterization tools. An
ML-based approach can track and learn from the wide range of
battery systems to adjudge the predicted behaviour of the cells,
EIS measurement for in situ/continuous EIS measurement. Potential-
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state-of-health, state-of-charge, and degradation behavior.106

While ML needs reliable large EIS datasets, its inherent black-
box nature makes it difficult to affirm and generalize the ob-
tained models.106 Support vector machine (SVM) has been
proposed to analyse the raw EIS data and the corresponding
ECMs that can be collected from the literature.105 The SVM data
needs to be compared with other ML algorithms to provide the
best possible comprehensive database. The widespread imple-
mentation of ML in EIS analysis will create a paradigm shi for
the automated tting of the measured data to the appropriate
physical models, thereby minimizing the human error in
making rst guesses.107 A user-friendly database can be devel-
oped, for example, the performance of LIBs can be evaluated
from a collection of ∼100 000 impedance spectra from Li+-ion
cells, maintaining the unreliability of the tting below ∼1% of
the entire dataset.107 These interpretations should be based on
the proposed (or feasible) reaction mechanisms, followed by
physical consideration and regression of the models.

Although the EIS data is elucidated by covering an extensive
frequency range (mHz to MHz), conventional Nyquist imped-
ance data does not mark the frequency points in the impedance
plot. Translating the Nyquist to the Bode plot in terms of
frequency & phase angle can be helpful in providing insight
regarding the electrochemical and photoelectrochemical reac-
tions.108 If we consider the non-metals, mostly the heteroatom-
doped carbon electrocatalysts, the compositional variation can
be elucidated by EIS.103,109 Graphene dots are vastly different
from carbon dots, where the latter contain an assembly of
aromatic moieties inside a carbon envelope.110 The subtle
nuances of the varying carbon dot compositions can be moni-
tored if EIS measurements can conrm the marginal changes in
the impedance parameters.111 CNTs comprise a large fraction of
the literature, which has generated immense interest in nano-
channel chemistry and the conned catalytic mechanisms.112,113

The variation in nanochannel or CNT diameter with respect to
the bulk electrolyte has a profound impact on the overall
impedance of the system. The changes in the narrow channels
from micro- to nanometers affects the viscous shear at the walls
of the channels that suppresses the electro-osmotic instability,
providing additional AC signals.114 The impedance of
a deformed semicircular arc of a nanochannel has complex AC
impedance, a characteristic dependent on the surface-
conductivity, wherein low AC voltages are needed to extract
the surface charge density.115

EIS also has far-reaching implications in electrophysiology,
where the need of the hour is to affirmatively determine the
compositional changes of the ‘live’ cells in order to revolu-
tionize healthcare systems.112,116 Be it coupled to a Raman
spectrometer or any other in situ techniques, each confocal
microscope setup conducting these experiments is different
depending on the laboratory conditions. In this technique,
a ‘comparatively weaker’ signal is detected by a microelectrode,
and an amplier transmits the signal through an oscilloscope
and a computer. The temporal evolution of the membrane
potential is of primary interest, where the microelectrode has to
be stabilized both for in vitro and in vivo recordings. The major
point of contention is the extent to which the impedance of the
14350 | J. Mater. Chem. A, 2024, 12, 14334–14353
microelectrode impacts upon the spikes of the compositional
changes of the cellular material as opposed to the background
noise. In fact, EIS has been employed to detect and systemati-
cally monitor the extracellular signals with ∼100 kU micro-
electrodes having unmodied high impedance ∼1 MU.117 With
the advancement in science, it is pertinent to measure the
impedance signal of a single neuron with a high signal-to-noise
ratio. The overall emphasis should be on improving the sensi-
tivity of the EIS technique to record minor changes in the AC
signals without any ambiguity in detection and analysis.
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19 T. S. Drvarič, J. Bobnar, A. R. Sinigoj, I. Humar and
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Chem. Soc., 2012, 134, 11235–11242.

55 C. Singh, I. Liberman, R. Shimoni, R. Ifraemov and I. Hod,
J. Phys. Chem. Lett., 2019, 10, 3630–3636.

56 A. Kumar, S. Parvin, R. K. Das and S. Bhattacharyya, Chem.–
Asian J., 2021, 16, 3444–3452.

57 S. Nitopi, E. Bertheussen, S. B. Scott, X. Liu, A. K. Engstfeld,
S. Horch, B. Seger, I. E. L. Stephens, K. Chan, C. Hahn,
J. K. Nørskov, T. F. Jaramillo and I. Chorkendorff, Chem.
Rev., 2019, 119, 7610–7672.

58 M. Chiesa, E. Giamello and M. Che, Chem. Rev., 2010, 110,
1320–1347.

59 H. Dau, C. Limberg, T. Reier, M. Risch, S. Roggan and
P. Strasser, ChemCatChem, 2010, 2, 724–761.

60 M. R. Singh, E. L. Clark and A. T. Bell, Phys. Chem. Chem.
Phys., 2015, 17, 18924–18936.

61 A. H. Shah, Y. Wang, A. R. Woldu, L. Lin, M. Iqbal, D. Cahen
and T. He, J. Phys. Chem. C, 2018, 122, 18528–18536.

62 F. Bienen, D. Koplijar, A. Löwe, S. Geiger, N. Wagner,
E. Klemm and K. A. Friedrich, ACS Sustainable Chem.
Eng., 2020, 8, 13759–13768.

63 T. Murakami, K. Morishita, K. Koike, K. Fujii and S. Wada,
Jpn. J. Appl. Phys., 2023, 62, SK1002.

64 B. M. Comer, P. Fuentes, C. O. Dimkpa, Y. H. Liu,
C. A. Fernandez, P. Arora, M. Realff, U. Singh,
M. C. Hatzell and A. J. Medford, Joule, 2019, 3, 1578–1605.

65 Z. Yan, M. Ji, J. Xia and H. Zhu, Adv. Energy Mater., 2020, 10,
1902020.

66 Y. Liu, Y. Su, X. Quan, X. Fan, S. Chen, H. Yu, H. Zhao,
Y. Zhang and J. Zhao, ACS Catal., 2018, 8, 1186–1191.
J. Mater. Chem. A, 2024, 12, 14334–14353 | 14351

https://doi.org/10.1039/d4ta00537f


Journal of Materials Chemistry A Perspective

Pu
bl

is
he

d 
on

 0
8 

M
ay

 2
02

4.
 D

ow
nl

oa
de

d 
by

 F
ai

l O
pe

n 
on

 2
3/

07
/2

02
5 

10
:3

1:
27

 A
M

. 
View Article Online
67 F. Hanifpour, C. P. Canales, E. G. Fridriksson,
A. Sveinbjörnsson, T. K. Tryggvason, E. Lewin, F. Magnus,
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