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Abstract

The charge-transfer (CT) state arising as a hybrid electronic state at the interface between charge donor and 

charge acceptor molecular units is important to a wide variety of physical processes in organic 

semiconductor devices. The exact nature of this state depends heavily on the nature and co-facial overlap 

between the donor and acceptor; however, altering this overlap is usually accompanied by extensive 

confounding variations in properties due to extrinsic factors, such as microstructure. As a consequence, 

establishing reliable relationships between donor/acceptor molecular structures, their molecular overlap, 

degree of charge transport and physical properties, is challenging. Herein, we examine the electronic 

structure of a polymorphic system based on the donor dibenzotetrathiafulvalene (DBTTF) and the acceptor 

7,7,8,8-tetracyanoquinodimethane (TCNQ) in the form of high-quality single crystals varying in the donor-

acceptor overlap. Using angle-resolved photoemission spectroscopy, we resolve the highest occupied 

molecular orbital states of the CT crystals. Analysis based on field-effect transistors allows us to probe the 

sub-gap states impacting hole and electron transport. Our results expand the understanding on the impact 

of donor and acceptor interactions on electronic structure and charge transport.

New Concepts

The charge-transfer (CT) state has profound implications on the properties of devices based on organic 

donor-acceptor systems, as well as on the efficiency of doping processes. However, the much-desired 

control of this state by systematic changes in donor-acceptor interactions, in order to enhance the properties 

of organic thin-film devices, has proven extremely difficult because they inevitably also change other 

aspects of the films, such as microstructure and chemical composition. By examining single crystals of a 

CT polymorph system based on the donor DBTTF and the acceptor TCNQ, we tune only the co-facial 
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overlap and the degree of charge transfer between the donor and acceptor, therefore presenting a rare system 

through which to understand its impact on the electronic structure and charge transport in the absence of 

other changes. This study represents a first report on the electronic structure of crystalline DBTTF-TCNQ, 

as well as one of the parent compounds, TCNQ. We complete the picture by probing the sub-gap, trap 

states, through the measurement of field-effect transistors, an analysis which has so far seen little 

application in ambipolar devices. This study presents fundamental physical insights into processes relying 

on donor-acceptor interactions, and the findings can further guide practical processes like doping.

Introduction

Organic semiconductors have been studied for several decades due to their broad applicability in low-cost, 

flexible electronic devices.1–10 An exciting characteristic of these materials is their extraordinary chemical 

tunability: at the synthetic level, chemists have many degrees of freedom to modify the chemical structure 

of a compound and, with that, tailor its functionality. Interesting and often novel electronic behavior can 

also occur at the interface of two semiconductors. Mixtures of materials with strategically offset energetics, 

in which one compound donates electrons (D) and the other accepts them (A), are necessary and 

advantageous in a variety of layers of electronic materials and devices, including light-emitting diodes, 

solar cells, and thermoelectrics.11–13 In analogy to inorganic semiconductors, the addition of a D or A unit 

into a semiconductor host matrix with the purpose of generating free charges is termed doping. When the 

added unit generates excess free holes, it is referred to as a p-dopant; when it instead generates excess 

electrons, it is an n-dopant. The strength of the D/A interactions dictates the level of doping, which, in turn, 

alters the energy levels, charge-carrier densities and, consequently, the optoelectronic properties.14–16 

Charge transfer between the D and A units can either occur via ion pair (IP) formation or via a charge-

transfer (CT) state.17 While in the case of the IP a full charge is transferred from the D to the A unit, for the 

CT state an electronic structure forms that is a hybrid of the individual D and A, characterized by partial 

ionicity (ρ), between neutral (ρ=0) and fully ionized (ρ=1). The role this CT state plays is complex, ranging 

from a herald of new and interesting properties to strictly reducing device performance. For example in 

organic bulk heterojunction solar cells, it limits the open-circuit voltage and thus the maximum operating 

power.18 In the case of doping, the existence of the CT state rather than the IP often lowers the efficiency 

of carrier generation, making it a goal to create processing conditions which favor the latter.17,19,20 

Unfortunately, the exact nature of the CT state is unpredictable based solely on the constituent molecules. 

The value of ρ, for example, depends both on the chemical structure and on the spatial overlap between the 

frontier molecular orbitals of the D and A components.21–28 The latter, in turn, relies on the interplay 

between the processing details and the thermodynamic stability of the state. For the P3HT-F4TCNQ system 
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(where P3HT is poly(3-hexylthiophene) and F4TCNQ is 7,7,8,8-tetracyano-2,3,5,6-tetrafluoro-

quinodimethane), for example, tuning solvent composition29 or temperature22 can favor the formation of 

IPs versus CT complexes, or a mixture of the two. Storage of samples has been found to gradually cause 

the emergence of a higher proportion of CT states within the doped polymer film,30 but thermal annealing 

can convert CT-state-dominated films into those where the fully ionized state is dominant.29 Given the 

importance of the CT interaction in a range of electronic devices and the complexity of donor-acceptor 

systems, studies of more ordered and simpler systems are invaluable. This is best accomplished by the 

binary CT crystal. Here, stoichiometric ratios (most often 1:1) of D and A molecules assemble into a regular 

structure characterized by a CT state that can be localized to a single D-A unit or extended across several 

molecules. These binary crystals exist either in mixed stacks, where the units alternate as …D-A-D-A… in 

the π-stacking direction, or in segregated-stacks, where the units form in their own stacks as …D-D-D-D… 

and …A-A-A-A… in the π-stacking direction.31–35 The CT crystalline complex can be engineered to exhibit 

vastly different electrical properties, from insulators to unipolar and ambipolar semiconductors, metals, or 

even superconductors.23,31,36–38  

Here, we seek to expand the current understanding of donor-acceptor interactions in organic 

semiconductors by investigating the electronic structure of a polymorphic CT complex single crystal, where 

the degree of charge transfer is tuned without altering the composition of the system, namely 

dibenzotetrathiafulvalene–7,7,8,8-tetracyanoquinodimethane (DBTTF–TCNQ). This compound exists in 

two different polymorphs (Fig. 1) with one exhibiting a moderate ionicity at ρ≈0.5 (α-polymorph), and the 

other being nearly neutral (β-polymorph).23,39–42 In our previous work, we have shown that both polymorphs 

display ambipolar transport in field-effect transistors (FETs), but the α-polymorph exhibits higher electron 

mobility, while in the β-polymorph the hole mobility is superior.23 One reason for the different properties 

is the variation in donor acceptor overlap, which alters the coupling between the D and A units and 

profoundly impacts the electronic properties. This system thus provides us access to a highly ordered and 

tunable solid-state packing, much superior to that found in thin films, where the impact of the strength of 

the D/A interactions on the electronic properties can be evaluated. In this study we aim to generate a detailed 

picture of the electronic structure of each polymorph and assess the differences between them in greater 

detail. We measured the highest occupied molecular orbital (HOMO) states of each polymorph in the single 

crystal form, alongside single crystals of the monomolecular compounds of the donor and acceptor, 

respectively, using angle-resolved photoemission spectroscopy (ARPES). To generate a complete picture 

of the electronic states, we further characterized the states in the bandgap by evaluating the density of trap 

states (t-DOS) as a function of energy relative to the HOMO and LUMO (lowest unoccupied molecular 

orbital) edges. Cumulatively, we find that the polymorphism in charge transfer crystals impacts the position 
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of the HOMO, the number of states that can be resolved, and the density and distribution of the trap states. 

Together, these results provided significant insight into the microscopic mechanism of charge transport in 

these donor-acceptor systems.

Figure 1: a) The donor (DBTTF) and acceptor (TCNQ) in the CT complex. b) Crystals of the α- and β-polymorphs, with the donor-
acceptor overlap displayed below. The scale bars are 100 µm long. The α-polymorph is rectangular in habit, while the β-
polymorph is elliptical and thin. The overlap is depicted from the crystal structure for the α-polymorph measured by X-ray 
diffraction, while the β-polymorph overlap is predicted based on selected-area electron diffraction measurements.23,43 The colors 
of the crystals are representative of their lamination onto a silicon wafer with 200 nm silicon dioxide.

Results and Discussions

Single crystals of DBTTF-TCNQ

Vapor-grown single crystals of polymorphic materials offer unique insight because they present an 

opportunity to minimize the sample-to-sample variation and access the intrinsic properties of each type of 

solid-state packing, in the absence of microstructure effects. To understand the impact of crystal structure 

on the electronic structure of DBTTF–TCNQ, we grew single crystals of the α- and β-polymorphs by the 

physical vapor transport method following a procedure described elsewhere.23 In short, the TCNQ was first 

purified by double sublimation prior to the solution crystallization of the CT complex. Because the vapor 

pressure of the parent compounds is comparable, we could then sublimate the solution-grown complex (as 

opposed to co-sublimating the parent compounds) to form the two polymorphs. The growth was completed 

over the course of several days, ensuring that impurity inclusion and point defect formation are as low as 

possible. The crystals, laminated on silicon dioxide (SiO2), are pictured in Fig. 1, where the α-polymorph 

forms into crystals with a rectangular habit, and the β-polymorph forms into elliptical crystals. In Fig. 1b, 

bottom panel, we included is a side view of the D/A overlap, demonstrating a lateral shift in the co-facial 

crystal packing of one polymorph versus the other.23,43
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Field-effect transistor characterization

FETs were fabricated in the bottom-contact, top-gate geometry, as shown in Fig. 2a. The source/drain 

contacts were gold, the gate-dielectric was approximately 1000 µm Parylene-N, and the gate electrode was 

silver. The transfer characteristics in the linear regime (source-drain voltage VDS = 2 V) for one crystal from 

each polymorph are shown in Fig. 2b, with transfer characteristics for VDS = -2 V and output characteristics 

being included in the SI (supplemental information section 1, Fig. S1). The hole mobility for this device in 

the linear regime is approximately µh,lin = 0.01 cm2V-1s-1 for the α-polymorph, while the electron mobility 

in the linear regime is µe,lin = 0.1 cm2V-1s-1. Meanwhile, for the β-polymorph, µh,lin = 0.1 cm2V-1s-1, while 

µe,lin = 0.004 cm2V-1s-1. Transport was measured in the π-stack direction (the direction of the CT axis) for 

each polymorph. These values agree well with those previously reported in the saturation regime for the 

DBTTF-TCNQ polymorphs (µe,α = 0.4 ± 0.2 cm2V-1s-1, µh,α = 0.04 ± 0.02 cm2V-1s-1, µe,β = 0.03 ± 0.02 cm2V-

1s-1, µh,β = 0.1 ± 0.07 cm2V-1s-1) with the present samples being approximately average, though we note that 

the electron mobility for the β-polymorph is on the lower end of what was previously reported.23 Such 

variations in the mobility values result from differences in crystal quality, anisotropy along different 

crystallographic directions, and contact resistance. For the α-DBTTF–TCNQ device the threshold voltage 

for electrons (VTh,e) was VTh,e = -2 V, while that for holes (VTh,h) was VTh,h = -12 V. Likewise, for β-DBTTF–

TCNQ, VTh,h = -7 V, while VTh,e = 12 V.  

Figure 2: a) the bottom-contact, top-gate transistor architecture used to extract the trap-DOS for each polymorph. b) Examples of 
transfer characteristics in the linear regime for each polymorph. The VDS, channel dimensions as a ratio of length to width (L/W), 
and thickness of the parylene-N gate dielectric (tPary) are given in the inset. 

Electronic Structure via Angle-Resolved Photoemission Spectroscopy

To access the electronic structure of each polymorph, we performed ARPES measurements on the α- and 

β-crystals, as well as their single-crystal parent components. The measurements of the HOMOs as a function 

of the azimuthal (θx) and polar (θy) angles of the photoelectron are shown for each crystal in Fig 3a-d. 

Further information is reported in the SI, section 2. All measurements are referenced to the Fermi energy, 
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EF, rather than the ionization potential. The photoelectron emission angle is directly related to the in-plane 

momentum of the electron residing in the solid crystal; therefore, we are measuring the HOMO along 

different crystallographic directions. The HOMO can be discerned in the parent compound DBTTF (Fig. 

3a), having a position center of 1.3 eV ± 0.1 eV below the Fermi energy and a full width at half maximum 

of 0.6 eV ± 0.1 eV. This is consistent with DBTTF UV photoemission spectra reported by others, and also 

in agreement with our measurements of thin-film DBTTF (SI section 2c, Table S1), except that we were 

not able to detect the HOMO-1 level in the DBTTF single crystal.44,45 The HOMO-1 should be about 1.5 

eV – 2 eV below HOMO. Given the difficulty in measuring the HOMO in the DBTTF crystal (based on 

the signal to noise ratio compared to Fig. 3b-d for similar measurement statistics), it is not surprising that 

we could not resolve the deeper HOMO-1. We attribute this difficulty to the relatively small and thin 

DBTTF crystals that we measured when compared to the TCNQ, α-DBTTF-TCNQ, and β-DBTTF-TCNQ 

crystals. We do note that it may have been possible to resolve the HOMO-1 in the DBTTF crystal if we 

increased the measurement collection time or photon flux, but this may have degraded the crystal due to 

beam damage effects. For single-crystal TCNQ, two HOMOs were resolved, where HOMO and HOMO-1 

are 3.5 eV ± 0.1 eV and 4.7 eV ± 0.1 eV below the Fermi energy, respectively (Fig. 3d). The HOMO and 

HOMO-1 widths are both estimated as 0.6 eV ± 0.1 eV. The electronic structure of TCNQ is consistent 

with our thin-film UV PES spectrum (SI section 2c and Table S1), and in good qualitative agreement with 

calculations where the leading HOMO does not show strong dispersion with momentum (i.e., emission 

angle) and the HOMO-1 is about 1 eV below the HOMO.46 

The electronic structure of both α- and β- polymorphs of DBTTF-TCNQ are shown in Fig. 3b and 3c, with 

their respective HOMO centers lying at 0.9 eV ± 0.1 eV and 1.15 eV ± 0.1 eV below the Fermi energy. For 

the α-phase (Fig. 3b), multiple HOMOs are clearly visible, while for the β-phase, only the HOMO is 

discerned and possibly a HOMO-1, though it is faint. The α-phase HOMO-1 and HOMO-2 are centered at 

2.15 eV ± 0.1 eV and 2.8 eV ± 0.1 eV, respectively. The α-phase HOMO and HOMO-1 width are 0.45 eV 

± 0.1 eV and 0.3 eV ± 0.1 eV, while the width of HOMO-2 is difficult to estimate due to the strong 

background in that spectral regime. The α-phase HOMO width is consistent with the predicted result of 

about 0.5 eV.47 For the β-phase, the HOMO width is 0.6 eV ± 0.1 eV and weak signs of HOMO-1 are 

detected with a center of 2.7 eV ± 0.1 eV. We attribute the leading HOMO of both the α- and β-polymorphs 

to have DBTTF character based on the position of the HOMO in the DBTTF spectra (in Fig. 3a). For the 

α-polymorph, the HOMO-1 and HOMO-2 likely have attributes from both the DBTTF HOMO-1 and the 

TCNQ HOMO parent character (Fig. 3d). This is suggested by reported DBTTF gas-phase and thin-film 

measurements, and electronic property calculations of individual DBTTF and TCNQ.44–46,48 The energetic 

spacing and ordering (i.e., whether they originate from D or A) of the HOMOs within the CT complex 
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crystal thus differ from the parent (D and A) electronic structure, and the leading orbitals of the CT complex 

are extremely sensitive to differences in packing geometry which in turn impacts the  intermolecular 

interaction.21,49 Additionally, the molecular orientation with respect to the probed crystal facet (determined 

to be the molecular long axes for the α-polymorph and inferred to be the molecular short axes for the β-

polymorph)23 would cause a variation in the ionization energies of each polymorph. We note that upon 

forming a CT complex, the leading HOMOs of the α- and β-polymorph have moved closer to the Fermi 

energy (when compared to the DBTTF parent) consistent with behavior expected in the CT complex as 

previously observed in the 4T-F4TCNQ co-crystal.20 Notably, the α-polymorph is closer to the Fermi energy 

than the β-polymorph, consistent with α-phase displaying a larger ionicity (degree of CT) than the β-phase.23 

Intermolecular hybridization underpins CT complex systems in the ground state, where the CT complex 

HOMO is expected to lie between the HOMO of the D and A (when energy levels are referenced to the 

vacuum level).17,20 Our observed trend is consistent with intermolecular hybridization in molecular 

electrical doping. 

In both the α- and β- polymorph crystals, there is a change in the leading HOMO width seen in the θy (Fig. 

3b and c, bottom panel) which is in agreement with density functional theory (DFT) calculations; α-

DBTTF-TCNQ was predicted to have a HOMO width of 0.5 eV with some dispersion.47 Little to no 

dispersion of the leading HOMO of both α- and β-phases is consistent with relatively small hole mobility 

values obtained via transport measurements. We do note that the observation of HOMOs and the presence 

of HOMO dispersion is likely highly dependent on the excitation photon energy; for single crystal 

pentacene, the HOMO dispersion was observed at photon energy of 10 eV, but not while measuring at 

higher photon energies, as is common for ARPES (here, we measured at 41 eV) .50 Similar dependencies 

on the photon energy to the photoemission current have been extensively observed in few-layer graphene 

and has been theorized to be due to electron interference effects from adjacent layers.51,52

It is remarkable that for identical chemical composition and measurement conditions (excitation energy and 

intensity, measurement geometry and duration), we see qualitatively different electronic structure between 

the two polymorphs of DBTTF-TCNQ and probe multiple HOMOs for each polymorph (though weakly 

for the β-phase). Nevertheless, we note that measuring the electronic structure was easier in the α-phase 

than the β-phase based on the overall signal to noise ratio. The differences detected in the HOMO of the 

two polymorphs by ARPES are a direct consequence of the variations in molecular packing in the crystalline 

solid, which impacts the photoemission selection rules (i.e., transition matrix element). In addition, the 

surfaces of the α- and β-polymorphs of DBTTF–TCNQ likely undergo different surface relaxation 

mechanisms from each other, which in turn could impact the ease of probing their electronic structure with 
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ARPES. It has been shown that tetracene undergoes large surface relaxation and this is speculated to be the 

cause for the lack of observation of HOMO dispersion in ARPES.53 The structural differences of the  

polymorphs of DBTTF-TCNQ impacts its electronic structure and the ability to probe such HOMOs as 

gleaned from the photoemission results.  

Figure 3. ARPES results of crystalline (a) DBTTF, (b) α-DBTTF-TCNQ, (c) β-DBTTF-TCNQ, and (d) TCNQ. Top 
and bottom panel show the electron emission as a function of θx and θy, respectively, and high counts shown in blue 
and low counts in red. The data are shown within the angular emission range of ± 0.2 rad (corresponding to ± 0.8 Å-

1). 
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Density of trap states investigated by field-effect transistor measurements

The electronic structure has direct implications on the intrinsic charge transport within the crystal. Trap 

states present at the edge of the HOMO and extending into the bandgap, which form due to various intrisic 

and extrinsic factors such as structural defects, chemical impurities, energetic disorder, or environmental 

contaminants, result in charge localizaion and inhibit charge transport.54–58  Therefore, in order to gain a 

complete picture of the electronic structure of  both - and -polymorphs, we accessed the energetic 

distribution of the density of trap states (t-DOS) in the bandgap of the  two types of crystals using the 

Grünewald method.57,59,60 This method for t-DOS extraction is typically performed on unipolar 

semiconductors, as it requires the identification of a potential at which the channel is flat. This condition 

does not always occur in ambipolar FETs, which may be always on, depending on the threshold voltages 

for holes and electrons relative to each other.61 Nevertheless, the large difference in threshold voltages for 

the electron and hole transport typical for our devices ensured that the FET channel was unipolar and flat 

for low drain-source voltages (VDS) and that we could identify an off state; therefore, we could  reliably 

extract the t-DOS. The electron and hole trap distributions for the - (black) and - (red) polymorphs are 

plotted as a function of energy in the bandgap with respect to the approximate HOMO and LUMO  edges 

in Fig. 4. The average mobility values for hole and electrons are included in the inset.23 To extract 

quantitative information on the density and energetics of traps, each t-DOS spectrum was modelled using 

a double exponential distribution to account for shallow (E1, N1) and deep traps (E2, N2), according to 

Equation 1:

Figure 4. t-DOS spectra of electron and holes in - (black) and - (red) polymorphs
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,𝑁(𝐸) = 𝑁1𝑒𝑥𝑝( ―
𝐸
𝐸1) + 𝑁2𝑒𝑥𝑝( ―

𝐸
𝐸2) (1)

Here, N1 and N2 are the density of traps, and E1 and E2 are their widths. The curve fits to experimental t-

DOS spectra are shown in Fig. S3 and Fig. S4 in the SI, and Table 1 summarizes the extracted trap 

parameters. Overall, the density of the electron and hole traps each in the -polymorph is slightly higher 

than the trap density for -polymorph, implying that the former polymorph is more susceptible to defect 

formation than the latter. The density evaluated for the shallow and deep trap states is higher for electrons 

than holes in each polymorph, but their characteristic widths are higher for holes than electrons.62

Table 1. Model fit parameters of the double exponential distribution

Discussions

The electronic structure determined by combining the results obtained from the ARPES and t-DOS 

measurements is summarized in Fig. 5. The values extracted for each HOMO and deeper levels are given 

for the CT polymorphs and the parent compounds in Fig. 5a. Fig. 5b shows the example of the β-polymorph 

HOMO level, which is not sharply defined – a typical feature of organic semiconductors –  but is 

represented as a Gaussian curve, with the extended (mobile) states in the middle. Localized (trap) states are 

distributed exponentially below a HOMO or mobility edge.63 The nature of the charge carriers (whether 

they are localized or delocalized) is not probed in this study and so we choose to reference the constant 

mobility onset to the HOMO edge rather than the mobility edge.64 Mahraeen et al.  showed that the constant 

mobility onset occurs where the exponential DOS, here defined by our trap measurement, and the Gaussian 

HOMO distribution meet.65 Also relevant to charge transport are the LUMO characteristics, which impact  

electron t-DOS for each polymorph. 

 - polymorph  - polymorphModel Parameter electrons holes electrons holes
N1 (eV-1 cm-3) 7.4  1020 3.1  1020 9.2  1020 8.7  1019

E1 (meV) 18 24 12 22 
N2 (eV-1 cm-3) 1.2  1019 2.4  1018 3.0  1019 6.1  1018

E2 (meV) 57 86 41 53
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With these results, we gain further insight into both the charge-transport polarities of each polymorph and 

the relationship between between theoretical calculations and experiment for this system. DFT calculations 

on the α-47 and β-polymorphs23 suggest that the hole and electron transport are balanced in both systems 

and more efficient in the α-polymorph; i.e., the transfer integrals are similar in magnitude for electrons and 

holes in each case, and higher in the α-polymorph by almost an order of magnitude.  Experimental results 

extracted from FET work, however, have not been able to confirm these predictions. Comparisons between 

theory and experiment are inherently challenging when there are unavoidable extrinsic parameters in the 

measurement. It is tempting to hypothesize about the nature of the contacts, and subsquently, compare hole 

mobility for each polymorph, based on an approximate energetic barrier between the work function of the 

gold source/drain electrodes and the HOMO levels; however,  the complex processes occurring when the 

electrode and semiconductor materials are brought into contact can modify the band diagram, and hence 

the contact resistance significantly.66 Indeed, the ARPES results suggest that the energetic barriers for holes 

for each polymorph are very similar, and therefore, do not account for the extent of the variation in charge 

transport polarities between the polymorphs. 

A possible explanation for this behavior is the formation of a more favorable pathway for electron versus 

hole transport, or vice-versa, due to the differences in the crystal structures between α- and β-DBTTF–

TCNQ. Recent research on the DFT methodology for mixed-stack CT systems and D-A co-polymers has 

explored the role of the molecular orbitals of the bridge molecules in charge transport under the super-

exchange theory.21,67–72 Here, because of the D-A-D-A… nature of the mixed-stack crystal structure, the 

distance between one donor molecule and the next (or one acceptor molecule and the next) is high and the 

direct D-D or A-A coupling is low. Transport then proceeds via the bridging A (for the D-A-D trimer) or 

Figure 5: Electronic structure of α- and and β-DBTTF-TCNQ. a) A summary of the ARPES results shown in Fig. 3 of the identified 
HOMO levels of α-DBTTF-TCNQ, β-DBTTF-TCNQ, and each parent compound. Energy referencing is to the Fermi level. The 
uncertainty is ±0.1 eV to account for contact potential differences between Au and Ag substrates. b) A schematic representation 
of the HOMO of β-DBTTF-TCNQ. The HOMO is represented by a gaussian distribution, and the t-DOS calculation for holes is 
shown in red at the mobility edge of the HOMO.
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D (for the A-D-A trimer) molecule. If bridge orbitals underlying the frontier HOMO and LUMO levels (i.e. 

HOMO-1, LUMO-1, etc.) contribute to transport, then the balance between charge carriers can favor holes 

more than electrons or vice-versa.   Transport measurements in other systems are also suggestive of such a 

transport mechanism.73,74 The varying relative positions of the HOMO, HOMO-1, and deeper levels 

measured in the DBTTF-TCNQ polymorphs via ARPES could be an indication that this is the case here; 

however, definitive insight would require further theoretical investigation. 

Trap states, as shown in Fig. 4, induce a further reduction in charge-carrier mobility from the intrinsic value. 

The electron mobilities in both polymorphs are significantly reduced in a real crystal due to the fact that 

electrons are more easily trapped than holes in the presence of oxygen and water under typical operating 

conditions, in agreement with the overall trap density for electrons being higher than holes in both 

polymorphs in Figure 4.75 Interestingly, in spite of the fact that in the -polymorph the density of electron 

traps is higher than the density of hole traps (more than twice as many shallow electron traps, N1, and an 

order of magnitude higher deep electron traps, N2), a more efficient electron transport is characteristic for 

this solid state packing,41 with some reports finding no signature of a p-type channel.39 One reason for this 

behavior is that when the density of shallow traps (N1) is sufficiently high, then charge carriers can hop 

between one localized shallow trap state to another, thereby, contributing to charge transport.54 

Additionally, the characteristic width of the trap distribution for holes is broader than the same for electrons 

(30 % and 50 % broader shallow trap distribution, E1, and deep hole trap distribution, E2, respectively), 

indicating that the hole traps extend further into the bandgap, increasing the likelihood of hole trapping 

events, which in turn can inhibit efficient hole transport.54 Other factors in charge-transport yet to be 

examined, such as dynamic disorder, may play an additional role in reducing hole transport further than 

electron transport.76 The exceptionally low hole trap density found in the α-polymorph could explain our 

observation of hole transport, confirming the importance of the crystal quality in accessing intrinsic 

properties, which are not dominated by the trap environment. Similar to the case of the α-polymorph, in the 

-polymorph, the electron trap density is higher than the hole trap density, but in this case, the difference 

is more pronounced with an order of magnitude gap for both shallow and deep traps. This aligns with the 

electron transport being less efficient in our device studies and suggest that for this packing the additional 

charge transport pathways are inhibited. Again, theoretical studies examining the relationship between 

transport and the participation of differing energy levels in transport may shed further light on this 

phenomenon. 

Conclusions
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In conclusion, we studied a highly ordered donor-acceptor system based on single crystals, which provided 

a reliable experimental platform for the examination of the electronic structure and sub-gap density of trap 

states in relation to the solid-state packing. ARPES measurements reveal an energetic shift in the HOMO 

and HOMO-1 positions relative to EF, depending on the co-facial overlap of the donor and acceptor units. 

A HOMO-2 state is also apparent in the α-polymorph. The t-DOS was accessed through FET measurements 

in the linear (flat-band) regime, showing a higher overall density of electron traps in each polymorph versus 

hole traps, with the α-polymorph being more susceptible to trap formation than the β-polymorph. The 

impact of these results is two-fold. First, they shed light on the critical contribution of varying energy level 

contributions and trap states on the charge transport properties of organic crystals. Second, they present a 

method by which to understand donor-acceptor interactions in the absence of microstructural and other 

changes to extrinsic factors. We expect these results to be useful in understanding how varying co-facial 

overlap can alter the CT state energetics and charge-carrier trapping in applications such as doping, where 

a clear picture of charge transport is currently lacking.
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Methods

Crystal Growth. Crystals of the two polymorphs of DBTTF–TCNQ were grown by the physical vapor 

transport (PVT) method following the procedure described in detail elsewhere. In brief, the CT complex 

DBTTF–TCNQ was prepared via solution diffusion of the parent compounds in acetonitrile, which was 

saturated at approximately 60 ℃ and then slow cooled. The collected crystals were dried and placed in the 

vapor furnace. This source material was heated to 170 ℃ under an argon flow of 150 mL min-1. The α-

polymorph formed in flat, rectangle-shaped crystals in a region between room temperature and 45 ℃, while 

the β-polymorph formed in flat, ellipse-shaped crystals between 40 ℃ and 65 ℃. All crystal growth took 

place on quartz tubing. DBTTF and TCNQ crystals were grown in a similar fashion at 225 ℃ and 175 ℃ 

respectively.

Angle-resolved photoemission spectroscopy.

ARPES electronic structure measurements were carried out at the BESSY II synchrotron facility 

(Helmholtz-Zentrum Berlin) on beamline PM4.1  This beamline is equipped with a high-detection 
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efficiency, angle-resolved time-of-flight (ARTOF) spectrometer that allows simultaneous collection of 

angle-resolved photoemission data over a large solid angle (± 15° or ± 0.26 rad) while maintaining a low 

total soft X-ray dose on the organic single crystal.77  Measurements were performed at room temperature 

with a photon energy of 41 eV for DBTTF and DBTTF-TCNQ compounds, and 85 eV for TCNQ, and the 

energy scale was referenced to the Fermi energy of a Au and Ag sample at those photon energies. The 

uncertainty is ± 0.1 eV to account for contact potential differences between Au and Ag substrates as 

determined by the difference of the work function of these air-exposed substrates (see section 2c of the SI). 

Ionization energy referencing was not possible due to the inability to perform reliable work function 

measurements by photoemission due to the small size of the crystals. Photoemission measurements were 

performed on one crystal laminated onto Au or Ag substrates with painted Ag contacts along the edges. All 

spectra were corrected to remove the underlying contribution from either the Au or Ag substrate in which 

the crystals were mounted. HOMO width is estimated from the integrated spectra as the full-width at half 

maximum. ARPES measurements were aided by a cw laser (473 nm) to increase the conductivity in the 

sample. The geometries of the excitation source and electron energy analyzer used for measurement as well 

as the bipolar coordinate system used for the presentation of the ARTOF data are also shown in ref 67.78 

Here, the ARPES data are shown with an angular emission in the range of ± 0.2 rad (corresponding to ± 0.8 

Å-1).

Transistor Fabrication and Characterization. Transistors were prepared in the top-gate, bottom-contact 

geometry.79 Substrates of heavily n++ doped Si with 200 nm of thermally oxidized SiO2 were cleaned in hot 

acetone and isopropanol, 10 minutes UV-Ozone, rinsed with DI-water, and dried with nitrogen, 

sequentially. 5 nm Ti/45 nm Au source/drain electrodes were patterned using a shadow mask and deposited 

via e-beam evaporation. Crystals were laminated by hand onto the substrate and were thin enough to stick 

via electrostatic adhesion. For the gate dielectric, 750-1000 nm N-parylene (εr = 2.65, thickness determined 

via capacitance and profilometry) was deposited via a procedure described elsewhere.80 Silver (60 nm) was 

thermally evaporated for the gate electrode  (0.5-1 Å s-1). Electrical properties were measured in air and in 

the dark using an Agilent 4155C semiconductor parameter analyzer.81 

Trap DOS analysis. 

The trap density of states was determined from the linear-regime transfer characteristics of the FETs 

following Grünewald method.54,57,60,82. The individual hole and electron trap distributions were evaluated 

using the region of the transfer curves where hole-only and electron-only transport was observed. 

The gate-voltage dependent interface potential function V0 (UGS) resulting from the energy level bending at 

the OSC/dielectric interface was derived based on the gate-source voltage UGS above the flat-band voltage 
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VFB, i.e., UGS=VGS-VFB, where VFB is assumed to be the turn-on voltage (VON) of the device the gate-

voltage.57,83 The value for VON was determined as the point where the current rose above the noise of the 

off state of the transistor. The trap DOS was obtained by numerically differentiating the total hole density 

with respect to V0. i.e.,

𝑁(𝐸)»
1
𝑒

𝑑𝑝(𝑉0)
𝑑𝑉0

(8)

where E = eV0 is the energy of the trapping state with respect to the Fermi level. The trap DOS was then 

plotted as a function of energy from the HOMO and LUMO edges, i.e., E-EV = (E-EF)- (EV-EF). The 

assumption that at maximum UGS, the quasi-Fermi Level coincides with the HOMO band maximum allowed 

for the estimation of (EV-EF) ~ 0.5 eV. This assumption introduces uncertainty in the energy of the trap 

states as discussed in reference 57. 
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