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ctive machine learning rapidly
improves structure–activity models and reveals
new protein–protein interaction inhibitors†

D. Reker, P. Schneider and G. Schneider*

Active machine learning puts artificial intelligence in charge of a sequential, feedback-driven discovery

process. We present the application of a multi-objective active learning scheme for identifying small

molecules that inhibit the protein–protein interaction between the anti-cancer target CXC chemokine

receptor 4 (CXCR4) and its endogenous ligand CXCL-12 (SDF-1). Experimental design by active learning

was used to retrieve informative active compounds that continuously improved the adaptive structure–

activity model. The balanced character of the compound selection function rapidly delivered new

molecular structures with the desired inhibitory activity and at the same time allowed us to focus on

informative compounds for model adjustment. The results of our study validate active learning for

prospective ligand finding by adaptive, focused screening of large compound repositories and virtual

compound libraries.
Introduction

Active machine learning implements an automated, feedback-
driven discovery process.1,2 We showcase this concept for the
rapid identication of bioactive compounds with desired
properties by the iterative adaptation of the underlying struc-
ture–activity relationship (SAR) model.3–6 In each iteration, the
machine learning SAR model selects a compound set for
biochemical testing, and the additional structure–activity data
obtained from these experiments serves to rene the model for
the subsequent iterations. Thereby, the best use is made of the
bioactivity data, while limiting the overall number of assays
performed.7 New compounds are either selected with a focus
on maximal information content and diversity of the molec-
ular reference structures (explorative strategy)8,9 or with
a focus on improved bioactivity (exploitive/greedy
strategy).10–12 Until now, this concept has essentially been
studied only theoretically.3 Two noteworthy exceptions are
prospective applications to lead discovery, in which a greedy
strategy was combined with exploration through biased
sampling via scaffold-centric ltering10 or pre-sampling by
genetic algorithms.11 Here, we present full-edged prospective
active learning that implements a multi-objective selection
function for balancing the exploration of chemical space and
the exploitation of the SAR model. We achieved rapid model
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improvement while retrieving novel active compounds.
Furthermore, we propose a technique for the informed batch-
wise selection of compounds, which is of particular practical
relevance for the application of active learning in the context
of biological studies where many assays are effectively per-
formed in batches.9,13

We selected the CXC chemokine receptor 4 (CXCR4, “fusin”)
as our prospective drug target.14 CXCR4 and its endogenous
ligand CXCL-12 (SDF-1) are both part of a phylogenetically
conserved inter-cellular signaling system15 that controls
chemotaxis and plays an important role in brain development
and intestinal morphogenesis14 but is also relevant for the
pathobiology of various diseases.15,16 In 1996, CXCR4 was
identied as the co-receptor used by T-tropic human immuno-
deciency virus (HIV) for internalization by CD4-positive T
cells,14 and this has been associated with late-stage infection
and disease progression to immunodeciency.15 The CXCR4
gene is up-regulated in several cancers and serves as a diag-
nostic and prognostic marker17,18 due to its association with cell
survival and metastatic behavior.19,20 Despite the suggested
pharmacological relevance of the CXCR4–CXCL-12 interaction,
only a modest number (287 curated ligands in ChEMBL19;
Fig. S1†) of CXCR4-modulating small molecules have been
identied to date,16 which might be explained in part by the
difficulty of nding low molecular weight inhibitors of such
protein–protein interactions.21 Consequently, CXCR4 is an
attractive target for active machine learning because sufficient
data for the initial model construction is available and there is
ample opportunity for the discovery of new chemical entities as
CXCR4 modulators.
Chem. Sci., 2016, 7, 3919–3927 | 3919
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Fig. 1 Retrospective comparison of active machine learning with
historic data. The algorithm was provided with 6% learning data (21
ChEMBL28 compounds tested for CXCR4 binding and published before
2003) and had to pick from the remaining ChEMBL CXCR4 activity
data (light green curve, “active learning”) or the remaining data
plus 50 000 compounds assumed to be inactive (dark green curve,
“distracted learning”). The maximum ligand efficiency29 discovered
using this method is compared to historic data (blue curve; 314
compounds tested).
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Results and discussion
Balanced learning is a new strategy for compound selection

For the estimation of ligand affinity (pAffinity) to CXCR4, we
used random forest prediction technology,22 which we had
already studied in the context of active learning3 and validated
prospectively.23 For ligand selection, we pursued a strategy that
balanced exploitation and exploration simultaneously to iden-
tify informative actives for improving the machine learning SAR
model. To capture novelty, we used the uncertainty of the
prediction (variance of the predicted ligand affinity, “query-by-
committee”)3,9 and the similarity of a newly picked compound
to the existing training data.24 For the latter, we used the
random forest similarity metric, which ensures compound
novelty in terms of the model architecture,25 rather than relying
on chemical compound similarity.10,11 Accordingly, two
compounds are deemed similar when they are predicted by the
same leaf of a regression tree, and the sum over all of the trees
that make up the random forest ensemble yields the nal
similarity value.

The two measures of novelty (uncertainty and similarity)
enable different compound selection strategies: (i) the uncer-
tainty of a molecule is high for a compound containing features
of both active and inactive training examples and will help to
focus on compounds that lie at the interface between the active
and the inactive molecules in chemical space. (ii) The similarity
strives to pick compounds that differ from the training data as
a whole in terms of the model architecture. Retrospective eval-
uation demonstrated that, while the individual strategies focus
solely on novelty or potency and perform like random selection
for the other objective, combining the selection scores using
weighted averages26 results in a balanced selection strategy that
actively enriches compound sets with potent and structurally
new molecules for a broad range of different drug targets
(Fig. S2†).

Based on these preliminary results, we decided to optimize
the weights of the multi-objective selection function for the
CXCR4 application. To this end, we retrospectively simulated
the identication of CXCR4 inhibitors by “time-split cross-
validation”.27 Using a non-redundant, grid-based search, we
were able to test a broad range of weight settings. A balanced
weighting of novelty and affinity resulted in good performance
on different evaluation criteria that captured the activity of the
selected compounds as well as model improvement (Table S1†),
suggesting that considering all three selection measures
simultaneously might be key to active learning. To compare the
performance of active learning with the annual improvement of
CXCR4 ligands deposited in ChEMBL19,28 we performed our
optimized selection beginning with ligands that were published
before 2003 (6% of all available CXCR4 ligands). We observed
that the active learning approach rapidly identied ligand-effi-
cient29 compounds and turned out to be more explorative than
historical medicinal chemistry (Fig. 1). Importantly, active
learning was robust against the distraction caused by 50 000
randomly added, presumably inactive, decoy compounds to
choose from.
3920 | Chem. Sci., 2016, 7, 3919–3927
Active virtual screening retrieves potent and diverse hits

We applied the balanced active learning approach to the virtual
screening of the Enamine HTS compound collection (version
201410;30 1 465 960 compounds). For this purpose, we trained
a random forest model using all available CXCR4 ligand data
(IC50, Ki) from ChEMBL19 and scored all compounds from the
pool with the balanced selection function. The compound with
the best score served as the seed for batch selection. We re-
scored the n � 1 remaining pool compounds by random forest
similarity to the compound with the best score. Visual
comparison of the batch-selected compounds with näıvely
picked top compounds revealed that greater structural diversity
could be achieved through the re-scoring step (Table S2†). The
average Tanimoto similarity for the top 10 selected compounds
to their respective nearest neighbor differs about two-fold in
favor of re-scoring (r ¼ 2, 2048 bit, RDKit; Tc ¼ 0.2 and 0.47 for
batch-selected and näıvely selected compounds, respectively).

The rst batch of 30 compounds was tested at a concentra-
tion of 10 mM for CXCR4 inhibition by monitoring intracellular
arrestin recruitment (performed by DiscoverX, Fremont, CA,
USA).31We observed a near-normal distribution of efficacy values
(Table S3†) with a maximal observed inhibition of 84% of the
control (AMD3100) and six structurally new (Tc # 0.23 for the
ChEMBL19 CXCR4 ligand structures) compounds yielding an
inhibition >50% (Fig. 2, compounds 1–6). Because the random
forest SAR model was trained on predicting IC50 values, we
needed to convert these inhibition values into approximate IC50

values as an input for the active machine learning step. To this
end, we inverted the Hill equation assuming a Hill parameter of
one: pIC50 ^ log10(x) � log10[(100 � y)/y], where x is the ligand
This journal is © The Royal Society of Chemistry 2016
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Fig. 2 Chemical structures of compounds selected by the active
learning algorithm. IC50 values were approximated from two single-
dose measurements using an inverse of the Hill equation.
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concentration, and y is the measured inhibition (percent of the
control). While such values are approximations for the sake of
model development only, the estimated IC50 value of 131 nM for
positive control AMD3100 is in agreement with the experimen-
tally measured value for AMD3100 competing with CXCL-12
(EC50 ¼ 260 nM).32 For our six best hits, the equation computes
approximate IC50 values between 2 and 10 mM. Importantly,
none of these compounds has been investigated before (Sci-
Finder; Chemical Abstract Service, Columbus, OH, USA), and
they structurally differ from their nearest neighbors in known
CXCR4 ligand space (Tc # 0.23; Fig. S3†).

We performed a second active learning cycle with the
updated random forest model and the same balanced selection
function (Table S4†). We observed that the selected compounds
had approximately half a log unit lower predicted affinity
compared to the compounds selected in the rst iteration. This
prediction was reected in our screening results. At a concen-
tration of 10 mM, the 30 selected compounds from round two
This journal is © The Royal Society of Chemistry 2016
showed only weak or no activity in the CXCR4–arrestin assays.
Poor inhibition was conrmed by re-testing the compounds at
a concentration of 30 mM in a secondary screen that measured
cAMP signaling.33 Judging from the substructure similarity to
known CXCR4 antagonists, one might have expected stronger
activity for some of the selected compounds (Fig. 2, compounds
7–9). For example, compound 7 is a close structural analog of
KRH-1636 (EC50 ¼ 18 nM),34 compound 8 contains a presum-
able CXCR4-binding guanidine moiety,35 and compound 9
expresses a secondary amine pattern that is observed in struc-
turally related potent CXCR4 antagonists.32 The random forest
SAR model rightfully lacked condence regarding the activity of
these inactive analogues, which suggests that they are valuable
for improving the understanding of the SAR.4
Active learning changes and improves the architecture of the
SAR model

At this point, we decided to halt the balanced exploration of the
screening compound pool because the second iteration sug-
gested that we had arrived in chemical subspaces where we were
unable to reliably enhance the compound activity (Fig. S4†). To
evaluate whether active learning had actually improved the SAR
model, we investigated the development of the predictive
uncertainty for the screening compound pool over the learning
cycles. We computed the standard deviation of the predictions
made by the trees of the initial random forest model and the
optimized models aer the rst and second active learning
cycles.23,36 The predictive uncertainty was reduced aer both
learning cycles (Fig. 3A). The active learning process sampled
the screening compound pool in such a way that the 2� 30¼ 60
added compounds helped to capture the SAR of the structurally
diverse 1.5 million pool compounds.

Furthermore, we calculated the random forest feature
importance for all of the models. The summed feature impor-
tance increased during active learning, suggesting that the
algorithm improved at explaining the underlying SAR using the
molecular pharmacophore and substructure representations.
The absolute and relative importance of the individual features
dynamically changed with each iteration, with dozens of
features temporarily considered relevant but discarded as
learning proceeded (Fig. S5†). Visualizing the most relevant
features extracted by the random forest approach illustrates this
variation of model architectures (Fig. 3B). Overall, the models
valued abstract descriptors over substructure ngerprints in
spite of their much smaller number (386 vs. 2048 features). This
observation might be explained in part by the known tendency
of random forest classiers to rate continuous descriptors
higher than binary ngerprints.37

To asses whether the observed change of the most important
features translates into an altered perception of compound
potency, we plotted the position of the 100 most potently pre-
dicted (pAffinity) screening compounds from each individual
model in the important feature space (Fig. 3C). While the initial
ChEMBL-based model picked potent compounds exclusively
from two clusters, our two active learning iterations discovered
two additional clusters of promising compounds. Inspection of
Chem. Sci., 2016, 7, 3919–3927 | 3921
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Fig. 3 Estimation of model improvement and architecture change
after the prospective active learning iterations. (A) Difference in
predictive uncertainty (standard deviation of predictions of trees)23 for
the Enamine screening collection30 using the random forest models.
The individual random forest models were trained on the ChEMBL19
data (“iteration 0”),28 the ChEMBL19 data plus the first active learning
iteration results (“iteration 1”), the ChEMBL19 data plus both active
learning iteration results (“iteration 2”), or the ChEMBL19 data plus both
learning and the exploitive and hit-expansion iterations (“iteration 3”).
(B) Change in random forest feature importance25 for the top features
of themodels “iteration 0”, “iteration 1” and “iteration 2”. We can clearly
observe the development of different classes of feature importance.
For example, many features became consistently more or less
important during learning (I and VI), while others seem to have
converged after the first learning iteration (III and V). More interest-
ingly, a few features have been only discovered (II) or have been dis-
valued (IV) during the second iteration. The importance values for the
model “iteration 3” are shown for comparison. (C) Position of the top
100 predicted screening compounds from each model in feature
space (colored dots). The feature space was generated as the first two
principle components (PC1, PC2) of normalized features selected in (B).

3922 | Chem. Sci., 2016, 7, 3919–3927
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cluster representatives and their descriptor values suggest that
the newly learned features can assist in navigating CXCR4
ligand space.
The improved machine learning model identies a novel
chemotype

Motivated by the observed model change and the improvement
of prediction accuracy aer the rst two learning cycles, we
decided to tweak our selection function to focus on the retrieval
of actives (exploitation) in the third virtual screening round. We
scored the compounds according to a conservative affinity
estimate (pAffinity � uncertainty),23,26 purchased the 10 top-
scoring compounds, and tested them in the arrestin assay at
a concentration of 30 mM (Table S5†). This time, we observed
a strong readout (inhibition below�80% or greater than 50% of
the control) for six of the 10 compounds. Approximately half of
the hits showed agonistic behavior in the assay, which suggests
that the model was still unable to distinguish agonists from
inverse agonists and antagonists.

The active learning approach discovered thiourea derivatives
as innovative CXCR4 ligands in the exploitive iteration (4/10
compounds, Table S5†). Novartis previously reported fully
substituted isothiourea derivatives as CXCR4 antagonists.38

Crystallographic receptor–ligand complexes conrmed this
substructure forms at least two relevant hydrogen-bond inter-
actions,39 which we consistently observed for our thiourea
compounds in hypothetical ligand–receptor complexes ob-
tained by computational ligand docking (Fig. 4A and Fig. S6†).
Importantly, the molecular descriptors employed do not
perceive this substructure variation as a trivial modication,
which is reected in the low ranks (>5000) of these hits when
predicting their activity with the initial random forest model
that was trained on the ChEMBL CXCR4 data containing the
isothiourea compounds. In fact, with their elongated shape and
terminal aromatic rings, some of our hits seem to constitute
hybrids of known CXCR4 ligands, suggesting that the model
successfully generalized over the known SARs. We tested this
hypothesis by investigating the reference compounds used for
predicting the most potent thiourea compound 10, and found
that the model coupled this chemical structure with distinct
types of CXCR4 antagonists, including diamines,32 cyclam
AMD3100 derivatives,16 isothiourea38 and guanidine-containing
compounds35 (Table S6†). The notable chemical similarity to
known antagonists is attractive for model interpretation. It
originates from the greedy selection strategy that forces the
algorithm to borrow from known actives to maintain high
condence in the predictions. The activities of the retrieved hits
are fully in line with the prediction. The mean absolute differ-
ence between the conservative predictions and the observed
The cluster representatives (colored dots with black circles) are shown
as chemical structures and their normalized feature values in radar
charts. In these radar charts, the circle corresponds to the maximal
feature values, and the black, filled areas correspond to the feature
values for the respective chemical structure shown. The features are
arranged as in (B).

This journal is © The Royal Society of Chemistry 2016
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Fig. 4 Hypothetical binding modes of three representative CXCR4 ligands predicted by GOLD (5.1) docking (PDB-ID: 3odu). Compounds 10 (A),
1 (B), and 2 (C) are shown as orange stick models. Dashed lines indicate potential polar interactions with the receptor atoms (green).
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effect is 0.47 log units for the ve compounds that elicited
antagonistic assay readout (Table S5†).

We next posed the question of whether the newly added
training data had an impact on the nal predictions. Almost all
of the compounds selected in the exploitive iteration were pre-
dicted using data from the two learning iterations (Table S7†).
The only exception was integrilin, which seemed a reasonable
choice of the greedy algorithm given the initial training SAR
data for circular peptides with mono- or di-arginine groups.40

Such structures were not investigated in the active learning
approach. Integrilin is the only macrocycle among the 61 pool
compounds with a similar molecular weight (500 < MW < 1000 g
mol�1) that contain an arginine residue. The lack of activity of
integrilin adds to the SAR and promotes the utility of the
actively added information for use in the nal predictive model
(Table S7†). For example, hit compound 12 is an analog of the
compound 3 that was discovered here.

Hit expansion improves the understanding of novel CXCR4
inhibitors

Finally, we employed hit expansion of the most potent hits,
compounds 1 and 2, through sampling via the random forest
similarity. Almost all of the derivatives of compound 1 showed
activity (Table S8†). Losing the halogen substituent seemed to
be better tolerated compared with removing one of the two
furan rings. This is consistent with the hypothetical binding
mode of compound 1 where the two furan rings jointly interact
with R188, while the phenyl substituent forms no interactions
(Fig. 4B and S6†). The agonistic activity of compound 13
suggests a close relationship between agonists and antagonists
in this compound class. Further biochemical evaluation of
compound 13 will be necessary to ensure that this result is
consistent with other assays (Fig. S7†). When performing hit
expansion for compound 2, we did not nd many structural
analogs in the screening pool, which is reected by low levels of
similarity to compound 2 (Table S9†). This provides an expla-
nation for why these molecules were largely inactive with only
two exceptions. Compound 14 highlights the importance of
correctly positioning the two oxadiazoles, while the aromatic,
linear framework of compound 2 can be substituted by a tetra-
hydroquinoxaline. This is consistent with the binding-mode
This journal is © The Royal Society of Chemistry 2016
hypothesis for compound 2 in which both oxadiazoles form
hydrogen bonds and arene interactions with the receptor, and
the aromatic linker is involved in p–p stacking (Fig. 4C and
S6†). In the asymmetric compound 15, a tricyclic ring system
replaces one of the oxadiazoles while maintaining activity,
suggesting possibilities for hit optimization.

The learning strategy determines the information gain

As a nal step of model evaluation, we repeated our analysis of
prediction uncertainty and feature importance with a model
trained on all the ChEMBL and screening data, including the
nal results from the greedy and the two hit expansion itera-
tions. We observed only marginal improvement of the predictive
uncertainty using the additional data points (Fig. 3A), suggesting
that the active compounds retrieved in the last iteration did not
add much information to the model. In line with this observa-
tion, the feature importance was similar to the previous learning
exercise (Fig. 3B). The minor model improvement while
retrieving actives contrasts the second learning iteration (“iter-
ation 2”), which sampled multiple inactive compounds that
strongly improved the model. These results further underline
the impact of the learning strategy on the actual value of the
retrieved compounds in terms of their activity and information
content. Our balanced learning strategy aims at nding infor-
mative actives. Accordingly, the rst learning iteration (“itera-
tion 1”) led to numerous informative actives (e.g., 1–6). Several
retrospective studies have proposed adaptive learning behavior
to compromise between the identication of actives and the
model improvement, for example by evolving stochastic
combinations of learning functions,41 Pareto-optimization,42 or
automated switching strategies.43 Jain and colleagues have
shown that using several selection strategies in parallel can help
identify novel inhibitors in subsequent iterations.44,45 As an
extension to these studies, our balanced approach considers
multiple objectives for each individual compound selection
instead of performing parallel or alternating selections.

Conclusions

We prospectively applied the emerging concept of active
learning to the identication of inhibitors of the CXCR4–CXCL-
Chem. Sci., 2016, 7, 3919–3927 | 3923
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12 protein–protein interaction. In contrast to other prospective
active learning studies,10,11 we simultaneously considered both
the activity and the novelty of the selected compounds. Analysis
of the model architecture and the predictive uncertainty
suggests that this multi-objective strategy enabled rapid model
improvement while discovering structurally new inhibitors
from previously uncharted compound clusters. Some of the hits
ranked in the lower half of the screening pool when predicted
with models that were trained exclusively on ChEMBL CXCR4
data, thereby endorsing active learning as a promising tech-
nique to exploratively sample compound libraries for nding
actives. Importantly, we explicitly addressed batch selection by
employing the random forest similarity metric and, conse-
quently, observed only low structural redundancy among the
selected compounds. At the same time, using the random forest
similarity as a selection function for hit expansion allowed us to
identify active derivatives of the original hits, further high-
lighting the value of the random forest similarity measure for
virtual screening. From a hit nding perspective, our learning
approach led to the discovery of new classes of CXCR4 inhibi-
tors. A shortcoming of the current prediction model is its
apparent inability to distinguish between agonists and antag-
onists. This might be attributed to our model relying in part on
Ki data and to the structural similarities between known CXCR4
agonists and antagonists. Another observation is the lack of
highly active ligands among the selected compounds. Similar
results were observed for compounds identied by structure-
based screening, suggesting a limitation of screening out-of-
the-box compound libraries against CXCR4.21,46,47 Our study
demonstrates the applicability of active machine learning for
rapid hit retrieval against relevant drug targets with reduced
consumption of materials. Recent success stories of machine
learning models used for virtual compound screening9–11,26,48,49

suggest that a successful transfer of the active learning concept
to different hit discovery projects is possible. Successful hit
nding will critically depend on the performance of the SAR
model, the amount and quality of the available data for model
building, and a customized selection strategy to ensure the ex-
pected outcome in terms of desired molecular structure and
model improvement. Our tunable selection approach proto-
types the design of such learning functions. With the increasing
availability of automated assay systems that enable rapid feed-
back loops, we expect active machine learning to become an
important tool for hit and lead discovery.

Methods and materials
Data and affinity prediction models

CXCR4 ligand data (log-transformed IC50, Ki, Kd values) were
extracted from the ChEMBL database (version 19).28 We removed
entries for which the comment eld indicated inconclusive
results (e.g., “Not Tested”, “Insoluble”, “Unstable”).48,49 In cases
for which the annotation was a lower bound (“>”), we increased
the annotated value by one log unit to avoid overestimating the
activity of such compounds. Ki values were shied by 0.4 log
units, which corresponds to the mean shi observed for all Ki

and IC50 value pairs for the same compound and the same target
3924 | Chem. Sci., 2016, 7, 3919–3927
found in our data. We excluded entries with pAffinity less than 3
or greater than 12. Annotated inactive compounds were anno-
tated with a pAffinity of 3. Compounds with multiple affinity
annotations were included once with the arithmetic mean when
the standard deviation was smaller than one log unit; otherwise
these compounds were excluded. We also extracted the year of
publication of the molecules for the retrospective analysis.
Molecules were described using an in-house CATS2 (http://
www.cadd.ethz.ch/soware/catslight2.html) implementation in
Python (Version 2.7.3) with a maximum correlation distance of
10 bonds and type-sensitive scaling,50 RDKit physicochemical
properties,51 and RDKit Morgan ngerprints (radius ¼ 4, 2048
bits).52 This led to a 2434 dimensional descriptor vector for every
molecule. Random forest models were tted in Python (Version
2.7.3) using the scikit-learn (0.14.1) library,53 which we modied
to use subagging instead of bagging in the random forest
training54 as this had proven benecial for active learning in
preliminary investigations.We used 500 trees that were provided
with molecular representations containing a maximum of� ffiffiffiffiffiffiffiffiffiffi

2434
p � ¼ 49 features per tree.25

Compound scoring

Compounds were ranked according to their predicted affinity,
the variance of the individual affinity predictions acquired with
the 500 trees, and the random forest similarity to the training
data. The random forest similarity was calculated as the
number of common leafs that resulted when predicting two
structures using the model. The nal scoring function was
constructed as a weighted average of normalized affinity (with
weightw1), variance (with weight w2), and similarity values (with
weight w3). Comparing the arccos of the dot product of the
vectors of the different weighting parameters allowed the
identication of parameter sets that would give equivalent
rankings to reduce the necessary time for parameter optimiza-
tion when using the grid-based search. The weightings (w1, w2,
w3) for the model were set to (2, 1, �1) during the explorative
learning, (1, �1, 0) for the exploitive/greedy iteration, and (0, 0,
1) for hit expansion to identify analogues of the hit compounds
1 and 2.

Retrospective evaluation

The rst 33% of the compounds sorted according to their year
of publication served as the training set. The remaining 66%
were randomly split into learning and test data. The active
learning was run for 50 iterations on the learning set with
different parameters while monitoring the area under the
learning curve (ALC), the average activity of the 50 selected
compounds, the reduction of themean squared error on the test
set, and the number of unique Murcko scaffolds55 of the 50
selected compounds (Table S1†). For comparing the optimized
active learning model to the annual improvement in the
ChEMBL data,28 we considered compounds published before
2003 for training (21 compounds, 6%) and calculated the
maximum ligand efficiency29 of the selected compounds aer
every selection [maxLE ¼ max(1.4pAffinity/nheavy_atoms)]. These
values were compared to the maximum ligand efficiency for all
This journal is © The Royal Society of Chemistry 2016
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compounds published up to a certain year aer 2003. The initial
training data (6%) that was not considered for the annual
improvement visualization contained a few compounds with
ligand efficiency of approximately 3.0 (e.g., CHEMBL1202231;
LE ¼ 0.32). For the distracted active learning, we supplied the
algorithm with an additional 50 000 compounds that we
randomly sampled from the ChemDB.56 These molecules were
annotated as assumed inactive (pAffinity ¼ 3.0). Active learning
was performed until the compound with the maximal ligand
efficiency (ChEMBL237830; LE ¼ 0.56) was discovered.

Compound selection

During the prospective study, compounds were selected by the
algorithm in automated fashion. We performed pre-ltering of
potentially insoluble compounds (c log S < 7) using the molec-
ular operating environment (MOE; Version 2011.10).57 None of
the active compounds was agged according to PAINS
substructural alerts58 using the publicly available KNIME59

workow (http://myexperiment.org/workows/2164.html).

Biochemical assay

CXCR4 inhibition was measured using DiscoverX's (Fremont,
CA, USA) arrestin31 and cAMP33 assays on a fee-for-service basis.

Feature importance and feature space visualization

Calculation of the feature importance per model was performed
by rst calculating the feature importance per tree as IMPOR-
TANCE ¼ MSE(P) � fLMSE(L) � fRMSE(R), where MSE is the
mean squared error, P is the set of ligands in the node using the
feature for classication, L is the set of ligands that do not fulll
the constraint given by the feature, R is the set of ligands that do
fulll the constraint given by the feature and fL ¼ |L|/|P| and fR
¼ |R|/|P| are the fractions of examples in L and R. Then, the
importance values per tree were summed to yield the total
importance values for the whole random forest model. For the
estimation of the architectural changes induced by the data, we
trained a total of 10 random forest models on each of the three
data sets from active learning cycles 0, 1, 2, and 3. For each set,
the feature importance was calculated as the average value given
by the models trained. The set of 24 most important features is
the union of the 15 most important features according to
models 0, 1, and 2. To facilitate their chemical interpretation,
the multi-dimensional Morgan ngerprints were represented by
the most occurring substructure for each feature. For visual-
izing the feature space, we extracted the rst two principle
components (PC) on the normalized 24most important features
using the scikit-learn (0.14.1) library.53 Cluster representatives
were selected manually according to their position in feature
space. Calculation and visualization were performed in Python.

Ligand docking

We retrieved the crystal structure of CXCR4 with the highest
resolution (2.5 Å) from the Protein Data Bank (PDB-ID: 3odu).39

Chain B, waters, and ligands, except the copy of IT1t in chain A,
were deleted in PyMOL.60 Computational docking was
This journal is © The Royal Society of Chemistry 2016
performed with GOLD (version 5.1)61 and the GoldScore func-
tion, which had proven benecial for correctly identifying the
binding poses for CXCR4 ligands.62 Ligands were preprocessed
using the MOE (2011.10)57 “wash” and “energy minimize”
functions and docked with 30 genetic algorithm runs per
ligand. We dened the binding pocket as 10 Å around the
reference ligand IT1t. Binding poses were selected by visual
inspection of the structures forming potential interactions with
receptor atoms that are known to interact with potent CXCR4
antagonists.39 Ligand and receptor conformations were relaxed
using the MOE energy minimization with default parameters
and the PFROSST force eld.57 Interactions were analyzed in
MOE and graphical models were generated with PyMOL.60
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L. Rúız-Ávila, J. Teixidó, J. Seoane and J. I. Borrell, J. Med.
Chem., 2012, 55, 7560–7570.

33 DiscoveRX Corporation, Fremont, CA, USA; #95-0081C2,
URL: http://www.discoverx.com/product-data-sheets-3-tab/
95-0081c2, accessed October 2015.
3926 | Chem. Sci., 2016, 7, 3919–3927
34 K. Ichiyama, S. Yokoyama-Kumakura, Y. Tanaka, R. Tanaka,
K. Hirose, K. Bannai, T. Edamatsu, M. Yanaka, Y. Niitani and
N. Miyano-Kurosaki, Proc. Natl. Acad. Sci. U. S. A., 2003, 100,
4185–4190.

35 R. A. Wilkinson, S. H. Pincus, K. Song, J. B. Shepard,
A. J. Weaver, M. E. Labib and M. Teintze, Bioorg. Med.
Chem. Lett., 2013, 23, 2197–2201.

36 N. Meinshausen, J. Mach. Learn. Res., 2006, 7, 983–999.
37 C. Strobl, A.-L. Boulesteix, A. Zeileis and T. Hothorn, BMC

Bioinf., 2007, 8, 25.
38 G. Thoma, M. B. Streiff, J. Kovarik, F. Glickman, T. Wagner,

C. Beerli and H.-G. n. Zerwes, J. Med. Chem., 2008, 51, 7915–
7920.

39 B. Wu, E. Y. Chien, C. D. Mol, G. Fenalti, W. Liu, V. Katritch,
R. Abagyan, A. Brooun, P. Wells and F. C. Bi, Science, 2010,
330, 1066–1071.

40 S. Ueda, S. Oishi, Z.-x. Wang, T. Araki, H. Tamamura,
J. Cluzeau, H. Ohno, S. Kusano, H. Nakashima and
J. O. Trent, J. Med. Chem., 2007, 50, 192–198.

41 Y. Baram, R. El-Yaniv and K. Luz, J. Mach. Learn. Res., 2004, 5,
255–291.

42 M. Zuluga, A. Krause, G. Sergent and M. Püschel, JMLR
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