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f doubly-bridged chromophores
for singlet fission and triplet–triplet annihilation†

S. Ito, a T. Nagamia and M. Nakano *ab

We demonstrate rational designs of excitation energies and electronic couplings using doubly-bridged

chromophores for exciton down- and up-conversions, the former and latter of which are known as

singlet fission and triplet–triplet annihilation, respectively. We deduce energetic conditions suitable for

these two conversion processes based on quantum interferences within a bridge as well as between two

bridges. The idea is at first proposed at the Hückel approximation level of theory in a theoretical model,

and then, is realized for molecular systems of polyyne bridges with several lengths of ethynyl units as

well as with different linked sites by ab initio quantum chemistry calculation. The result is analyzed in

detail by decomposing the electronic couplings into direct-overlap and bridge-mediated couplings from

each bridge, which definitely confirms the quantum interference between the bridges. Further analysis

using perturbation theory clarifies this effect on the energetics concerning singlet fission and triplet–

triplet annihilation. Estimation of the singlet fission time constants for the molecules designed to have

exothermic singlet fission gave 102–104 ps, which is much faster than for most tetracene dimers

reported previously. The present study provides a widely applicable molecular design guideline for tuning

the energetic conditions by selective control of the electronic coupling matrix elements, which can be

systematically achieved by considering the relative phases and distributions of the p-orbitals in

chromophores and bridges.
1 Introduction

Rational design of opto-electronic materials is indispensable for
efficient use of the photon energy of sunlight for realizing
a sustainable society in the future. Photovoltaic cells are an
important class of devices that convert the photon energy into
electricity. Unfortunately, most chromophores cannot use the
whole range of the solar spectrum. In order to use a wider range
of the solar spectrum in photovoltaic cells, potential excited
state processes called singlet ssion (SF)1,2 and triplet–triplet
annihilation (TTA)3,4 are widely investigated. In SF, a singlet
exciton splits into a pair of triplet excitons with a lower energy,
while in TTA, a pair of triplet excitons gets together into
a singlet exciton with a higher energy. The former is a photon
down-conversion process, while the latter an up-conversion
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process. TTA is also applicable for highly efficient uorescent
materials that emit blue light by using red light.

The substantially important requirements for SF and TTA are
the energy level matching conditions. The former requires the
energetic driving force, E(S1) > 2E(T), while the latter does, E(S1)
< 2E(T), where E(S1) and E(T) are the lowest singlet and triplet
excitation energies, respectively.1,3–12 Indeed, on the basis of
these energetic conditions, in SF research, tetracene,13–25 pen-
tacene19–21,25–33 and their derivatives are the most investigated,
while in TTA research, anthracene derivatives, rubrene and
perylene are well investigated.3,4 In addition to the energetic
requirements, both conversion processes need sufficient inter-
chromophore interaction described by p-orbital overlap,
called electronic coupling.1,2 The electronic coupling relevant to
SF and TTA can be controlled by changing the crystal structure
through chemical modications.15,19,22,34–40 As another way of
controlling electronic coupling, the use of covalently-linked
systems is promising because the electronic coupling can be
designed at the molecular level.41–57 In the previous study, we
proposed several ways of tuning electronic coupling concerning
SF based on the quantum interference.52 We observed that
covalently-linked systems with constructive quantum interfer-
ence induce faster SF than those with destructive quantum
interference. Besides, we found similar amplitudes of the elec-
tronic coupling matrix elements originating from the bridge-
mediated contributions.
This journal is © The Royal Society of Chemistry 2017
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On the other hand, using perturbation analysis, relative
values of these electronic coupling matrix elements are shown
to have a strong impact on the relative energy of singlet and
triplet-pair excitons, and thus on the yield of triplet-pair exciton
in SF.58 This indicates the energy level matching and electronic
coupling are deeply connected and thus cannot be considered
separately. These results are expected to be useful also for
designing TTA materials because a similar electronic Hamilto-
nian can be considered in both SF and TTA. Therefore, the
element-selective electronic coupling design is desired for
realizing future high-performance electronic devices using SF
and/or TTA. The element-selective electronic coupling design is
not a simple task from a material design viewpoint. In singly-
bridged systems on which previous researches focused, we
showed that all the Fock matrix elements (electronic couplings)
are similar in their amplitude at least when the chromophores
have negligible direct overlap.52 This is because the any bridge-
mediated couplings have the same prefactor in a singly-bridged
chromophore. Therefore, we have to consider another strategy
to achieve this.

In this study, we propose a novel materials design strategy
for SF and TTA, that is, double bridging of chromophores. In
doubly-bridged systems, as will be shown in this study, the
bridge-mediated electronic couplings are represented by the
sum of each bridge contributions. This extends the design
possibility to realize “element-selective tuning of electronic
couplings”. And doubly-bridge chromophores can be designed
so as to satisfy the energy balance suitable for either SF or TTA.
We aim at constructing such design guidelines by combining
the quantum-interference-based electronic-coupling control
and by using perturbation analysis of its inuence on the
energetics in SF and TTA. The paper is organized as follows.
Section 2 explains the ve states model for SF and TTA together
with its perturbation analysis. We also summarize the previous
results and provide a strategy based on the quantum interfer-
ence in covalently-linked systems for tuning the electronic
couplings between chromophores. In Section 3, the model
system is briey described. In Section 4, we explain the
computational details of ab initio quantum chemistry calcula-
tions for determining the energy levels of the chromophore. In
Section 5, the relationship between the odd–even parity of the
bridge and its linked-position dependence is claried. The
energetics is also analysed by using perturbation theory.
Comparison of the present results with an experimental result
is addressed. The relationship between the present result in SF/
TTA and the previous studies of electronic coupling in other
phenomena such as intramolecular electron/hole transfer is
also discussed to illuminate the peculiar quantum interference
in SF and TTA. The conclusion is given in Section 6.

2 Theory
2.1 Smith and Michl's diabatic model for SF and TTA

We consider the electronic Hamiltonian of a chromophore
dimer described by the ve diabatic excited states concerning
SF and TTA, the space of which is spanned by the two local
excitons (Frenkel exciton, FE), two charge-transfer (CT) excitons
This journal is © The Royal Society of Chemistry 2017
(cation–anion pair, CA, and anion–cation pair, AC) and a triplet-
pair (TT) exciton.1,2

hS1S0j
hS0S1j
hCAj
hACj
hTTj

0
BBBBBBBBBB@

EFE

Jex EFE

ELL �FHH ECT

�FHH FLL 0 ECT

V2e V 0
2e

ffiffiffi
3

2

r
FLH

ffiffiffi
3

2

r
FHL ETT

1
CCCCCCCCCCA

(1)

here, EX (X ¼ FE, CT and TT) is the energy of the excited state X;
Jex is the exciton–exciton coupling between two Frenkel exci-
tons; Fij (i, j ¼H and L) is the Fock coupling matrix between two
MOs in neighbouring chromophores; H and L indicate the
highest occupied molecular orbital (HOMO) and the lowest
unoccupied MO (LUMO) of a chromophore, respectively; V2e
and V02e represent the two-electron (direct) couplings between
FE and TT states. In eqn (1), we ignore the two-electron
couplings V2e and V0

2e since they are known to be negligibly
small compared to the one-electron contributions.2 Also, the
exchange contribution (Jexch) in the exciton–exciton coupling, Jex
(¼JCoul + Jexch), is ignored since Jexch is usually smaller than the
Coulomb contribution (JCoul).59 Unless we explicitly mention to
it, the term “state” is used for FE, CT and TT diabatic bases, that
is, electronic congurations.

Assuming the two CT states have much higher energies than
the other three states, the effective Hamiltonian, which
describes low-lying states primarily composed of the FE and TT
states, is approximately expressed using quasi-degenerate
perturbation theory as2,58,60–62�
S1S

0
0

���
S0S

0
1

���
TT0��

0
B@ Eeff

FE

Jeff Eeff
FE

V eff
FE�TT V eff

FE�TT0 Eeff
TT

1
CA ¼

0
B@EFE þ DEFE

JCoul þ JCT EFE þ DEFE

VFE�TT VFE�TT0 ETT þ DETT

1
CA (2)

where the second-order contributions in the energies and
couplings are given by,

VFE�TT ¼ 1

2

 ffiffiffi
3

2

r
�FHHFHL þ FLLFLH

EFE � ECT

þ ðFE4TTÞ
!

(3)

VFE�TT0 ¼ 1

2

 ffiffiffi
3

2

r
�FHHFLH þ FLLFHL

EFE � ECT

þ ðFE4TTÞ
!

(4)

DEFE ¼ FHH
2

EFE � ECT

þ FLL
2

EFE � ECT

(5)

DETT ¼
� ffiffiffiffiffiffiffiffi

3=2
p

FLH

�2
ETT � ECT

þ
� ffiffiffiffiffiffiffiffi

3=2
p

FHL

�2
ETT � ECT

(6)

JCT ¼ 2
�FHHFLL

EFE � ECT

(7)
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here, (FE 4 TT) indicates the same term as the former except
that the denominator is replaced by ETT � ECT. The energy
correction DEFE and CT-mediated excitonic coupling JCT were
investigated in the analysis of absorption spectrum and exciton
migration in the spectroscopic feature of p-conjugated molec-
ular aggregates.60–62 The energy correction on TT state, DETT,
was considered in the previous study on SF.58 The couplings
VFE–TT and VFE–TT0 represent one-electron contributions to the
electronic coupling concerning SF and maybe TTA, and
contribute to determining the SF rate2,19,31,32,43,52,56,63 because
they correspond to the off-diagonal part connecting the FE and
TT states.

In order to estimate an approximate energy balance between
the FE and TT states aer the perturbation through the CT
states, we dened the effective energy difference between
them,58

(ETT � EFE)
eff ¼ (ETT + DETT) � (EFE + DEFE � |Jeff|) (8)

A step-by-step view of this energy change by the perturbation
through the CT states is shown in Fig. 1, where the effects of the
energy corrections DEFE and DETT, together with the exciton–
exciton splitting Jeff, related to Davydov splitting, are shown.
The effective energy difference would represent whether the
molecule could exhibit SF or TTA as an exothermic process. In
Fig. 1, we show four cases in this study: strong mixing with the
CT states both in FE and TT states (Fig. 1a), weak mixing with
the CT states both in FE and TT states (Fig. 1b), strong mixing
with the CT states in FE but not in TT (Fig. 1c), and strong
Fig. 1 Energy diagram of singlet (FE) and triplet-pair (TT) states
through charge-transfer (CT) states mixing. The case (I-PP), where the
CT states strongly mix with both the FE and TT states, (a); the case (I-
PN), where the CT states barely mix with both the FE and TT states, (b);
the case (II-PP), where the CT states strongly mix with the FE states
only, (c); the case (II-PN), where the CT states strongly mix with the TT
state only, (d). See Section 2.3 for detail.

34832 | RSC Adv., 2017, 7, 34830–34845
mixing with the CT states in TT but not in FE (Fig. 1d). Note that
eqn (8) is not the eigenvalue difference itself obtained from this
effective Hamiltonian (eqn (2)) but should give the approximate
relative energy balance between the FE-dominated and TT-
dominated lowest excited eigenstates. Although Davydov split-
ting, which corresponds to 2|Jeff| in this dimer model, is widely
used as a measure of the electronic coupling between chromo-
phores, this does not give sufficient information for judging the
possibility for SF and TTA. For SF and TTA, we need to know the
non-horizontal couplings (FHL and FLH) that may be difficult to
be extracted from UV/vis absorption spectrum. Also, we have to
be careful that the strong electronic coupling estimated from
only Davydov splitting might not indicate favourable situation
for SF or TTA. Although the low-lying excited absorption bands
actually includes the mixing of FE and TT states through VFE–TT,
still it should be difficult to extract the coupling VFE–TT from
Davydov splitting. Indeed, a recent theoretical study have shown
negligible effects of the mixing with TT and FE states in the
lowest lying absorption bands.64

We see that the energy stabilization in the FE state (DEFE and
Jeff) is primarily caused by the horizontal couplings (FHH and
FLL) appearing in eqn (5) and (7), while that in the TT state
(DETT) by the non-horizontal couplings appearing in eqn (6).
Therefore, if we could control each matrix element at will, we
may address the desired energetic condition in a given chro-
mophore. This issue is discussed in the rest part of this paper.
2.2 Electronic coupling in covalently-linked systems

In covalently-linked dimer systems investigated in this study,
we evaluate the Fock matrix elements in eqn (1) by using the
non-orthogonal effective Hamiltonian theory.52,65,66 This is again
an effective Hamiltonian theory as described in eqn (2) but the
Hamiltonian considered here is the Fock matrix. Since the
detail of the theory is not needed for discussion, we here
describe only the essential part, which is directly related to both
the present analysis and our molecular design strategy. The
detail of the theory is found in the ESI† in the previous paper.52

The correspondence of the following treatment of electronic
couplings to that in many-electron wavefunction theory has
been pointed out by Zeng et al.63

The orbital space spanned by atomic orbitals is divided into
the subspace of interest called the model space P, which
consists of the HOMOs and LUMOs of the chromophores, and
the remaining subspace, called complement space Q, which
consists of the rest of the MOs in the chromophores and in the
bridges. The effective Fock operator as a function of the energy
parameter (Fermi energy) E is written as

P̂
†
F̂

eff
P̂ ¼ P̂

†�
F̂ � EÎ

�
P̂þ P̂

†�
F̂ � EÎ

�
Ĝ

Q̂
†
Q̂

�
F̂ � EÎ

�
P̂; (9)

where GQ†Q is the Green's function that describes the effect of
the complement space Q on the model space P. This formula
approximately separates the total Fock matrix elements into the
direct-overlap contribution in the rst term and the bridge-
mediated contribution in the second term. These may be
called through-space and through-bond couplings, respectively.
The energy parameter E is determined by iteratively solving eqn
This journal is © The Royal Society of Chemistry 2017
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(9) so as to make E match the average of eigenvalues obtained
from eqn (9). The orbital basis spanning the subspaces are
obtained through the diagonalization of the Fock matrix,52

which is evaluated from the conventional self-consistent-eld
calculation, in each fragment atomic orbital subspace, that is,
the chromophore 1 and 2, and bridges 1, 2, .N, and so on.
Hence, the complement space Q may be further decomposed
into as,

Q̂ ¼ Q̂†Ĉ1Q̂ + Q̂†Ĉ2Q̂ + B̂1 + B̂2 + . + B̂N (10)

where C1 and C2 indicate the orbital subspaces of the chromo-
phores 1 and 2, respectively; B1, B2, ., BN indicate the orbital
subspaces of the bridges 1, 2, ., N, respectively. The parti-
tioning of the orbital space is schematically shown in Fig. 2.

The quantum interference in a bridge-mediated coupling
may be understood both by the atomic orbital picture and by
MO picture. For the former, for example, see reviews.67–69 We
here consider the MO picture, which is a hybrid view based on
the use of localized MOs in each fragment (chromophores and
bridges) and of delocalized MOs within a fragment.70 This
picture is useful for describing the p-conjugated systems. We
describe this at Hückel level of approximation as an introduc-
tion.52,70 For simplicity, we consider a singly-bridged chromo-
phore dimer without direct-overlap, that is, two chromophores
are spatially separated. In this level of approximation, the
bridge-mediated coupling is expressed as52,70

F
eff bridge�mediated
ij z cm0 icv0 jb

2

	
cmHBcvHB

E � EHB

� cmLBcvLB

ELB � E



(11)
Fig. 2 Orbital subspaces and interaction paths (see eqn (10) and (13)).
Solid blue line represents the interaction paths from a MO to another
MO in the model space through a bridge, solid thick grey line through
a bridge and a chromophore, solid thin grey line through two bridges,
and broken grey lines through two chromophores. All the grey line
terms are included in terms named “others” in eqn (12).

This journal is © The Royal Society of Chemistry 2017
where b is the resonance integral; c is a MO coefficient;
subscripts i and j denote the HOMO or LUMO of the chromo-
phores; HB and LB indicate the HOMO and LUMO of the bridge
with orbital energies EHB and ELB, respectively; Greek subscripts
with and without prime indicate a pair of carbon atoms, where
a fragment pair, that is, a chromophore and the bridge, is linked
with the chemical bond m0–m or n0–n; E denotes the Fermi energy
level. As long as a bridge is bonded with chromophores having
moderate MO amplitudes on the bonded sites, the prefactor of
the parenthesis in eqn (11) should be moderate. In the paren-
thesis, we expect constructive or destructive quantum interfer-
ence depending on the relative phase of the HOMO and LUMO
in the bridge. Note that the denominators are usually positive.
When only one side of the bridge sites, say m, changes in its MO
sign between the HOMO and LUMO, the constructive quantum
interference results in a large electronic coupling, while when
none of the bridge sites changes, the destructive quantum
interference results in a small electronic coupling. Therefore,
we can control the amplitude of the electronic couplings Fij
through the bridge design. A good example of constructive
bridge is observed in an alternant-hydrocarbon bridge linked
with chromophores at starred and non-starred carbon atoms,
respectively, as shown in the previous study.52 In the above
discussion, we have not focused on the sign of the electronic
couplings but only on the amplitudes. On the other hand,
relative signs of bridge-mediated couplings will be shown to
play a crucial role in the following discussion for doubly or
multiply-bridged systems.

We here discuss the sign of the electronic couplings and how
they are related to molecular structures. Let us consider a linear
bridge with two p-orbitals like ethylene, a kind of alternant
hydrocarbons. The top view of the HOMO and LUMO of the
model bridge is schematically shown in Fig. 3a. Two chromo-
phores are linked at the le and right sides of the bridge,
respectively. This case should correspond to the constructive
quantum interference as explained above. We further assume
Fig. 3 Top view of orbital diagram for linear two p-electron system
such as ethylene (a), and for linear four p-electron system such as
butadiene (b). The signs of the HOMO at the edges in the former have
the same sign, while those in the latter havemutually the opposite sign.

RSC Adv., 2017, 7, 34830–34845 | 34833
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that the signs of the MOs of the chromophores are positive at
the linked sites, which is always possible without losing the
generality when we consider a singly-bridged system. Then, the
bridge-mediated coupling should be positive because the pre-
factor of the parenthesis in eqn (11) is positive and the term in
the parenthesis is also positive. Next, we consider another
bridge with four p-orbitals in a line like butadiene. The Frontier
MOs of such kind of compounds are shown in Fig. 3b. Again,
two chromophores are linked with the bridge at the ends of the
bridge, where constructive interference is also expected.
Assuming the same situation as that of ethylene bridge in the
relative phase of chromophores, we should obtain a negative
coupling Fij, which is opposite to that obtained in the previous
case, because the parenthesis term becomes negative. Conse-
quently, we can predict the sign of the parenthesis term from
the nature of p-orbitals in a bridge. The phase of bridge-
mediated coupling is uniquely dened through the relative
phase of the HOMO and LUMO of a bridge at the positions
linked to the chromophores, which is an intrinsic property of
a bridge. Thus, these two kinds of intrinsically constructive
patterns realized in these bridges may be referred to as
“positively-constructive (PC)” and “negatively-constructive
(NC)”, respectively. When the two chromophore MOs have
mutually the same signs at the linked sites, a PC bridge induces
a positive coupling, while a NC bridge induces a negative
coupling. On the other hand, when the two chromophore MOs
have mutually the opposite signs at the linked sites, a PC bridge
induces a negative coupling, while a NC bridge induces a posi-
tive coupling. Note that “positively-constructive” does not mean
positive electronic coupling but does a positive value for the
parenthesis term in eqn (11).
2.3 Doubly-bridged systems and quantum interference
between bridges

In this section, we discuss the effect of quantum interference
between N bridges, where the relative signs of the electronic
couplings are quite important. By partitioning the complement
space Q into subspaces as shown in eqn (10), the bridge-
mediated contribution may be partitioned into the sum of the
contributions from each subspace, that is, from each bridge
(see also Fig. 2):D
i
���P̂†

F̂
eff
P̂
���jEbridge�mediated

¼
X
k;l˛Q

�
i
���F̂ � EÎ

���k�D ~k���Ĝ
Q̂

†
Q̂

���lE

� �~l���F̂ � EÎ
���j� (12)

X
k;l˛Q

¼
X
k;l˛B1

þ
X
k;l˛B2

þ.þ
X

k;l˛BN

þ
X

k˛B1 ;l˛B2

þ.þ
X

k;l˛ðC1˛QÞ
þ.

¼
X
k;l˛B1

þ
X
k;l˛B2

þ.þ
X

k;l˛BN

þ
Xothers
k;l˛Q

(13)

here, the rst N terms represent bridge-mediated contributions
through one of the bridges 1, 2, ., and N, respectively, which
are indicated by solid blue lines in Fig. 2, while the rest includes
those through a bridge and a chromophore, through two
34834 | RSC Adv., 2017, 7, 34830–34845
bridges, and through two chromophores, which are indicated
by solid thick, solid thin and broken grey lines, respectively, in
Fig. 2. A character with a tilde indicates a reciprocal basis that is
orthogonal to the corresponding basis without a tilde. Again
assuming that the contributions from the HOMO and LUMO of
the bridges are dominant as done in eqn (13), we obtain

F
eff bridge�mediated
ij z

Xall bridges

b

cmðbÞ0 icvðbÞ0 jb
2

�
	
cmðbÞHBcvðbÞHB

E � EHBðbÞ
� cmðbÞLBcvðbÞLB

ELBðbÞ � E



(14)

where a Greek character with the bridge index (b) indicates the
atom linked with the bridge b (b ¼ 1, 2, ., N). Hence the total
bridge-mediated coupling depends on the relative phase of
linked sites of the Frontier MOs in chromophores as well as on
the nature of the bridges (PC or NC). As in the case for singly-
bridged systems, the sign of the parenthesis is an intrinsic
property of the bridge. The sign of the prefactor, however,
depends on the linked position because we can no longer dene
the phase of the HOMO and LUMO of the chromophores as
positive for all the linked sites m(b) and n(b) in any b. Therefore,
the linked position is crucial for the total coupling in eqn (14).
Note that eqn (14) is an approximate description of bridges,
where we assume that bridges do not interact with each other. If
this is not valid, the contributions referred to as “others” in eqn
(12) may not be negligible.

Here, we consider how the linked position affects the
couplings, and then classies all the situations, which are
generated by considering the combination of the MO phases
and bridge choices, into the four essential cases. We here
consider only the symmetric doubly-bridged dimer (N ¼ 2). All
the signs of the eight chromophore MO coefficients appearing
in the prefactor in eqn (14) for two bridges, cm(1)0H1, cn(1)0H2, cm(2)0

H1, cn(2)0H2, cm(1)0L1, cn(1)0L2, cm(2)0L1 and cn(2)0L2, are related to the
nature of the linked sites in the chromophores indicated, and
the total patterns of them are 28¼ 256 when we consider plus or
minus for these coefficients. They, however, can be reduced into
two situations when we consider only symmetric dimers. This is
essentially sufficient to classify the effect of the bridges in
electronic couplings studied here. The classication is based on
the signs of the products of the MO coefficients in the chro-
mophores at the linked sites. The rst situation of the simplest
ones is (I) that the products have the same signs in all the
relevant combinations (Table 1). The second situation is
somewhat complicated and is (II) that the products have the
same signs in all the relevant combinations except for the two
products, that is, the product of the HOMO of the chromophore
1 and the LUMO of the chromophore 2, and also the product of
the LUMO of the chromophore 1 and the HOMO of the chro-
mophore 2, at the linked sites of only one of the bridges (Table
2). In the ESI,† we show some examples of seemingly different
but physically equivalent situations with that shown in Table 1.
In addition to these essential two MO phase patterns in the
chromophores at the linked sites, four ways of the choices in the
bridge character are possible: PC–PC, NC–NC, PC–NC, and NC–
PC, which indicate the character of bridge 1–2, respectively.
This journal is © The Royal Society of Chemistry 2017
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Table 1 Products (prefactor in eqn (14)) of MO coefficient of chro-
mophores in the case (I)a,b

H2@b1 H2@b2 L2@b1 L2@b2

H1@b1 + +
H1@b2 + +
L1@b1 + +
L1@b2 + +

a Hi@bj (Li@bj) represents an index of the MO coefficient of the HOMO
(LUMO) of the chromophore i at the linked site with the bridge j, cm(j)0Hi

(cm(j)0Li).
b + indicates the positive sign of the product of MO coefficients

of the chromophore 1 shown in the le column and of 2 shown in the
top row. Blank cells represent that any signs of the product are
possible for this case.

Table 2 Products (prefactor in eqn (14)) of MO coefficient of chro-
mophores in the case (II)a,b

H2@b1 H2@b2 L2@b1 L2@b2

H1@b1 + +
H1@b2 + �
L1@b1 + +
L1@b2 � +

a Hi@bj (Li@bj) represents an index of the MO coefficient of the HOMO
(LUMO) of the chromophore i at the linked site with the bridge j, cm(j)0Hi

(cm(j)0Li).
b + and� indicate the positive and negative signs of a product of

the MO coefficients of the chromophore 1 shown in the le column and
of 2 shown in the top row, respectively. Blank cells represent that any
signs of the product are possible for this case.

Fig. 4 Schematic picture of bridge linked patterns with head-to-head
and head-to-head positions (concerning the transition dipole
moments of chromophores) (a), and with heat-to-head and tail-to-tail
positions (d), and of quantum interference between bridges in the
cases (I-PP), (I-PN), (II-PP) and (II-PN) ((b), (c), (e) and (f)). Two chro-
mophores (grey rectangular part) are linked by two bridges (black solid
and/or broken lines). The phases of HOMO and LUMO at the linked
sites are indicated by white (positive) and black (negative) circles. A
positively-constructive and negatively-constructive bridges are
described as black solid and broken lines, respectively.
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However, these four choices in the bridge character again can
also be reduced into two, because the others give the essentially
same electronic couplings except for their sign, which does not
change the underlying physics. For example, the bridge choice
of PC–PC gives the same electronic coupling matrix elements in
their amplitudes with the opposite signs to those from the
corresponding bridge choice NC–NC, given the MO amplitudes
in the bridge moieties are the same. Thus, we do not distinguish
them in this paper. In total, we have four cases in symmetric
doubly-bridged dimers: (I-PP) the chromophore MO phases at
the linked sites are in the pattern (I) and the combination of the
bridges is PC–PC; (I-PN) the chromophore MOs are in the
pattern (I) and the combination of the bridges is PC–NC; (II-PP)
the chromophore MOs are in the pattern (II) and the combi-
nation of the bridges is PC–PC; (II-PN) the chromophore MOs
are in the pattern (II) and the combination of the bridges is PC–
NC. As noted above, we refer to the case that is called (I-NN) as
(I-PP).

The above essential four cases, that is, (I-PP), (I-PN), (II-PP)
and (II-PN), are schematically shown in Fig. 4. Other cases
that are not shown in Fig. 4 are physically equivalent to one of
them, or are non-symmetric dimers, or are other linking
patterns (see below). In Fig. 4, the phases of the HOMO and
LUMO at the linked sites are expressed by white (positive) and
black (negative) circles. A PC and NC are denoted by solid and
broken lines, respectively. In the case (I-PP), in all the Fock
matrix elements Fij, the quantum interference between bridges
This journal is © The Royal Society of Chemistry 2017
is constructive, leading to large electronic coupling amplitudes
in all the elements. In the case (I-PN), the situation is opposite:
in all the Fock matrix elements Fij, the quantum interference
between bridges is destructive, leading to small electronic
coupling amplitudes in all the elements. In the case (II-PP), due
to the PC nature of the bridges 1 and 2 and mutually anti-phase
HOMO–LUMO relation of chromophores at the two linked sites,
constructive interference in horizontal couplings (FHH and FLL)
results in large amplitudes of them, while destructive interfer-
ence in non-horizontal couplings (FHL and FLH) results in small
amplitudes of them. In the case (II-PN), the situation is opposite
to the previous case: destructive interference in horizontal
couplings results in small amplitudes of them, while
constructive interference in non-horizontal couplings results in
large amplitudes of them. In short, it is found that in the case (I-
PP) (in the case (I-PN)), all the Fock matrix elements are large
(small) in their amplitudes; in the case (II-PP) (in the case (II-
PN)), the horizontal couplings are large (small) in their ampli-
tudes, while the non-horizontal couplings are small (large) in
their amplitudes.

We give some comments on the characteristics and the
potential for materials design using these four cases. The case
RSC Adv., 2017, 7, 34830–34845 | 34835
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Scheme 1 Molecular structure tetracene (a), model tetracene dimers
(b) and experimentally investigated tetracene dimer (c).49 Here, (m, n)¼
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(I-PP) seems to be a simple extension of singly-bridged systems,
where the effect of a bridge is doubled when the same bridges
are used. The difference between the singly-bridged systems
and I-(PP) will be shown in ab initio calculations in this paper.
The case (I-PN) may be a good way to design weak coupling
system, which could lead to slow but high-yield SF and/or TTA
systems.47,52,56,63 The lowest lying state can keep its electronic
character from strong mixing with other states due to small
electronic couplings from the view point of electronic congu-
ration. At the same time, small electronic couplings, however,
would suppress the transition rate between the FE and TT
states, and could lead to deactivation pathways for the system
before undergoing SF or TTA. This is an issue of dynamics, so
that quantum dynamics simulation or rate estimation will
answer the question of whether a system prefers. We do not
discuss in detail this issue because we focus mainly on quali-
tative difference in electronic couplings and resulting ener-
getics, and this is beyond the scope of the present paper. The
cases (II-PP) and (II-PN) may be interesting because, from eqn
(5)–(7), the relative energy balance between singlet and triplet-
pair excited states eqn (8) may be controlled by tuning the
relative amplitude of the horizontal and non-horizontal
couplings. These four cases are expected to correspond to the
energy diagrams shown in Fig. 1a–d, respectively.

As noted above, Fig. 4 does not cover all the patterns of MOs
in symmetric doubly-bridged systems, though other patterns
are physically equivalent to one of the above four cases. In fact,
the case (I-PP), which results in constructive quantum inter-
ferences in all the Fock matrix elements, is also found for other
phase patterns of MOs, see Fig. S1.† This complexity may be
avoided by considering the direction of the transition dipole
moment of the HOMO to LUMO transition in a chromophore,
which provides information of the relative phase of the MO,
instead of the phases of MOs themselves. Schematic pictures of
the relative direction of the transition dipole moments in the
chromophores are shown in Fig. 4a and d, the former of which
correspond to the cases (I-PP) and (I-PN), and the latter of which
correspond to the cases (II-PP) and (II-PN), respectively. In this
viewpoint, the cases (I-PP) and (I-PN) correspond to linking the
chromophores at two head-to-head positions concerning the
transition dipole moments of the chromophores, respectively,
while the case (II-PP) and (II-PN) correspond to bridging at
head-to-head and tail-to-tail positions. More precisely, local
distribution of the transition density is found to classify the
effects of the linked position into the cases (I-PP) and (I-PN),
and into (II-PP) and (II-PN). This is approximately identied
by taking a product of the HOMO and LUMO of the chromo-
phore, which turns out to be identical to considering the relative
phase of the MOs at the linked positions shown in Fig. 4. Other
cases rather than these four cases, for example, asymmetrically
bridged, triply- and multiply-bridged systems, head-to-tail
bridged systems, and hetero dimer53,55 systems are possible
and interesting, though we do not go further in this study.
Electronic couplings in such systems can also be predicted in
the same manner.
34836 | RSC Adv., 2017, 7, 34830–34845
3 Model systems

We choose tetracene as the model chromophore in this study
(Scheme 1a). Tetracene is known to have a slightly lower singlet
excitation energy E(S1)¼ 2.32 eV than twice the triplet excitation
energy 2E(T1) ¼ 2.50 eV in crystal,71 while in gas phase, the
singlet excitation energy is estimated to be 2.75–2.76 eV 41,72 (see
Section 4), which is 0.25–0.26 eV higher than twice the triplet
excitation energy. The quantum yield of the uorescence of
unsubstituted tetracene in solution is reported as 14–16%,73

and it reaches up almost unity by changing substituents.74 On
the contrary, in solid phase, tetracene and its derivatives are
known to induce high-yield SF13–19 with providing essentially no
uorescence (2 � 10�5% quantum yield75). This approximate
isothermic condition of tetracene for SF and TTA motivates us
to investigate the possibility of selective control of the Fock
matrix elements suitable for SF or TTA on the basis of the
perturbation analysis in Section 2.1. The product of the HOMO
and LUMO, which represents the approximate transition
density, is found to be positive on the one of the zigzag edge,
while negative on the other zigzag edge (see the ESI†). Hence, we
expect that the cases (I-PP) and (I-PN) could be realized when
two tetracenes are linked by two bridges at the same side of the
zigzag edge carbon atoms, and that the cases (II-PP) and (II-PN)
could be realized when linked at the armchair edge carbon
atoms. We consider polyyne with n ethynyl units as a bridge.
Polyynes can be utilized for linking covalently many kinds of
chromophores with different ethynyl unit lengths.76–82 As in the
cases of polyene bridges discussed in Section 2.2, a polyyne also
should act as a PC bridge when odd n ¼ 1, 3, 5, ., and a NC
bridge when even n ¼ 2, 4, 6,.. By using two polyynes with the
lengths m and n, we consider two model dimers 1-(m, n), where
(1, 1), (2, 1), (2, 2), (3, 1), (3, 2) and (3, 3). BET-B ¼ ortho-bis(5-ethy-
nyltetracenyl) benzene. Bridge moieties are indicated by red lines.

This journal is © The Royal Society of Chemistry 2017
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the chromophores are linked through the polyynes at C1 and C10

atoms, and 2-(m, n), where the chromophores are linked
through the polyynes at C2 and C3 atoms (see Scheme 1b). For
comparing the performance of the model dimer with others
reported in previous studies, we also consider ortho-bis(5-
ethynyltetracenyl)benzene (BET-B). This molecule was shown
to undergo SF very efficiently with the triplet yield 1.54 � 0.10
(1.54 triplet excitons per singlet exciton) with the time constant
of 2 ps in its thin lm,49 which is the highest triplet yield and the
fastest SF in covalently-linked tetracene dimers reported
ever.41,42,46,49
4 Computational details

Molecular geometries were optimized by using density func-
tional theory with the Grimme's dispersion correction B97-D xc-
functional83 at their highest possible point group, except for 1-
(1,1), where the D2h geometry was found to have an imaginary
frequency and thus reduced to C2h. The long-range correction
scheme84 combined with the Becke–Lee–Yang–Parr exchange–
correlation functional84,85 (LC-BLYP) was used for the electronic
coupling calculations, where the range-separating parameter m
is set to 0.33 bohr�1.86 The electronic couplings were evaluated
by using eqn (9). The Frontier MOs in the chromophores were
obtained through the diagonalization of the Fock matrix, which
is evaluated in the whole molecule, in the subspace of each
fragment, that is, C1, C2, B1 and B2, respectively, as was done in
the previous study.52 In order to evaluate JCoul, we considered
hydrogen-capped chromophores. Aer the geometry optimiza-
tion in the model molecules 1-(m, n) and 2-(m, n), the bridge
moiety (polyyne part) and the other chromophore are removed,
and two hydrogen atoms are attached onto the remaining tet-
racene moiety instead of the removed parts. The position of
attached hydrogen atoms were optimized under the restriction
of the other atoms being xed. Aer this, JCoul was computed
from the Coulomb interaction between the Mülliken transition
atomic charges obtained from the time-dependent density
functional theory calculation using LC-BLYP for each isolated
tetracene, as was done in the previous study.58 Pople's 6-31G**
basis set87 was used for all the calculations. All the quantum
chemistry calculations were performed by using Gaussian 09
program package.88 The effective Hamiltonian matrix elements
were evaluated by using our house code.

The relative energy of the FE and TT states is crucial for
determining whether SF or TTA tends to occur. Here, we
consider the 0–0 absorption band energy for state X relative to
the ground state as

EX ¼ EFC
X + Evib

X + Epol
X + Emix

X (15)

where EFCX is the Frank–Condon energy, EvibX is the reorganiza-
tion energy and the zero-point energy correction, EpolX is the
polarization effect through environment response upon the
excitation, Emix

X is the conguration interaction effect such as
the FE–FE and FE–CT states mixing. Although the vibrational
motion could play an important role in dynamical change in the
relative energy,20,22,89 electronic coupling45,90 and dynamics,91–94
This journal is © The Royal Society of Chemistry 2017
we here assume that it gives merely an energetic contribution to
the excitation energy in a chromophore, EvibX . As we consider the
electronic Hamiltonian eqn (1), we have to estimate the singlet
and triplet state energy without Emix

X contribution in order to
avoid double counting of the effect. As the triplet state is
considered to be insensitive to the conguration interaction
between neighbouring triplet excitons, which corresponds to
narrow band width and spatial localization of a triplet exciton as
is well known, the solid state absorption band E(T) ¼ 1.25 eV 71

is expected to be regarded as an approximation to E(T) without
Emix
X . Hence, we set ETT ¼ 2E(T) ¼ 2.50 eV in eqn (1).
The singlet excited state 0–0 absorption band excluding the

polarization effect, that is, the excitation energy in gas phase,
can be estimated as ES1(gas) ¼ 2.75–2.76 eV 41,72 by combining
the solution spectra and empirical correction for solvation
effect (ES1(gas) ¼ ES1(solution) + Dsol).95 Typical values of this
correction, which may be regarded as the polarization effect in
solution, for the HOMO–LUMO singly-excited singlet state of
polyaromaric hydrocarbons range 900–1500 cm�1 ¼ 0.11–
0.19 eV depending on solvents.95 Here, we consider this
correction for ES1(gas) in order to obtain a balanced treatment
both for singlet and triplet exciton, where the latter ET1 ¼
1.25 eV includes the polarization effect in condensed phase. We
set the correction as 0.15 eV, and hence, EFE (including polari-
zation effect) ¼ 2.76–0.15 ¼ 2.61 eV, where the solvent effect
corresponds to benzene solution. Consequently, we assume
slightly higher energy of FE state than TT state, ETT � EFE ¼
�0.11 eV. This means that SF is exothermic, while TTA is
endothermic in the weak electronic coupling limit, that is,
Emix
X ¼ 0.
The location of the CT state energy is still under debate. The

electroabsorption spectra in tetracene crystal gave ECT ¼ 2.71–
3.063 eV,96 depending on the dimer-pairs in crystal. Using these
values, theoretical modelling including FE and CT states with
vibronic effect succeeded in reproducing the absorption spectra
in tetracene crystal.97 Although it can be different for each
dimer, we assume ECT ¼ EFE + 0.3 ¼ 2.91 eV, which is in above
values, for all the dimers. The CT energy dependence will be
discussed in Section 5.4, otherwise the CT energy is xed at
2.91 eV.

5 Results and discussion
5.1 Fock matrix element

Table 3 represents the evaluated electronic couplings of the
dimers 1-(m, n) and 2-(m, n). Obviously, in 1-(m, n), in the even
combinations, that is, m + n ¼ even, all the Fock matrix
elements are found to be large and to lie in the range of 118.3–
334.6 meV in their amplitudes except for FLL in 1-(1, 1), while in
the odd combinations, that is,m + n¼ odd, they are found to be
relatively small and to lie in the range of 13.9–63.7 meV. This is
what we expected from our discussion in Section 2.3, and the
even and odd combinations should correspond to the cases (I-
PP) and (I-PN), respectively. We note that the difference
between FHH and FLL, which is important for large VFE–TT, is also
large for the case I-(PP). This is explained by the doubling of the
residue terms from the next-nearest-neighbour interaction.52
RSC Adv., 2017, 7, 34830–34845 | 34837
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Table 3 Fock Matrix elements in meV evaluated at LC-BLYP/6-31G**
level of theory combined with non-orthogonal effective Hamiltonian
approach

Molecule

Horizontal coupling
Non-horizontal
coupling

FHH FLL FHL FLH

1-(1, 1) 334.6 �89.6 284.8 284.8
1-(2, 1) 63.7 38.9 44.4 44.4
1-(2, 2) �247.8 �154.5 �237.2 �237.2
1-(3, 1) 285.0 176.7 251.6 251.6
1-(3, 2) �34.9 �13.9 �37.0 �37.0
1-(3, 3) 188.8 118.3 160.7 160.7
2-(1, 1) 263.4 291.6 0.0 0.0
2-(2, 1) 58.5 20.9 �239.7 �239.7
2-(2, 2) �180.0 �181.9 0.0 0.0
2-(3, 1) 214.0 175.8 �72.1 �72.1
2-(3, 2) �26.7 �12.8 170.3 170.3
2-(3, 3) 139.1 129.1 0.0 0.0

Fig. 5 Decomposition of the Fock matrix elements in 1-(m, n) into the
two bridge-mediated contributions from the bridges 1 and 2, direct-
overlap contribution, and others. Here, (m, n) ¼ (1, 1) (a), (2, 1) (b), (3, 1)
(c), (2, 2) (d), (3, 2) (e), and (3, 3) (f). The longer bridge is referred to as
bridge 1.
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By changing the linked pattern between chromophores and
bridges from that of 1-(m, n), 2-(m, n) shows large horizontal
couplings of 129.1–291.6 meV and small non-horizontal
couplings 0–72.1 meV in their amplitudes in the even combi-
nations, while shows small horizontal couplings 12.8–58.5 meV
and large non-horizontal couplings 170.3–239.7 meV in their
amplitudes in the odd combinations. These even and odd
combinations in 2-(m, n) should correspond to the cases (II-PP)
and (II-PN), respectively.

Here we have clearly demonstrated that we can design
horizontal and non-horizontal couplings separately through
tuning the bridge character, PC–NC, and the linked position. In
order to conrm the correspondence between the results shown
in this section and the theory provided in Section 2.3, we
perform a further analysis of these couplings in the next
section.

5.2 Decomposition analysis

The Fock matrix elements, both horizontal and non-horizontal
couplings, are decomposed into the direct-overlap contribution,
each bridge-mediated contribution and other contributions by
using eqn (10) and (12). Here only bridge p-orbitals are
considered as the bridge orbital subspaces. The results are
shown in Fig. 5 for 1-(m, n) and Fig. 6 for 2-(m, n). The results
show clear relationship between the Fock matrix elements,
even–odd combinations and linked positions. In all the (m, n)
combinations of 1 and 2, each bridge-mediated coupling within
a bridge is shown to be constructively enhanced, resulting in
their large amplitudes. However, the signs of a coupling for
a bridge as well as for the other bridge depend on (m, n)
combinations and the linked positions of the fragments. This is
the quantum interference between bridges. In 1-(m, n) with the
even combination, all the Fock matrix elements are found to be
enhanced through constructive quantum interference between
the bridges (Fig. 5a, c, d and f), while in the odd combination of
1-(m, n), all the Fock matrix elements are found to be sup-
pressed by destructive quantum interference (Fig. 5b and e).
34838 | RSC Adv., 2017, 7, 34830–34845
Therefore, these are considered to correspond to the cases (I-PP)
and (I-PN), respectively. Note that 1-(1, 1) has non-negligible
contribution from direct-overlap contribution and has contri-
bution other than the bridges. This might be due to distortion
of the p-plane in the chromophores, and also be related to the
sensitivity to the localization method used to evaluate the
couplings in the previous study.98 Enormous contributions in
FLL other than direct and p-orbital bridge-mediated terms is
partly due to non-negligible interactions with s-orbitals of
bridges (see ESI†). To resolve this strange behaviour for such
a kind of compounds, we might need further development of
the present theory, which is le for the future investigation.

The situation is quite different in 2-(m, n). In the even
combinations (Fig. 6a, c, d, and f), we nd that the horizontal
couplings have the same sign contributions from both the
bridges, while the non-horizontal couplings have the mutually
opposite sign contributions from each bridge. On the contrary,
in the odd combinations (Fig. 6b and e) we nd that the hori-
zontal couplings have the mutually opposite sign contributions
This journal is © The Royal Society of Chemistry 2017
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Fig. 6 Decomposition of the Fock matrix elements in 2-(m, n) into the
two bridge-mediated contributions from the bridges 1 and 2, direct-
overlap contribution, and others. Here, (m, n) ¼ (1, 1) (a), (2, 1) (b), (3, 1)
(c), (2, 2) (d), (3, 2) (e), and (3, 3) (f). The longer bridge is referred to as
bridge 1.
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from each bridge, while the non-horizontal couplings have the
same sign contributions from both the bridges. As a result, it is
found that the even combinations in 2-(m, n) give the large
horizontal and small non-horizontal couplings, while that the
odd combinations do the small horizontal and large non-
horizontal couplings. The even and odd combinations in 2-(m,
n) should correspond to the cases (II-PP) and (II-PN),
respectively.

Zero non-horizontal couplings in 2-(n, n) (m ¼ n), that is, the
sum of the direct, bridge-mediated and other terms in them,
may also be explained and understood by symmetry. Note that
the point group of localized diabatic wavefunctions such as the
HOMO and LUMO of chromophores in 2-(n, n) no longer
belongs to the D2h point group but to C2v point group, where the
C2 rotation axis lies along the long axis of the molecule.
Therefore, the HOMO of a chromophore belongs to the A2
irreducible representation and the LUMO of the other chro-
mophore belongs to the B1 irreducible representation in the C2v

point group, respectively, so that the Fock matrix elements FHL
This journal is © The Royal Society of Chemistry 2017
and FLH vanish. A role of symmetry in covalently-linked SF
systems was also discussed in several papers.1,2,23,45,92 Unfortu-
nately, although this explanation based on symmetry gives
a clear insight into a part of electronic couplings in covalently-
linked systems, this is not sufficient for other compounds and
for horizontal couplings investigated in the present study. For
example, smaller non-horizontal coupling in 2-(3, 1) than 2-(3,
2) in spite of shorter bridge length of the former cannot be
explained by symmetry nor in an intuitive way. The compre-
hensive understanding of the difference in the electronic
couplings between these compounds 1-(m, n) and 2-(m, n)
should be accomplished through the consideration of the
quantum interference.
5.3 Perturbation analysis

In this section, we provide the perturbation analysis of model
systems of the cases (I-PP), (I-PN), (II-PP) and (II-PN) in order to
clarify the effect of electronic couplings on the energetics. As
shown in eqn (5)–(8) as well as in Fig. 1, the relative energy of the
FE and TT states aer the CT-mixing through the horizontal and
non-horizontal couplings strongly depends on the coupling
strength and the CT state energy. Here, we have xed the CT
state energy as 2910 meV, which is 300 meV higher than FE
state. The evaluated second-order contributions to the FE and
TT state energies as well as to the excitonic coupling are
summarized in Table 4. The even–odd parity dependence on
each energy correction, coupling and energetics are summa-
rized in Table 5.

First, we discuss the results of the perturbation analysis in 1-
(m, n) (see Table 4). The amplitude of the energy correction to
the FE state through the CT-mixing, DEFE, is found to be
moderate in its amplitude for all the even combinations, while
small for all the odd combinations. The order in the amplitude
is, 1-(1, 1) (DEFE ¼�566.9 meV) > 1-(3, 1) (�374.9 meV) > 1-(2, 2)
(�284.2 meV) > 1-(3, 3) (�165.4 meV) > 1-(2, 1) (29.3 meV) > 1-(3,
2) (�4.7meV). It is found that longer bridges give less correction
than short one 1-(1, 1) does when m ¼ n. The energy correction
to the FE state is found to be much more signicant for even
combinations than for odd combinations by one to two orders
in its magnitude. The energy correction to the TT state, CT-
mediated excitonic coupling JCT and FE–TT coupling VFE–TT
are found to have the same even–parity dependence as that to
the FE state. Hence, the electronic transition between the FE
and TT states, that is, SF or TTA, is expected to be faster in the
even combinations than odd combinations of 1-(m, n). The
Coulomb contribution in the excitonic coupling, JCoul, is found
to be much smaller than JCT in the even combinations. The
effective energy difference dened by eqn (8) is shown to be
positive for all the even combinations and negative for odd
combinations, which indicates that the former molecules
favour TTA rather than SF, while the latter favour SF rather than
TTA.

Next, we discuss the results of the perturbation analysis in 2-
(m, n) (see Table 4). The amplitude of the energy correction to
the FE state |DEFE| is found to be moderate in its amplitude for
all the even combinations, while small for all the odd
RSC Adv., 2017, 7, 34830–34845 | 34839
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Table 4 CT-mediated energy perturbation to FE and TT states,
Coulomb and CT-mediated excitonic coupling, and FE-TT coupling of
tetracene dimers in meV evaluated at LC-BLYP/6-31G** level of
theorya

1-(m, n) 2-(m, n)

n n

1 2 3 1 2 3

DEFE
m 1 �566.9 �514.7

2 �29.3 �284.2 �12.8 �218.3
3 �374.9 �4.7 �165.4 �255.6 �2.9 �120.0

DETT
m 1 �593.4 0.0

2 �58.8 �411.7 �420.5 0.0
3 �169.0 �10.0 �188.8 �38.0 �212.2 0.0

JCoul
m 1 23.4 1.4

2 14.8 9.0 1.8 0.8
3 10.4 6.3 4.4 3.3 0.9 0.5

JCT
m 1 �199.9 512.0

2 16.5 255.3 8.1 218.3
3 335.7 3.2 148.9 250.7 2.3 119.6

VFE–TT
m 1 427.0 0.0

2 3.9 78.2 �31.9 0.0
3 96.4 2.8 40.0 �9.7 �8.4 0.0

(ETT � EFE)
effa

m 1 40.1 918.1
2 �108.1 26.9 �507.7 327.3
3 441.9 �105.8 19.8 361.6 �316.1 130.1

a Eqn (8).

Table 6 CT-mediated energy corrections, Coulomb coupling, and
effective energy difference evaluated by LC-BLYP/6-31G** in meV

DEFE DETT JCoul JCT VFE–TT (ETT � EFE)
eff

�232.0 �1955.5 23.5 79.5 390.8 �1730.6
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combinations. This seems to be the same as the situation found
in 1-(m, n). The CT-mediated excitonic coupling JCT, which is
found to be much larger than JCoul, shows the same tendency as
the energy correction to the FE state DEFE. In contrast to DEFE
and JCT, which are signicant in the even combinations in both
1-(m, n) and 2-(m, n), the energy correction to the TT state DETT
in 2-(m, n) shows the opposite tendency in the even–odd parity;
the odd combinations have much larger |DETT| than that of the
even combinations. The FE–TT coupling is found to be the
Table 5 Parity dependence of cases, Fock matrix elements, CT-mediate

Parity Case
Horizontal
coupling

Non-horiz
coupling

Even (I-PP) Large Large
Odd (I-PN) Small Small
Even (II-PP) Large Small
Odd (II-PN) Small Large

a CT energy sensitive. b Assuming the condition ETT < EFE at the monome

34840 | RSC Adv., 2017, 7, 34830–34845
largest in the odd combination 2-(2, 1) (|VFE–TT| ¼ 39.1 meV),
the second largest in 2-(3, 1) (9.7 meV) and then 2-(3, 2) (8.4
meV). We see that the even combinations with m ¼ n have no
VFE–TT due to zero non-horizontal couplings as shown above. We
nd that the effective energy difference in 2-(m, n) is positive in
even combinations, while negative in odd combinations. This is
considered as the result from the difference in the even–odd
parity dependence between the horizontal-coupling-induced
terms (|DEFE| and |JCT|) and the non-horizontal-coupling-
induced term (|DETT|), where the former two terms are found
to be large in the even combinations, while the latter term is
found to be large in the odd combinations (see Table 5). From
these considerations, we expect that the lowest excited state of
the even combination molecules of 2-(m, n) tends to become FE
dominated and therefore favours TTA rather than SF, while that
of the odd combination molecules of 2-(m, n) tends to become
TT dominated and therefore favours SF rather than TTA.

It is interesting to compare the present model molecules
with previously reported efficient SF systems in order to clarify
the applicability of the present approach. In contrast to most
previous studies on covalently-linked tetracene dimers,41,42,46

which reported that the SF is endothermic and thereby ineffi-
cient, Korovina et al. reported that highly efficient SF in the
covalently-linked tetracene dimer, BET-B, see Scheme 1.49 The
SF time constant and triplet yield were reported to be in the
range of 0.8–2 ps depending on the media and 154 � 10%,
respectively.49 Its efficient SF was also conrmed by theoretical
calculations, which indicate that the strong electronic coupling
pushes the TT state below the FE state.50 In order to compare
our model molecules with this result, we evaluate the Fock
matrix elements, energy correction and effective coupling
matrix elements of BET-B (see Table 6). Clearly, we see the large
non-horizontal couplings as compared to the horizontal ones,
the formers of which mainly originate from the direct-overlap
contribution (see the ESI†), indicating a much stronger stabi-
lization in the TT state than in the FE state. As expected, the
effective energy difference is largely negative, (ETT � EFE)

eff ¼
�1730.6 meV, which corresponds to energetically favourable SF.
d energy corrections and coupling, and lowest state expected

ontal |DEFE|,
|JCT| |DETT|

Lowest state
expected

Large Large FE/TTa

Small Small TTb

Large Small FE
Small Large TT

r level.

This journal is © The Royal Society of Chemistry 2017
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Fig. 7 CT state energy dependence of the effective energy difference
defined by eqn (16) of 1-(m, n) (a) and 2-(m, n) (b). Filled and blank
markers represent even and odd combinations, respectively. Black, red
and blue markers represent n ¼ 1, 2 and 3, respectively. Square and
circle markers represent m ¼ n and m s n, respectively.
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Besides, we also nd the large VFE–TT¼ 390.8 meV. Judging from
these results, we conclude that highly efficient SF in BET-B is
due to these large non-horizontal couplings as compared to the
horizontal couplings, which favour the energetically exothermic
condition, and due to the large VFE–TT, which induces very fast
SF. Of course, we cannot expect nearly 2 eV stabilization
through the electronic coupling in the TT state, which is clearly
beyond the perturbation region. Despite that, we certainly ob-
tained qualitative agreement with the experiment49 and the
theoretical calculation50 with more sophisticated methodology.
This example highly motivates us to further investigate the
possibility of our designed molecules, especially the case (II-PN)
(2-(2, 1) and 2-(3, 2)) for SF, where the non-horizontal couplings
are much larger than the horizontal couplings. This is in the
same situation as the case of BET-B, though here we have ach-
ieved that through the control of bridge-mediated contribution.
Although the coupling, VFE–TT, and exothermicity |(ETT� EFE)

eff|
are small as compared to those in BET-B, fast SF is expected for
both of them (sSF ¼ 120–300 ps in 2-(2, 1) and 1.7–4.3 ns in 2-(3,
2)), by optimistically assuming that the SF rate is proportional
to the square of VFE–TT with exothermic conditions (sSF/s

BET-B
SF ¼

|VFE–TT/V
BET-B
FE–TT|

2). These are still two or three orders faster than
the previously reported low yield tetracene dimers. As previously
reported non-radiative and radiative decay time constants for
most tetracene dimers are in the order of ten nanosec-
onds,42,46,49 2-(2, 1) and 2-(3, 2) should be promising candidates
for SF, though a faster non-radiative decay in 500 ps was re-
ported for BET-B.

We note an interesting point in the effective energy differ-
ence eqn (8) for covalently-linked systems. Using rough but
reasonable approximations (see the ESI†), we can show that the
effective energy difference is always higher than the energy
difference without the CT-mixing,

(ETT � EFE)
eff > ETT � EFE(¼�0.11 eV) (16)

This is derived for covalently-linked dimers with a construc-
tive bridge, two constructive bridges of the cases (I-PP) and (II-
PP), where these cases give large amplitudes in all or horizontal
part of the Fock matrix elements, and of the case (I-PN), where
all the Fock matrix elements are small. This relationship (eqn
(16)) seems to hold certainly in the cases (I-PP), (I-PN) and (II-
PP) investigated here. The inequality eqn (16) indicates that
TTA is much easier to achieve its energetic requirement than SF
in covalently-linked dimers. At the same time, it is also shown
that our strategy of using multiple bridges, which breaks eqn
(16), is a powerful tool for realizing SF exothermically. Indeed,
this has been achieved in the case (II-PN), where only the non-
horizontal couplings are enhanced and breaks eqn (16). Eqn
(16) seems also consistent with the results of previous SF
studies, where most tetracene dimers41,42,44–46 and crys-
tals15,18–20,22,25,26 show the endothermic behaviours except for
BET-B.49

Finally, we examine the above perturbation analysis through
the full diagonalization of the Hamiltonian eqn (1), see the
ESI,† where the relative eigenenergies and main characters of
the eigenstates are presented (Fig. S9 and S10†). We nd good
This journal is © The Royal Society of Chemistry 2017
agreement between the perturbative analysis and the full diag-
onalization in both the energies and characters in the cases of
odd combinations of 1-(m, n), and of odd and even combina-
tions of 2-(m, n). However, in the result of full diagonalization,
we also nd that the even combinations of 1-(m, n) have the
lowest excited eigenstates mainly composed of TT character,
which are different from those predicted by the perturbative
analysis. In the even combinations of 1-(m, n), all the electronic
couplings Fij are large in their magnitudes, and thus they might
induce a difficulty in the perturbation approximation. Both FE
dominated and TT dominated states are found to be signi-
cantly stabilized through the mixing with CT states in these
compounds, and thus in such a case a variational calculation
may be inevitable. From these results, we conclude that the
perturbative approach (eqn (8)) can predict the consistent
character of the lowest excited state with that obtained from
variational calculations except for the case where both hori-
zontal and non-horizontal couplings are signicantly large with
similar amplitudes. We also conrm the stabilization of the TT
state in 2-(2, 1) and 2-(3, 2) is not so much as to slow down SF
and as to prohibit the TT state from separating into free trip-
lets.99 We have also performed the full diagonalization for BET-
B, and obtained the lowest eigenstate dominated by TT state
(55.8%) followed by CT state (41.8%). The TT dominated
eigenstate was lower in its energy than the next lowest eigen-
state dominated by FE character by 647.8 meV. Again, we see
a qualitative agreement between the results obtained from
perturbative and variational approaches.

5.4 CT state energy dependence

In the previous section, we discussed the perturbation analysis
based on the xed energy in the CT state, 2.91 eV, 0.3 eV higher
than the FE state. Here, we consider the CT state energy
dependence because the CT state energy is known to be sensi-
tive to the environment, which might change the discussion in
the previous section. In Fig. 7, we show the effective energy
differences (ETT � EFE)

eff in 1-(m, n) and 2-(m, n) as a function of
the relative CT energy ECT � EFE. Other CT-mediated terms are
also shown in the ESI.† We nd signicant CT energy depen-
dence in all the molecules except for odd combinations of 1-(m,
RSC Adv., 2017, 7, 34830–34845 | 34841
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n), where all the Fock matrix elements are small, especially in
the small ECT region. The effective energy difference in the even
combinations of 1-(m, n) is found to change from positive to
negative values as the relative CT energy ECT � EFE goes up from
300 to 400 meV. This indicates that the lowest excited state in
the even combinations of 1-(m, n) is highly sensitive to the CT
state energy, which depends on the environmental condition
such as solvent or crystal eld effect. This implies that the FE–
CT and TT–CT mixings indicated by large amplitudes of all the
Fock matrix elements in this kind of molecules are strong, and
thus the effect of the mixing with the CT states is sensitive to the
CT state energy. For other molecules, the CT state energy
dependence is not serious. This is because, for the odd
combinations of 1-(m, n), all the Fock matrix elements are
small, which results in small CT mixing effect and the similar
effective energy difference to that of non-mixed states, ETT �
EFE. In contrast, for 2-(m, n), the situation is different. In these
molecules, either one of the FE energy stabilization originating
from the horizontal couplings or TT energy stabilization from
the non-horizontal couplings has been found to be signicant.
Hence, as one of them is large, the relative energy balance
between the FE and TT does not likely change even when the CT
state energy varies. Consequently, the discussion in the
previous section is considered to be weakly dependent on the
CT state energy for all the molecules except for the even
combinations of 1-(m, n). Finally, we note that the inequality
eqn (16) holds for all the CT energy range for the cases (I-PP), (I-
PN) and (II-PP).
5.5 Relationship with single-molecular devices and
intramolecular electron or hole transfer systems

We note here the relationships between the above discussion
and the previous studies of quantum interference in single-
molecular conductors and intramolecular electron transfer
systems, where the quantum interference effect has also been
studied.67–69 In the research area of single-molecular devices,
quantum interference is well recognized and considered as one
of the most important issues. In the previous discussions of
quantum interference in that eld, the phase relationship
between a bridge and electrodes, which corresponds to chro-
mophores in this study, do not play any roles in charge
conductivity because the electrodes have a continuum state,
where we cannot know the phase of wavefunction. The phase
effect of an electrode would be averaged and thus be hidden by
the dense continuum state, so that the relative sign of couplings
provided through each bridge would not affect the total trans-
mission (coupling). However, the relative phase of chromo-
phore MOs at the bridge-linked positions is crucial for SF and
TTA, as shown in the comparison between (I-PP) and (II-PP),
and between (I-PN) and (II-PN). Due to the discrete energy
levels of the HOMO and LUMO of chromophores, we have
found crucial roles of the relative phase of the MOs at the
bridge-linked positions.

On the other hand, intramolecular electron or hole transfer
systems such as norbornyldienes were investigated in terms of
electronic coupling through covalent bonds.67,68 Many kinds of
34842 | RSC Adv., 2017, 7, 34830–34845
bridges with different length and connection patterns were
considered, and their effects on the electron or hole transfer
rate from the quantum interference viewpoint were discussed.
Unlike these series of studies, where one of the horizontal
couplings is the issue, SF and TTA need an additional consid-
eration of the other electronic coupling, that is, the non-
horizontal coupling, whose relative value to the horizontal
one was shown to be crucial to tune the energetic conditions.
Consequently, we have found many interesting quantum
interference effects in the four cases (I-PP), (I-PN), (II-PP) and (II-
PN) on the FE–TT state energetics, which are not observed in the
elds of single-molecular conductors nor intramolecular elec-
tron (hole) transfer systems.

6 Conclusions

We have investigated the tetracene dimers bridged through two
polyynes with various lengths and two bridging patterns as
examples of doubly-bridged intramolecular SF and/or TTA
systems by density functional theory calculations combined
with Green's function method. In order to achieve the desired
energetic conditions for SF and/or TTA, we have proposed the
idea of quantum interference within a bridge and between
bridges both in mathematical and graphical representations.
We have discussed the four situations of bridgingmanners, that
is, the cases (I-PP), (I-PN), (II-PP) and (II-PN). The case (I-PP)
induces large bridge-mediated contributions in all the Fock
matrix elements, while the case (I-PN) induces small bridge-
mediated contributions in all the Fock matrix elements. The
case (II-PP) induces large horizontal couplings and small non-
horizontal couplings, while the case (II-PN) induces small
horizontal couplings and large non-horizontal couplings. These
four cases are classied by which the PC or NC bridges are used
as well as by the bridge-linked positions. As the horizontal and
non-horizontal couplings are related to the stabilization in the
FE and TT states, respectively, as shown in the perturbation
analysis, these element-selective design guidelines of the
coupling matrix elements would realize the relative energy
tuning for SF or TTA using the same target materials.

Indeed, we have achieved the desired energetic conditions
for SF in the cases (I-PN) and (II-PN), and for TTA in the cases (I-
PP) and (II-PP) using the common chromophore, tetracene. We
have analysed the differences of them through the perturbation
approach. In the perturbation analysis, we have found that in
the case (I-PP) the lowest state is the FE or TT state (CT energy
sensitive), in the case (I-PN) the TT state, in the case (II-PP) the
FE state and in the case (II-PN) the TT state. In spite of the same
lowest state in the cases (I-PN) and (II-PN), we have also found
the exothermicity in SF is larger in the case (II-PN) than (I-PN).
We have also shown the inequality eqn (16), which represents
the importance of the element-selective design of electronic
couplings especially for realizing efficient SF in near isothermic
chromophores such as tetracene. Comparisons with the
previous reports on tetracene dimers indicate the validity of our
designedmolecules and design strategies for fast and high-yield
SF. We have also found that the quantum interference between
bridges proposed here is crucial in covalently-linked SF and TTA
This journal is © The Royal Society of Chemistry 2017
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systems in contrast to single molecular conductors and intra-
molecular electron/hole transfer systems. The proposed strategy
for realizing the desired patterns of the electronic couplings in
a covalently-linked system is not limited to polyynes but can be
applied to many other bridge moieties. Relative MO phases can
be easily obtained by conventional ab initio calculations or even
by considering a simple orbital diagram derived from, for
example, Hückel approximation level of theory.
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