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motions to proteolytic stability of
sunflower trypsin inhibitor-1†

Wanqing Wei, Jing Ma, Daiqian Xie and Yanzi Zhou *

The remarkable capability of an enzyme isn't only determined by its active site but also controlled by the

environment. To unravel the environment role in catalysis, the dynamic motions as well as the static

mechanism need to be studied. In this work, QM/MM MD simulations were employed to study the

proteolysis process of SFTI-1 and BiKF, which revealed that a combination of static non-bonded

interactions and dynamic motions along the reaction coordinate can account for the different hydrolysis

rates between them. A comparison among SFTI-1 and three analogs with similar non-bonded

interactions further revealed a positive correlation between the mobility of inhibitors and the hydrolysis

rates. Apart from the cyclic backbone and disulfide bond, intramolecular hydrogen bonds also increase

the rigidity of the backbone of inhibitors, and therefore hinder inhibitor motions to resist proteolysis.

These new detailed mechanistic insights suggest the need to consider inhibitor motions in the rational

design of peptide inhibitors.
1. Introduction

Native peptides are oen not directly suitable for use as
convenient therapeutics due to their high susceptibility to
proteases and other intrinsic weaknesses.1,2 So various peptide
modication strategies have been developed to address this
limitation, among which macrocyclization (such as a disulde
bridge or head-to-tail cyclization) is one of the most prominent
methods.3–5 The smallest cyclic peptide among the Bowman–
Birk inhibitor (BBI) family is sunower trypsin inhibitor-1
(SFTI-1), which only has 14 amino acids but adopts a rigid
and well-dened bicyclic structure6,7 containing a head-to-tail
cyclization and a disulde bridge. The potent activity of SFTI-
1 against trypsin suggests it is an ideal framework for tuning
selectivity towards clinically relevant proteases.8–11 Moreover,
the very small size, strong inhibitory and high hydrolysis
stability12,13 of SFTI-1 have made it an excellent scaffold14 for
protein engineering.15–20 Sequences with completely novel
function can be graed into the SFTI-1 framework, for engi-
neering of radiopharmaceuticals, antimicrobials, proangio-
genic compounds, and rheumatoid arthritis and autoimmune
disease peptides.21–28

SFTI-1 binds to trypsin in a substrate manner but can resist
proteolysis for a quite long time. The hydrolysis rates of SFTI-1
and its analogs have been studied extensively. Several studies
have examined the contributions made by the cyclic backbone
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ESI) available: Fig. S1 to S11 and Tables
and a disulde bond to the proteolytic stability of SFTI-1. Lack
of either a disulde bond or cyclic backbone showed decreased
proteinase resistance to trypsin and inhibitory activity.6,13,20,29–32

The studies on two monocyclic analogs of SFTI-1 showed that
the one keeping head-to-tail cycle was remarkably faster
hydrolyzed than the with a disulde bridge.13 On top of it, the
hydrogen-bond network also appears to be a crucial determi-
nant of the function of SFTI-1.29,33–35 However, the dynamic
aspect, e.g. how the hydrolysis actually proceeds, haven't gained
enough attention. Recently, conformational dynamics have
been realized to be also important in enzyme reactions.36–39 Yet,
the role of conformational changes in enzyme catalysis remains
unclear. These studies on SFTI-1 and its analogs offer us a good
opportunity to uncover the effects of conformational motions as
well as structural factors on hydrolysis stability of SFTI-1.

In this work, we rst studied the hydrolysis mechanism of
SFTI-1, next compared the hydrolysis properties of SFTI-1 and
BiKF. We uncovered the main structural and dynamic factors to
control the hydrolysis rate and then successfully applied them
to explain the hydrolysis rate for twomonocyclic and one acyclic
analogs of SFTI-1. Those ndings would provide useful infor-
mation for designing therapeutic and diagnostic agents with
high proteolytic stability from peptide templates.
2. Results and discussion
2.1 The reaction mechanism for proteolysis of SFTI-1

The rst task of theoretical study is to computationally char-
acterize the whole proteolysis process of SFTI-1. The scissile
bond of SFTI-1 lies between Lys5-I and Ser6-I (“-I” refers to
residues of inhibitor SFTI-1), and trypsin employs a catalytic
This journal is © The Royal Society of Chemistry 2019
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Fig. 1 The free energy profile for trypsin-catalyzed SFTI-1 hydrolysis.
The energy for E + I was derived from the experimental dissociation
constant,12 while others were calculated from MD simulations with
umbrella sampling. TS3 and TS4 are transition states of acylation and
deacylation respectively.
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triad Ser195/His57/Asp102. The process of SFTI-1 hydrolyzed by
trypsin40 is outlined in Scheme 1 and Fig. S3:† the reaction
proceeds in two chemical stages, acylation and deacylation;
aer acylation reaction, the hydrolytic water enters the active
site, which is required in deacylation. The free energy curve for
the whole proteolysis process is illustrated in Fig. 1, S5 and S7.†
While the change of the reaction coordinates during the reac-
tion was presented in Fig. S6 and S8.†

Initially, trypsin and SFTI-1 form a tight binding enzyme–
inhibitor complex (EI) with a dissociation constant of 3.0 �
10�10 M.12 The acylation reaction then proceeds in two chemical
steps interspersed with one subtle His-ring re-orientation step
between two distinct TI congurations, as shown in Fig. 2. First,
the OG atom of Ser195 nucleophilic attacks the carbonyl carbon
atom of Lys5-I to form a C–O bond. Meanwhile the proton
transfers to the NE atom of His57, and then the rst tetrahedral
intermediate TI1 is formed. Asp102 serves to orient His57 and
to neutralize the charge developed on it at transition states and
intermediates. To check whether it adopts a stepwise or
concerted mechanism, a two-dimensional free energy surface
was constructed for the rst step of acylation reaction as shown
in Fig. S4,† in which one dimension represents the proton
transfer process from Ser195 to His57 and the other represents
the nucleophilic attack by Ser195 to the C atom of the scissile
bond. Clearly, the two processes occur simultaneously. At the
TI1, we can see that the protonated His57 is indeed still close to
the OG atom of Ser195 and forms a stable hydrogen bond with
a O/H distance at 1.63 � 0.12 Å, while the proton is far from
the leaving N of the scissile bond with an N/H distance at 3.05
� 0.13 Å. In order to favor the forward progress of the reaction,
our simulations indicate that the enzyme only needs a subtle re-
orientation of the His57 ring to yield a second meta-stable
tetrahedral intermediate TI2, in which the proton of His57 is
well positioned to protonate the nitrogen of the leaving group,
with an N/H distance at 1.91 � 0.09 Å and a donor-hydrogen–
acceptor angle at 146.9� 5.3�. Meanwhile, the subtle movement
of His ring is accompanied with a slight change in the newly
formed C–O bond and the C–N scissile bond. Next the proton
transfers from His57 to the N atom of scissile bond and the C–N
bond of SFTI-1 breaks leading to a stable product acyl-enzyme
intermediate state (EA1). At the EA1 state, Lys5-I has been
acylated meanwhile the proton of hydroxyl group of Ser195 has
transferred to the N atom of Ser6-I. During the reaction, accu-
mulated negative charge on the carbonyl oxygen atom of the
scissile bond is stabilized by the oxyanion hole formed by the
main chain NH group of Gly193 and Ser195. The calculated free
energy barrier of 30.0 kcal mol�1 suggests that the acylation
Scheme 1 The kinetic mechanism for hydrolysis of SFTI-1 by trypsin. I
is the intact peptide inhibitor, while P is the cleaved inhibitor. EI,
enzyme–inhibitor complex; EA1, acyl-enzyme after acylation; EA2,
acyl-enzyme with a water molecule in the active site; EP, enzyme
binding with the cleaved inhibitor.

This journal is © The Royal Society of Chemistry 2019
reaction takes place very slowly, and the free energy of EA1 is
2.5 kcal mol�1 lower than that of EI state, indicating the acyl-
ation process is exothermic. The intermediate TI1 and TI2 are in
a shallow well as shown in Fig. S5.† To check whether they are
real intermediates or just appearance of a mere computational
shortcoming, we carried out unrestrained ab initio QM/MMMD
simulations for 10 randomly chosen snapshots at TI1 and TI2
states respectively. The averaged lifetime of TI1 is about 2.5 ps
showing that TI1 state can be meta-stable. While the lifetime of
TI2 is only 300 fs which is on the order of a vibration period
(�100 fs),41,42 so the His-ring re-orientation stage and the second
proton transfer stage might be considered as uncoupled
concerted.

The second stage is the access of hydrolytic water to form
another acyl-enzyme EA2. The C–N distance is 3.07 � 0.14 Å at
EA1 state from QM/MM-MD simulation. While during a 250 ns
classical MD simulation at EA1 state, the C–N distance of the
scissile bond uctuated between 3 and 10 Å, with the most
probable distance around 5.0 Å as illustrated in Fig. 3(a). Aer
50 ns MD simulations, water molecules can enter the active site
automatically and be ideally positioned to nucleophilic attack
the newly formed C–O bond when the C–N distance is larger
than 4.4 Å, but will dri out when the C–N distance goes down.
Then we chose the distance of the C–N bond as reaction coor-
dinate to calculate the potential of mean force by employing 200
ns classical MD simulations with umbrella sampling, which is
illustrated in Fig. 3(b). There is a shallow well around 3.1 Å and
represents EA1 state. Then one water molecule forms
a hydrogen bond with the N atom of Ser6-I at the C–N distance
around 3.8 Å, accompanied by a slight decrease in energy. Water
molecules can enter the active site when the distance is larger
4.5 Å and form an additional hydrogen bond with the NH2

group of Ser6-I at near 5.8 Å, which can help to further stabilize
the structure and explain the energy well around 5.8 Å on the
PMF. Therefore we located EA2 state here. From the MD
simulations, clearly, the access of water can happen
RSC Adv., 2019, 9, 13776–13786 | 13777
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Fig. 2 Illustration of averaged key structures for the acylation reaction of SFTI-1 fromQM/MM-MD simulations. “-I” refers to residues of inhibitor
SFTI-1. EI, enzyme–inhibitor complex; TS1, TS2 and TS3 are three transition states; TI1 and TI2 are two distinct tetrahedral intermediates; EA1,
acyl-enzyme after acylation.

Fig. 3 (a) The C–N distance of the scissile bond of SFTI-1 at EA1 state
from 250 ns classical MD simulations; (b) the potential of mean force
for the elongation of the scissile bond C–N distance.
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spontaneously aer acylation, and no additional energy is
required in this stage.

When it is right oriented in the active site, the water will
serve as the nucleophile to attack the carbon atom of the newly
13778 | RSC Adv., 2019, 9, 13776–13786
formed C–O bond. The reaction mechanism of the deacylation
is similar to that of acylation with a much lower energy barrier
as illustrated in Fig. 1 and 4. Finally, the cleaved SFTI-1 (labeled
as P in Scheme 1) will dri out of the enzyme to recover the free
enzyme. From the whole free energy curve in Fig. 1, the acyla-
tion reaction is the rate-limiting step of proteolysis progress,
and the total free energy barrier is 30.0 kcal mol�1 at pH ¼ 7.
Classical molecular dynamics simulations normally don't
consider the quantum effects on the vibrations, which might
cause signicant errors in the potential of mean force. To ach-
ieve the quantum mechanical vibrational correction, we calcu-
lated the frequencies at EI and TS3 states for QM region at the
same level of theory with projecting the reaction coordinate out
of the Hessian43–45 by Gaussian16.46 Considering of quantum-
mechanical correction to the classical vibrational free energy
reduces the free energy barrier to 27.7 kcal mol�1. The experi-
mental active energy barrier is 25.5 kcal mol�1 with transition
state theory at pH ¼ 8.3,13 while the estimated energy barrier is
23.7 kcal mol�1 derived from half-life of 435 � 20 min at pH ¼
3.5.12 It is worth mentioning that the pH dependence of the
overall hydrolysis rates for BBI family contrasts to the behavior
of ordinary protein substrates displaying an optimum at phys-
iological pH. Their rate constants are increased rather abruptly
under acidic conditions.12,47 For example, when pH value
increased from 3.5 to 7.0, the hydrolysis rate constant of the
soybean Bowman–Birk inhibitor decreased by 2–3 orders of
magnitude,47 corresponding to 2.7–4.1 kcal mol�1 increment in
free energy. Considering the inuence of pH on hydrolysis rates,
our total free energy barrier is in agreement with the experi-
mental value.

2.2 The environment role in acylation of SFTI-1 and BiKF

BiKF is a bicyclic mutant of SFTI-1, in which the non-reactive, 5-
mer turn of SFTI-1 is replaced by a second, reactive 9-mer loop.12

Though the bicyclic structure is retained in BiKF, its hydrolysis
half-life reduces 15 times compared to SFTI-1.12 Therefore it
offers us a good opportunity to study the effect of other factors on
hydrolysis resistance other than a disulde bond or cyclic back-
bone. Since the acylation reaction is rate-limiting, we only
This journal is © The Royal Society of Chemistry 2019
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Fig. 4 Illustration of averaged key structures for the deacylation reaction of SFTI-1 from QM/MM-MD simulations. EA2, acyl-enzyme with
a water molecule in the active site; TS4 and TS5 are two distinct transition states; TI3, tetrahedral intermediate; EP, enzyme binding with the
cleaved SFTI-1.

Fig. 5 The free energy profiles for the acylation reaction of SFTI-1 and
BiKF.

Fig. 6 Illustration of averaged key structures for acylation reaction of Bi
BiKF. EI, enzyme–inhibitor complex; TS1, TS2 and TS3 are three distinct t
EA1, acyl-enzyme after acylation.

This journal is © The Royal Society of Chemistry 2019
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studied this stage for BiKF on QM/MM level. The hydrolysis rate
of BiKF is about 18 times faster than that of SFTI-1 according to
the calculated acylation free energy barrier from Fig. 5, which is
in reasonable agreement with the experimental ratio of 15.12 Our
computation results indicate that the acylation reaction of BiKF
shares the same reaction mechanism as SFTI-1 as illustrated in
Fig. 6. The free energy curve and change of reaction coordinate
were also presented in Fig. S9 and S10† for acylation reaction of
BiKF. Clearly, both the energy curves and changes of bond
lengths are similar for SFTI-1 and BiKF in acylation reaction. One
should notice that the quantum dynamics effects have a signi-
cant effect on rate constants.44,48 The quantum effect of vibration
decreases the free energy barrier by 2.3 and 2.2 kcal mol�1 for
SFTI-1 and BiKF respectively. We also estimated the tunneling
effect by tting our PMFs to unsymmetrical Eckart function.49 For
SFTI-1, the tunneling correction factor is 1.40 � 0.04, while for
BiKF, it's 1.36 � 0.05. Although this model is inexpensive and
very easy to use, it's not accurate. Amore reliable way is to employ
KF from QM/MM-MD simulations. “-I” means this residue is of inhibitor
ransition states; TI1 and TI2 are two different tetrahedral intermediates;

RSC Adv., 2019, 9, 13776–13786 | 13779
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Fig. 7 The stick models of (a) SFTI-1 and (b) BiKF. Contributions from the individual residue to the energy barrier are labeled. The negative value
indicates that the residue helps decrease the energy barrier, whereas the positive one suggests that the residue deters the reaction. Energies are
in kcal mol�1.

Fig. 8 The free energy profiles for rotation of the torsion angle u at EI
state for SFTI-1 and BiKF from classical MD simulations. The torsion
angle u is defined as the dihedral of CA–C—N0–CA0 to monitor the
rotation of the scissile peptide bond.
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variational transition state theory,45,50 which requires the second
derivative along the reaction path and is difficult to be applied to
the high-level ab initio QM. Nevertheless, because the two
systems have the same QM regions with similar energy curves,
the tunneling contributions in calibrating energy surfaces
between them might cancel out just as the estimated tunneling
effect by the Eckart tunneling model indicates. The recrossing
transmission coefficient was estimated by using Bennett-
Chandler method.51,52 It's 0.53 and 0.46 for SFTI-1 and BiKF
respectively. Though it's important to consider the recrossing
effect in determining the absolute reaction rate, the contribution
of recrossing is similar for the two inhibitors just as the tunneling
effect does. Therefore, the relative reaction rate constants are still
reliable.
13780 | RSC Adv., 2019, 9, 13776–13786
The reaction rate of enzyme catalysis isn't only determined
by the active site but also controlled by its environment. To
investigate the effect of environment on the free energy barrier,
we rst examined the contribution from non-bonded interac-
tions between MM atoms and QM region to the energy barrier.
Because of various inherent approximations employed in the
energy decomposition calculations, the calculated values can
only be employed as qualitative indicators. In order to further
elucidate how the transition states are stabilized, we calculated
the individual residue contribution to the TS3 stabilization
from non-bonded interactions between MM atoms and QM
region. For each state, 1000 structures were chosen and aver-
aged interactions between individual residue and QM region
were calculated using Amber99SB force eld. The point charges
of QM atoms were taken from the previous QM/MM calculation
for individual structure. The contribution of one residue to the
energy barrier was estimated as the interaction at the TS3 state
minus that at the EI state. The negative value indicates that
residue decreases the energy barrier therefore to stabilize the
TS3 state, while the positive one is unfavorable. The total
contribution from the enzyme and inhibitor environment to the
acylation energy barrier of SFTI-1 is 4.91 � 0.60 and 2.10 �
0.79 kcal mol�1 respectively, while it is 5.31 � 0.31 and 3.53 �
0.69 kcal mol�1 to that of BiKF. The most difference originates
from the residues in the secondary loop of the two inhibitors as
listed in Fig. 7. Especially, the electrostatic interaction between
the positively charged guanidinium group of Arg2-I and the
accumulated negative charge on the oxygen atom of the
carbonyl group of Lys5-I would favor the acylation reaction of
SFTI-1, while the effect of Ile2-I in BiKF is minor. To our
surprise, the total non-bonded interactions between the inhib-
itor and the active site increase the energy barrier of BiKF more
than SFTI-1, which is opposite to the order of energy barrier
heights.

Beyond static views, conformational dynamics have been sug-
gested to play an important role in enzyme reactions.36–39 In this
This journal is © The Royal Society of Chemistry 2019
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Fig. 9 (a) Amino acid residue sequences of SFTI-1 and its three analogs; (b) the structural alignment based on backbone heavy atoms in stick
model; (c) calculated conformational entropies (Sconf) for bound SFTI-1 and its three analogs.

Table 1 Rotation free energies for the torsion angle u from planar to
140� at EI state for SFTI-1 and three analogs and comparison with
experimental hydrolysis rates

Inhibitors

Rotation free energy

Hydrolysis ratea/s�1DG (kcal mol�1) exp (�DG/RT)

SFTI-1 7.9 � 0.3 (1.0–2.7) � 10�6 1.2 � 10�6

Analog-1 7.2 � 0.1 (4.4–6.2) � 10�6 4.1 � 10�6

Analog-2 5.7 � 0.2 (0.5–0.9) � 10�4 1.1 � 10�4

Analog-3 4.4 � 0.1 (5.0–7.0) � 10�4 —

a The hydrolysis rates were estimated from experimental values.13
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work, we tried to distinguish out the motions representing
conformational changes along the reaction coordinate and to
estimate their effects on the hydrolysis rate. The superposition of
EI (enzyme–inhibitor complex), TI1 (tetrahedral intermediate 1),
TI2 (tetrahedral intermediate 2) and TS3 states in Fig. S5† shows
that the acylation proceeds with a remarkable economy of
motion.53–55 Once the motions required to form the tetrahedral
transition state TS3 are retarded, the hydrolysis of serine proteases
inhibitors will slow down. From EI state to TS3 state, the oxygen
atom of the hydroxyl group of Ser195 will nucleophilic attack the C
atom of scissile bond while the hydrogen atom will transfer to
the N atom of Ser6-I, thus to cause the C–N bond between Lys5-I
and Ser6-I to break down as shown in Fig. 2 and 6. Apart from
the translation of atoms in the active site, a rotation of the scissile
bond is also required since the hybrid state of the carbonyl carbon
of scissile bond changes from sp2 at EI state to sp3 at the
This journal is © The Royal Society of Chemistry 2019
tetrahedral intermediates. Here, we employed the torsion angle u
dened in Fig. 8 to monitor this rotation, which is varying from
near-planar structure to tetrahedral at TS3 state from our QM/MM
MD simulations. Comparison of the structures among different
states in Tables S1 and S2† shows that the conformational changes
along the reaction path are subtle and similar for both SFTI-1 and
BiKF. The small difference between the non-bonded contribution
of protein to EI and TS3 state also indicated the reorganization of
the protein is similar for the two inhibitors. However, the rotation
of the amide bond might be affected by the inhibitor backbone
rigidity. Therefore, we mainly focused on the motions of inhibi-
tors. Hydrogen bondsmight play an important role responsible for
the different hydrolysis rates. Though the bicyclic structure is kept
in BiKF, the inter- and intra- molecular hydrogen bonds are less
extensive than SFTI-1 as listed in Tables S3 and S4,† which might
make the rotation of BiKF easier. We calculated the free energy
needed for u angle rotating from planar to tetrahedral structure at
EI state from 10 ns classical MD simulations with umbrella
sampling, and found it required about 7.9 � 0.3 kcal mol�1 for
SFTI-1, which was 3.2 kcal mol�1 higher than for BiKF as illus-
trated in Fig. 8. Previous studies show that non-bonded interac-
tions can stabilize the transition state for SFTI-1 1.8 kcal mol�1

more than BiKF, while the free energy barrier of SFTI-1 is
1.7 kcal mol�1 higher than BIKF. Obviously, the combination of
inhibitor motions and non-bonded interactions together can
account for different hydrolysis rates between SFTI-1 and BiKF.

2.3 The role of inhibitor motions in the hydrolysis rate

To further verify the effect of conformational motion of inhib-
itors on proteolysis, we studied two monocyclic analogs with
RSC Adv., 2019, 9, 13776–13786 | 13781
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either a disulde-bridged loop or a head-to-tail cyclization, and
one acyclic analog of SFTI-1. The change in the electrostatic
environment of the enzyme or inhibitor will result in both the
electronic cloud and the motions of enzyme or inhibitor. The
former can be approximately measured by the non-bonded
contribution of individual residue to the transition state stabi-
lization. Because residues of these peptides are almost the same
as SFTI-1 in Fig. 9(a) indicating non-bonded interactions within
them are similar, we only focused on the effect of inhibitor
motions on hydrolysis rates. First, a 100 ns NTP MD simulation
was performed for each mutant at EI state. We aligned back-
bone structures of three bounded variants with SFTI-1 in
Fig. 9(b). These analogs display similar backbone conforma-
tions in the binding loop to SFTI-1, but increased exibility as
the conformational entropy (Sconf)56 shown in Fig. 9(c), which
heights are in the order of the hydrolysis rates. We then calcu-
lated the free energy required for the rotation of torsion angle u
at EI state for these mutants by 10 ns classical MD simulations
with umbrella sampling. Table 1 illustrates that for SFTI-1 and
the analogs, there is a positive correlation between the rotation
energy barrier and the hydrolysis resistance. The introduction
of one cyclic element (a disulde bridge or head-to-tail cycliza-
tion) to the acyclic analog-3 increases its proteinase resistance.
While the effect of both cycles is little larger than the sum of
effects of the single cycle. The rotation free energy of analog-1 is
about 1.5 kcal mol�1 higher than analog-2, which demonstrates
the effect of the disulde bond is more signicant in resisting
hydrolysis than the head-to-tail cyclization in this case.13 We
summarized hydrogen bonds within these peptides at EI state
in Tables S3 and S5† and found that hydrogen bonds are
signicantly weaker in these analogs than SFTI-1. Moreover, the
number of hydrogen bonds in analog-1 is more than in analog-
2, which may explain the higher efficiency of the disulde bond.
Obviously, hydrogen bonds also play an important role in
peptide motions and therefore inuence the hydrolytic stability.

3. Conclusion

In summary, we studied the whole proteolysis progress of SFTI-
1 catalyzed by trypsin. The acylation reaction is the rate-
determining step. Compared to BiKF, the non-bonded interac-
tion would favor the nucleophilic attack of the OG atom of
Ser195 to the scissile bond and thus could speed up the acyla-
tion reaction for SFTI-1. On the contrary, hindered inhibitor
motions, to be specic, the increased rotation energy barrier of
the peptide bond would slow down the acylation reaction more
signicant for SFTI-1 than for BiKF. Therefore, proteolytic
stability of SFTI-1 is mainly caused by its retarded motions
along the reaction coordinate.

For the analogs lacking bicyclic structure, there is a negative
correlation between the rotation energy of the scissile peptide
bond and the hydrolysis rate, which illustrates the determinant
role of the hindered inhibitor motions in the resistance to
hydrolysis. Our studies showed that very small chemical
changes can lead to a substantial decrease in proteolytic
stability. The formation of a macrocycle greatly improves the
rigidity of the backbone and therefore retards inhibitor
13782 | RSC Adv., 2019, 9, 13776–13786
motions. However, it alone appears insufficient to account for
the rigidity. Particularly in SFTI-1, the increased rigidity can also
be achieved by intramolecular interaction, especially the
hydrogen bonds.

These days, particular attention has been paid to the impact
of molecular motions within the protein or substrate on the
enzyme's catalytic properties.36–39 Our results throw novel
insights into the effect of inhibitor motions, which would not
only be instructive for the rational design of peptides drugs, but
also help to gure out how the enzyme works. However, there is
still a long way to go to characterize the essential motions of
substrate or enzyme, and to estimate their effect. Monitoring
conformational changes along the reaction path introduces
massive challenges for achieving sufficient spatial and temporal
resolution of functionally linked motions. A combination of
experiment and theory is necessary for the elucidation of
a complete picture of enzyme catalysis.

4. Computational details
4.1 Preparation of initial reactant systems and classical MD
simulations

The initial structure for the enzyme–inhibitor complex (EI) was
based on the X-ray crystal structure (Protein Data Bank identi-
cation code: 1SFI)7 of the complex formed between bovine
trypsin and SFTI-1. Besides the wild type, its variant BiKF was
also studied in this paper, in which the non-reactive, 5-mer turn
of SFTI-1 is replaced by a second, reactive 9-mer loop.12 The
protonation states of charged residues were determined at
constant pH 7 based on pKa calculations via the PROPKA57

program and the consideration of the local hydrogen bonding
network. All His residues were identied as HIE except His57 as
HID. Asp and Glu residues were deprotonated, while Lys and
Arg were protonated. Next, the system was neutralized, solved,
and equilibrated with a series of minimizations interspersed by
short molecular dynamics simulations with periodic boundary
condition. The system was initially placed in a rectangular water
box with the dimension of 70 � 72 � 66 Å3 containing 10351
TIP3P water molecules. Finally, an extensive molecular
dynamics simulation of 100 ns at constant temperature and
pressure was carried out. The pressure was maintained at 1 atm
and coupled with isotropic position scaling. The temperature
was controlled at 298 K with Berendsen thermostat method.58

All the simulations were performed using Amber16 molecular
dynamic package59 with Amber99SB60,61 force elds. The overall
structure of the system is quite stable in the trajectories with
backbone root-mean-squared deviation (RMSD) around 1.0 Å as
shown in Fig. S1.†

The inhibitor BiKF was rst minimized by Amber 16 and
then aligned with SFTI-1 in the pre-equilibrated SFTI-1-trypsin
complex to get the initial structure of BiKF-trypsin complex.
Then we relaxed the side chains of BiKF, all atoms of BiKF and
the whole system step by step. Finally, an extensive molecular
dynamics simulation of 100 ns at constant temperature and
pressure was carried out.

A snapshot was randomly chosen for the subsequent QM/
MM simulations. Aer acylation reaction, the partial charges
This journal is © The Royal Society of Chemistry 2019

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c9ra02114k


Paper RSC Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
M

ay
 2

01
9.

 D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 5
:5

1:
16

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
of acyl-enzyme were tted with HF/6-31G(d)62 calculations and
the restrained electrostatic potential (RESP) module63 in the
Amber package. Next, an MD simulation of 250 ns for an NTP
ensemble was carried out for acyl-enzyme. Then steered
molecular dynamics (SMD)64 pulling the scissile bond C–N
distance to 7 Å were performed to identify the initial structures
for leaving of the C–N terminal of inhibitors. Next, umbrella
sampling was employed to calculate the potential of mean force,
which are widely used in featuring the dynamical behaviors of
biological macromolecules at the atomic level.65–67 For each
window, 200 ns MD simulation was performed.
4.2 Setup for QM/MM MD simulations

Born�Oppenheimer MD simulations68,69 with ab initio QM/MM
potential and the umbrella sampling method70–72 have been
successfully applied to study several enzymes in our group.66,73,74

All ab initio QM/MM calculations were performed with modied
Q-Chem75 and Amber12 programs.76 The scissile bond of the
inhibitor lies between Lys5 and Ser6. The QM sub-system,
including the side chains of the catalytic triad (Ser195, His57,
and Asp102) of target enzyme and the scissile peptide portion of
the inhibitor, was described at the B3LYP/6-31+G* level for
acylation as shown in Fig. S2(a).†While for deacylation, the QM
region was chosen as the catalytic triad, the water molecule in
the active site, and Lys5 part as shown in Fig. S2(b).†

The prepared QM/MM system was rst minimized and then
employed to map out a reaction path with B3LYP/6-31+G* QM/
MMminimizations. Fig. S3† illustrates the reaction mechanism
and reaction coordinates employed for each chemical reaction
step. With a chosen reaction coordinate, rst, a minimum
energy path was mapped out with ab initio QM/MM restrained
minimizations using the reaction coordinate driving (RCD)
method.77 For each determined structure along the path, a 500
ps classical MD simulation was performed to equilibrate the
MM subsystem, with the QM subsystem being frozen. Since the
length of ab initio QM/MM MD simulations is quite short, this
step is important that the MM sub-system can be relaxed given
the change of QM sub-system. The nal snapshot from the MM
sub-system equilibration was used as the starting structure for
Born-Oppenheimer B3LYP/6-31+G* QM/MM MD simulations
with umbrella sampling for that window. For each window, at
least 30 ps simulations have been carried out, and a harmonic
potential force constant of 50 kcal mol�1 Å�2 was employed.
The last twenty ps QM/MM MD simulations were used to
calculate the free energy prole with the weighted histogram
analysis method (WHAM).72,78,79 The statistical error was esti-
mated by averaging the free energy difference between 10–20 ps
and 20–30 ps.80,81

The QM/MM boundary was treated by the pseudo-bond
approach77,82,83 with the improved parameters.84 All other
atoms were described by the same molecular mechanical force
eld used in classical MD simulations. For all QM/MM calcu-
lations, a dual-focal ab initio QM/MM-PME potential with the
periodic boundary condition85 was employed. The window size
was chosen as 0.2 Å along the reaction path, and 0.1 Å around
the transition state. The transition states were recognized as the
This journal is © The Royal Society of Chemistry 2019
highest points on the free energy proles.86 If we do optimiza-
tion starting from points very close to the transition states, the
structures will go towards the minima connected by the tran-
sition states. The structures randomly chosen at TS3 have the
highest negative frequencies around 1100 cm�1. Because they
are not the saddle points on the potential energy surface, there
are several other small negative frequencies (less than
200 cm�1), corresponding to small conformational uctuations
of the system. These calculations can conrm that those
structures are close to saddle points on the PES.

In all above classical MD simulations and QM/MM MD
simulations, long-range electrostatic interactions were treated
with particle mash Ewald (PME) method87,88 and 12 Å cutoff was
used for both PME and van der Waals (vdW) interactions. Time
step of 1 fs was employed. And the frequencies for QM region
were calculated at the same level of theory by the Gaussian 09
program.89

4.3 The estimation of transmission coefficient

Transition state theory (TST) was employed to describe the
reaction rate in this work. However, it doesn't take the quantum
effects into account. So we evaluated the nuclear tunneling and
recrossing effects in addition.

The asymmetric Eckart function90 was employed to obtain
the tunneling transmission coefficient. The asymmetric Eckart
tunneling correction can give reliable results at low tempera-
tures. Since the two intermediates are both meta-stable with
very shallow wells, we can employ only one asymmetric Eckart
function to describe the whole reaction progress. The one-
dimensional potential energy function is:

V ¼ � Ay

1� y
� By

ð1� yÞ2 (1)

y ¼ �exp(2px/L) (2)

A, B can be calculated by DV1 and DV2:

A ¼ DV1 � DV2 (3)

B ¼
� ffiffiffiffiffiffiffiffiffi

DV1

p
þ

ffiffiffiffiffiffiffiffiffi
DV2

p �2

(4)

DV1 and DV2 are the energy differences between the transition
state TS3 and the reactant state EI or product state EP
respectively:

DV1 ¼ ETS � ERC (5)

DV2 ¼ ETS � EPC (6)

x can be considered as the reaction coordinate which is set to
zero at the transition state TS3, and L is a characteristic length.
The parameter L is related to DV1, DV2 and imaginary frequency
at the transition state.49,91,92 But it's not necessary to calculate
the value of L. The probability of tunneling r(E) can be obtained
directly from DV1, DV2 and imaginary frequency by solving the
Schrödinger equation. Then the tunneling transmission coeffi-
cient at a given temperature can be obtained through the
RSC Adv., 2019, 9, 13776–13786 | 13783
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numerical integrating probability of tunneling r(E) over Boltz-
mann distribution of energies.49,91,92 We rst calculated the
frequencies for 100 structures at TS3 states for SFTI-1 and BiKF
respectively. And together with the free energy curves, we
calculated the tunneling transmission coefficients for each
structure and the averaged them.

The recrossing transmission coefficient was then evaluated
by employing Bennett–Chandler method.51,52 First, 100 snap-
shots were chosen from an equilibrated restrained QM/MMMD
simulation at TS3. Then the restraint was removed and an
unrestrained QM/MM MD simulation was conducted for snap-
shot with positive initial velocity along reaction coordinate.
Finally the recrossing transmission coefficient can be calculated
by the following formula:

kðtÞ ¼
�
vqð0Þdðqð0Þ � q1ÞqðqðtÞ � q1Þ

�
�
vqð0Þ

� (7)

in which, q is the reaction coordinate and q1 is for the estimated
transition state. q(0) is the initial reaction coordinate and q(t) is
the reaction coordinate at t. d is dirac delta function and vq(0) is
the initial velocity along reaction coordinate. The function q is
0 at the reactant side of the transition state and 1 at the product
side. Since our free energy curves are steep, the trajectories
forwarded to product or reactant very rapidly and q for each
snapshot was converged very quickly within 100–200 fs. So the
recrossing transmission coefficient would keep constant aer
200 fs simulations.
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