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Individual particle heating of interacting magnetic
nanoparticles at nonzero temperature

Jonathan Leliaert, *a Javier Ortega-Julia b and Daniel Ortega b,c,d

Interaction phenomena have become a hot topic in nanotechnology due to their influence on the per-

formance of magnetic nanostructures for biomedical applications. Hysteresis loops give a good account

of the particles’ magnetic behaviour, providing valuable clues on subsequent improvements.

Nevertheless, the individual hysteresis loops of these systems are also influenced by any potential energy

exchanged between the particles, and in contrast to non-interacting particles, are no longer a good

measure for the local heat generated by each particle. As of today, there is no method capable of analys-

ing the heat dissipation resulting from the nanoscale magnetisation dynamics in its full generality, i.e. in

the presence of interactions and at nonzero temperature (allowing for thermally induced switching), and

therefore the means of exploiting these dynamics remain hampered by a lack of understanding. In this

work we address this problem by proposing and validating an equation that can be used to resolve the

individual heat dissipation of interacting nanoparticles at nonzero temperature. After assessing this

equation for different model systems, we have found that the proportion of heat dissipated in each indi-

vidual particle tends to become more uniformly distributed for larger fields. Our results might have impli-

cations for magnetic particle hyperthermia where one of the most long-standing challenges is to achieve

a homogeneous therapeutic temperature distribution in the target region during a treatment. Although

tackling this issue involves a number of aspects related to the tissues involved, the injected nanoparticles,

and the applied magnetic field, we believe that a more homogeneous heating of the particles inside the

tumour will help to overcome this challenge.

1 Introduction

Cancer treatment is one of the applications that have been
most closely linked to magnetic nanoparticles, perhaps
because of the particles’ capability to produce localised heat
(hyperthermia) and deliver/release therapeutic agents directly
to tumours. Upon applying an ac (or radiofrequency) field,
nanoparticles start to dissipate heat due to the generated mag-
netic losses (reflected in hysteresis loops). For the time being,
researchers in the field have been able to make progress
towards the clinical implementation of magnetic hyperther-
mia.1 The two main elements of the therapy, namely magnetic
nanoparticles and field applicators, have experienced incre-
mental improvements until clinical trials have started taken

place.2 Besides, the availability of new ISO standards around
medical applications of magnetic nanocolloids is paving the
way towards a more homogeneous deployment of the tech-
nique worldwide,3 accelerating a broader adoption in the clini-
cal practice in the short and medium term. However, there is
still room for further improvement in some critical aspects,
like safety,4–6 given the stringent requirements to be met
during the approval of medical devices and drugs.7,8 While
this trend towards standardisation has positive connotations
for the medical approval process, it also entails increasingly
thorough knowledge and control over the physical properties
of the chosen magnetic nanoparticles.

Concerning the development or improvement of nano-
particles for magnetic hyperthermia, it is difficult to establish
a set of general conditions under which magnetic heating
effects can be maximised. One of the main reasons is our
limited understanding of the physics of single-particle
heating, which in turn prevents an adequate consideration of
the multi-scale coupling of the magnetic, fluid dynamics and
heat exchange processes involved in the therapy. Raikher and
Stepanov9 and Muñoz-Menendez et al.10 have proposed both
micromagnetic- and Monte Carlo-based models to optimise
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the single-particle heating effect with respect to different rele-
vant parameters like particle size and polydispersity, as well as
the viscosity of the medium. Nevertheless, the corresponding
experimental verification is technically challenging, and the
other way around: some surprising experimental observations
cannot be readily explained from a theoretical point of view.
The latter is exemplified by what has been ironically termed by
some scientists as “cold hyperthermia”, which is nothing
more than achieving cell death without observing an overall
heating in the treated culture or tissue. This effect has been
observed by Villanueva et al.11 in HeLa cells treated using
silica-coated manganese ferrite nanoparticles, Creixell et al.12

in MCF-7 cells treated using EFGR-coated iron oxide nano-
particles and Asín et al.13 in dendritic cells treated using
dextran-coated iron oxide nanoparticles. These reports put
back under the focus previous theoretical predictions on the
feasibility of intracellular hyperthermia, like Rabin’s approach
neglecting nanoscale heating effects.14

Heat is quickly dissipated from the nanoparticle surface,
and this has been verified by dedicated experiments, like the
ones by Riedinger et al.15 and Dias et al.16 using thermo-sensi-
tive molecular probes. One of the most recent attempts to
measure single particle heating has been carried out by
Rodríguez-Rodríguez et al.17 They measured the surface temp-
erature on different magnetic nanoparticle arrangements,
namely iron oxide magnetic nanoparticles (IONPs) and SiO2-
coated IONPs (SiO2-IONPs) using optical tweezers. It was
found that a weakly focused trapping beam in the near infra-
red induces a temperature rise of ΔT = 14 K with an optical
power of 100 mW, whereas a ΔT = 2.4 K increase is deduced
from measurements done on SiO2-IONPs. Also Espinosa
et al.18 demonstrated the ability to directly determine the local
temperature of nanoparticles using an X-ray absorption spec-
troscopy technique. The combination of accurate theoretical
predictions with the nanoscopic experimental validation
enabled by these recent advances will be necessary to advance
hyperthermia. From a theoretical viewpoint, the main chal-
lenge to predict individual nanoparticle heating is that the
inter-particle interactions strongly affect each particles’ magne-
tisation dynamics, and consequently their heating perform-
ance. Recently, a method was presented by Muñoz-Menendez
et al.19 to estimate the heat generated by each individual par-
ticle in an interacting particle ensemble. However, this
method is restricted to the field-induced switching of the par-
ticles and thus has limited applicability to mirror experimental
therapies in which thermal switching of the particles deter-
mines the heating rate. In this paper, we extend this approach
and propose an equation which allows one to estimate the
heat dissipation of individual, interacting, particles that
perform thermal switching.

2 Methods

Most magnetic nanoparticles that are used in biomedical
applications, like hyperthermia, have a size between a few and

a few tens of nanometer.20 This is sufficiently small compared
to the exchange length of the materials typically used in these
applications (often iron-oxide nanoparticles) to ensure that the
particles have a single domain magnetisation state.21 Under
this assumption they can be approximated as a macrospin,
and their microscopic dynamics can be readily investigated
within a micromagnetic framework. In micromagnetism, the
magnetisation dynamics of the magnetisation m (with carte-
sian components mx, my and mz), normalised to the saturation
magnetisation Ms, are described by the Landau–Lifshitz–
Gilbert equation, eqn (1).

dm
dt

¼ � γ

1þ α2
½m� Beff þ αm� ðm� BeffÞ� ð1Þ

Here, γ, α and Ms denote the gyromagnetic ratio, Gilbert
damping constant and saturation magnetisation, respectively.
Beff is an effective field consisting of the following terms:

Beff ¼ Bext þ Banis þ Bth þ Bint ð2Þ
Bext denotes an externally applied magnetic field, Banis ¼

2K
Ms

ðm � uÞu a uniaxial magnetocrystalline anisotropy field with

anisotropy constant K and anisotropy axis u. Bi
int denotes the

dipolar field on particle i due to all other particles j ≠ i:

Bi
int ¼

X
i=j

μ0Ms;jVj
4π

3rijðrij �mjÞ
jjrijjj5

� mj

jjrijjj3
 !

ð3Þ

Note that this equation considers the interacting nano-
particles as point dipoles. Additionally, we do not explicitly
account for any possible shape anisotropy of non-spherical
particles via a demagnetising field, and we will consider only
spherical particles in the remainder of this manuscript. The
presented methodology can readily be extended to more
complex shapes22 by amending eqn (2) with a suitable effective
field term, e.g. an additional uniaxial anisotropy term in case
of ellipsoidal particles. Finally, Bth is a stochastic thermal field
that is uncorrelated in space and time and whose properties
are given by eqn (4):23–25

hBthðtÞi ¼ 0 ð4aÞ
hBth;iðtÞBth;jðt′Þi ¼ δijδðt� t′Þq ð4bÞ

q ¼ 2αkBT
MsγV

ð4cÞ

where kB denotes the Boltzmann constant and T the
temperature.

In the absence of thermal fluctuations, the change in
energy density dE

dt of each individual particle is given by
eqn (5) 19,26

dE
dt

¼ αγMs

1þ α2
ðm� BeffÞ2 ð5Þ

Such changes in E can occur either due to energy dissipa-
tion, or through energy exchange with other magnetostatically
coupled particles. The former process results in heat gene-
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ration, whereas in the latter process the total energy of the
entire system remains constant.

At nonzero temperature, i.e., in the presence of thermal
fluctuations, the r.h.s. of eqn (5), which accounts for the misa-
lignment of the magnetisation with the stochastic thermal
field, is always positive as it is proportional to (m × Beff )

2.
Using an unaltered form of eqn (5), in which Beff now contains
a contribution of the thermal field Bth, would therefore imply
that a nanoparticle at nonzero temperature would continu-
ously dissipate energy, thereby heating up. This can’t be
correct, because in the absence of any externally applied fields,
such a particle is in thermodynamic equilibrium with its
environment, which implies a constant temperature. This
apparent contradiction demonstrates the necessity of an

additional term �MsBth � dmdt
� �

, which accounts for the

energy exchange with the heat bath by the random thermal
fluctuations.

The key methodological advance presented in this paper
thus is eqn (6).

dE
dt

¼ αγMs

1þ α2
ðm� BeffÞ2 �MsBth � dmdt ð6Þ

In the following sections, we will validate eqn (6) by numeri-
cally integrating the LLG-equation for different systems using
the macrospin simulation tool Vinamax.27 The material para-
meters, specified below, were chosen such that the different
examples clearly demonstrate different physical aspects of the
systems under study, allowing us to compare the numerical
results with their analytical counterparts, without any loss of
generality. Because of the universality of eqn (6), our con-
clusions can readily be extended to other, more complex,
systems with material parameters closer to those of other
experimentally realisable systems. Furthermore, similar to the
approach used to extend the stochastic thermal field derived
for uniformly magnetised particles23 to a finite-difference cell-
based method,24 our results can be extended to a micromag-
netic framework of continuous structures, in which the energy
dissipation in each finite-difference cell can be tracked. Such
an approach would for instance allow to investigate the heat
dissipation of core–shell particles displaying complex non-
uniform reversal modes.28

3 Results and discussion
3.1 Non-interacting particles

3.1.1 Isotropic particle at nonzero temperature. The sim-
plest possible system to begin with is a single isotropic particle
in the absence of an externally applied field. In this case the
only term contributing to the effective field Beff is the stochas-
tic thermal field Bth.

Fig. 1 shows typical magnetisation dynamics for such a
system over a timescale of 1 μs. It shows the random walk that
the magnetisation performs on the unit sphere as it is driven

by the thermal field for a 22 nm diameter nanoparticle with
Ms = 400 kA m−1 and α = 0.01 at a temperature of 300 K.

Because the potential energy landscape of the particle is
completely flat, the particle has no way available to it to store
energy and thus the first and second term in eqn (6) need to
cancel each other out identically in order to keep the particle
at a constant energy, in thermodynamic equilibrium with its
environment.

A bit of algebra shows that this is indeed the case.

MsBth � dmdt
¼ MsBth � � γ

1þ α2
½m� Bth þ αm� ðm� BthÞ�

� �

¼ � αγMs

1þ α2
ðm � BthÞ2 � Bth

2� �
¼ αγMs

1þ α2
ðm� BthÞ2

ð7Þ

Note the necessity of the factor
1

1þ α2
in the first term of

eqn (6) to accurately take the dissipated energy into account.26

3.1.2 Anisotropic particle at nonzero temperature. In the
next example, we will consider a particle with uniaxial an-
isotropy at nonzero temperature, in the absence of an exter-
nally applied field.

Such a particle still is in thermodynamic equilibrium with
its environment, but in contrast to the previous example, the
anisotropy energy landscape endows the particle with the
ability to store energy by misaligning the magnetisation with
the anisotropy axis. Therefore we expect the dissipated energy
to vanish only when averaged over a sufficiently long time,
instead of always being identically zero.

Indeed, in thermodynamic equilibrium, we expect each
magnetisation direction θ (with θ = arccos(mz) the azimuthal
angle of the magnetisation in a spherical coordinate system) to
be occupied by multiplying its density of states with a

Fig. 1 Magnetisation direction, depicted on the unit sphere, as function
of time (colour coded) for an isotropic magnetic nanoparticle at
nonzero temperature. The magnetisation performs a random walk
without preferential direction.
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Boltzmann factor that accounts for the energy of each state,
eqn (8).

PðθÞ/ cosðθÞ exp KV sin2ðθÞ
kBT

� �
ð8Þ

The validity of this equation is confirmed by Fig. 2 for a
system identical to the one discussed in section 3.1.1, but with
uniaxial anisotropy constant K = 5 kJ m−3.

Fig. 3 shows the magnetisation along the z-axis (red line)
and the dissipated energy density (blue line). The dissipated
energy remains constant on average. However, due to the
system’s ability to store energy it is not longer identically zero, as
was the case in section 3.1.1. In practice it shows noisy peaks in
the negative direction, meaning that the system absorbs, and sub-
sequently releases again, a bit of thermal energy from its environ-
ment. This makes sense, as the system was initialised in its
minimum energy state with the magnetisation aligned with the
anisotropy axis, so it does not have any energy available to dissi-
pate, which results in an upper limit of E ¼ 0 Jm�3. It is worth
noting that the biggest troughs in the energy density are located
at switching events (when the magnetisation, shown in the red
line, switches from the mz = 1 to mz = −1 direction or vice versa),
where the system quickly dissipates all the energy it had accumu-
lated when it overcomes the anisotropy energy barrier.

3.2 Non-interacting particles in the presence of externally
applied fields

3.2.1 Hysteresis at zero temperature. We now consider a
single domain particle with Ms = 800 kA m−1 and K = 10 kJ
m−3 at zero temperature. In the remainder of this paper, we
will only apply external magnetic fields Bext of the form

Bext ¼ A cosð2πftÞez ð9Þ

where we will only consider a frequency f = 100 kHz, typical for
hyperthermia. Here, we assume a field with amplitude A =
50 mT applied along the direction of the anisotropy axis u. For
such a system, the Stoner–Wohlfarth model dictates that we
expect a rectangular hysteresis loop with coercive field equal to

Bc ¼ 2K
Ms

¼ 25mT, whose surface thus corresponds to a dissi-

pated energy per particle volume of 4BcMs = 80 kJ m−3.
The hysteresis loop shown in Fig. 4a is in perfect agreement

with this picture and shows a rectangular loop with two
switching events at −25 mT and 25 mT respectively. Fig. 4b
shows the magnetisation as function of time (red line), and
the energy dissipated as heat in this system (blue line). This
result shows that the system only dissipates heat during the
irreversible jumps and after one complete loop (2 switches)
indeed amounts to 80 kJ m−3, as expected from theory.

3.2.2 Hysteresis at nonzero temperature. To investigate the
hysteresis behaviour at nonzero temperate, let us revisit the
system described in section 3.2.1, but investigate its behaviour
at a temperature equal to 300 K.

Fig. 2 Probability with maximum normalised to 1, P, to find the magne-
tisation under an angle θ with respect to the anisotropy easy axis, as
extracted from simulations (blue bars) and eqn (8) (red line).

Fig. 3 Magnetisation along the anisotropy easy axis (left y-axis, red line)
and energy density, E, showing the heat extracted from and dissipated
into the particle environment, as function of time. Note the two switch-
ing events around t = 1 μs and t = 9 μs.

Fig. 4 (a) Hysteresis loop for a single domain particle in an externally
applied field parallel with its anisotropy easy axis. (b) The magnetisation
along the easy axis mz and dissipated energy density E as function of
time for a single hysteresis loop. Heat only gets dissipated during the
two switching events.
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Fig. 5a shows the hysteresis loop for an ensemble of 10 000
particles excited with a time-varying field [see eqn (9)] with
amplitudes A = 50 mT and A = 10 mT. The largest amplitude
resulted in the rectangular hysteresis loop shown in Fig. 4a in
the absence of thermal fluctuations. At nonzero temperature,
the loop is no longer rectangular but “lemon-shaped” and
shows a smaller coercivity because of the thermal switching
that takes place already before the deterministic field-driven
switch at 25 mT. Similarly, we observe a small hysteresis loop
even for an excitation field of 10 mT, which is driven solely by
thermally induced switching. The area of these loops are
59 214 kJ m−3 and 6789 kJ m−3, respectively. For non-interact-
ing particles this should agree with the heat dissipation esti-
mated using eqn (6).19 To verify this, the average heat dissi-
pated by a single particle was estimated from an additional
simulation, of which the first 10 periods are shown in Fig. 5b.
We observe that for A = 50 mT, we see the expected 2 switching
events per period, whereas the particle that is excited by the
10 mT field, often does not switch at all for a few periods,
resulting in a much smaller heat average dissipation. The dis-
sipated heat per period (averaged over 500 periods) is esti-
mated as 59 850 kJ m−3 and 6778 kJ m−3, respectively, and, as
expected, is in excellent agreement with the areas of the corres-
ponding hysteresis loops.

Together, all previous results confirm the validity of eqn (6)
to estimate the dissipated heat of magnetic nanoparticles at
nonzero temperatures by comparing the estimates with either
analytical counterparts or estimates obtained with other,
established, methods. In the next section, a model system will
be presented of 2 interacting particles, demonstrating how eqn

(6) can be used to gain physical insights in the energetics of
the dynamical processes that take place in interacting par-
ticles, at nonzero temperatures, as they are driven by an exter-
nally applied field, which is the case in any magnetic particle
hyperthermia experiment.

3.3 Two interacting particles

This section will demonstrate the main benefit of using
equations like eqn (5) and (6), which is that they allow one to
estimate the local heat dissipation in a system of interacting
nanoparticles. Such an approach is necessary because the hys-
teresis loops of the individual particles do not account for the
potential energy exchanged between the interacting particles,
and, in contrast to the case of non-interacting particles, are
therefore no longer a correct measured for the heat dissipated
by the individual particles.19 Additionally, as argued in the
method section, at nonzero temperatures, only eqn (6) yields a
correct estimate due to the additional term which accounts for
the energy exchange with the heat bath by the random thermal
fluctuations.

Our model system consists of 2 nanoparticles with diameter
equal to 22 nm, placed next to each other along the z-axis with
centres spaced 34 nm apart. The particles have a saturation
magnetisation Ms of 800 kA m−1, Gilbert damping α = 0.01 and
an uniaxial anisotropy axis that is slightly offset from the z-axis
(by about 0.25 degrees) to avoid cases where the system
numerically gets stuck in an unstable state. The only property
in which these particles differ are their anisotropy constant K
which equals 20 kJ m−3 for the first particle and 75 kJ m−3 for
the second particle. Note that we chose large, well separated
values of K to clearly discern the different heating regimes.

We investigate the heat dissipated by each of these particles
as function of excitation field strength in 4 distinct cases: at
0 K and at 300 K, and with, and without accounting for the
inter-particle interactions. For the simulations at 300 K, the
shown results are averaged over 1000 periods of the excitation
field. The results of these simulations are shown in Fig. 6.

Fig. 6a depicts the simplest case corresponding to 2 non-
interacting particles at 0 K. For this case, we can compare the
obtained results with analytical predictions, i.e. that the first
particle should start to show switching behaviour from an exci-
tation field of 50 mT onward, in which case it should dissipate
160 kJ m−3 per hysteresis cycle. The second particle is pre-
dicted to switch from 187.5 mT onward, and should dissipated
600 kJ m−3 per hysteresis cycle. Generally, Fig. 6a is in agree-
ment with these predictions, except for a few slight deviations
(the switching fields and dissipated energy are slightly lower
and show a rising trend as function of the excitation field
amplitude). This can be explained by the fact that anisotropy
axes are slightly offset from the z-axis and the combination of
a relatively low damping and large excitation frequency, which
cause the system to behave slightly different from its idealised
quasistatic analytical prediction.

As compared with the previous case, Fig. 6b, in which inter-
actions are included, shows the following interesting features.
First, the interactions cause the switching field for the first

Fig. 5 (a) Hysteresis loops for an ensemble of 10 000 particles, excited
with a sinusoidal externally applied magnetic field with amplitudes of
10 mT (blue lines) and 50 mT (red lines). (b) Dissipated heat by a single
particle as function of time for 10 periods of the field excitation.
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particle to increase, and for the second particle to decrease.
Next, as already described in Muñoz-Menendez et al.,19 the
switching of the second particle causes a non-adiabatic intra-
well change in the magnetisation direction of particle 1,
causing it to dissipate some of the heat associated with this
switching event. This has no impact on the total dissipated
heat, but causes particle 1 to dissipate more heat (and particle
2 correspondingly less heat) than the case in which these par-
ticles did not interact with each other. Additionally, because
the switching field of the second particle is lower than it was
in the non-interacting case, high total heat dissipation can be
achieved at a lower applied field amplitude.

Panels (c) and (d) show the same systems, now simulated at
300 K. In the case of non-interacting particles, our conclusions
are the same as the ones drawn in section 3.2.2, i.e. that
thermal switching lowers the switching field, but also results
in a slightly lower heat dissipation as compared to the ather-
mal case.

In the final and most realistic case where both interactions
and thermal fluctuations are considered, the switching fields
are again lower than they were in the absence of thermal fluc-
tuations due to thermal switching events. An intriguing
second observation is that the proportion of the heat that is
dissipated in each particle (in case the excitation field is
sufficiently strong to switch both particles) is no longer con-

stant, but instead becomes a function of the field amplitude.
This behaviour has important implications for hyperthermia
applications as it might allow to tune the amount of heat gen-
erated by different particles. Even though larger fields might
not lead to a significant additional total heating, they might
help to reach a more uniform heating performance, even when
using particles with very different properties.

We continue with a detailed look at a few highlighted cases.
Fig. 7 shows the heat dissipation as function of time for both
particles in the absence of field (top row) and in an applied
field with amplitude of 20 mT (bottom row). Fig. 7a shows the
total dissipated heat in the absence of interactions. As we
already established in section 3.1.2 and shown in Fig. 3, the
dissipated heat fluctuates around 0 for both particles (note
that we offset the dissipated heat of particle 2 by −8 kJ m−3 for
clarity).

When considering interacting particles, as expected, the
total dissipated energy again fluctuates around zero. However,
the heat dissipated by the individual particles deviates much
further from zero, meaning that it is possible for a particle to
extract heat from its environment, exchange this energy with
other particles via the magnetostatic field, where it is sub-
sequently dissipated. These fluctuations average out over time,
but interestingly there can be a slight imbalance sustained on
the timescale of milliseconds, as is the case for the example

Fig. 6 Dissipated heat per excitation field period as function of excitation field strength. The dissipated heat is shown for the two individual particles
(red and blue lines) and their sum total (black lines). The different panels show the heat dissipation at 0 K [panels (a) and (b)] and at 300 K [panels (c)
and (d)], and in the absence [panels (a) and (c)] and presence [panels (b) and (d)] of magnetostatic inter-particle interactions. The open and filled
dots correspond to the cases highlighted in Fig. 7 and 8, respectively.
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shown in Fig. 7b and c, where panel (b) zooms in on the first
0.1 ms of the data shown in panel (c).

The specific heat capacity of iron-oxide is 3.48 MJ m−3

K−1,19 so the observed imbalance of 100 kJ m−3 would corres-
pond to a particle temperature difference of about 25 mK,
proving that this imbalance is quite small. The simulations we
performed also assumed a heat bath with fixed temperature
of 300K. In reality the local temperature around the
particle would slightly rise as energy is dissipated into it (or
fall when energy is extracted from it). This causes a thermal
gradient that would counteract the simulated imbalance.
Additional simulations (not shown) for this specific case
show that two interacting particles at two different tempera-
tures exchange energy at a rate of approximately 15.5–16
MJ m−3 K−1 s−1.

The heat dissipated due to irreversible switching in a single
period of the field excitation is also of the order of 100 kJ m−3

(see Fig. 6), meaning that in the theoretical case in which all
heat would be retained at the particle it would heat up by a few
mK, in line with the figure reported in ref. 19. Such a large
temperature increase is clearly impossible and is readily
explained by the false assumption that the particle heating
does not cause any temperature changes to its environment
(i.e. the heat capacity of the heat bath is infinitely large). This
assumption is clearly invalid as the entire point of e.g. mag-
netic nanoparticle hyperthermia is to heat up the particle’s
surrounding tissues. As modelling the heat flow outside of the
particles lies beyond the scope of this work, we abandon this
discussion here.

Panels (d)–(f ) show the dissipated heat of the same systems
in the presence of an applied field with amplitude of 20 mT.
This field amplitude is too low to sufficiently lower the switch-
ing barrier to see thermal switching, so there is no observed
net energy dissipation. What is however visible in panel (d)
(for the non-interacting particles) is that the dissipated heat
sinusoidally varies with the same frequency as the excitation
field (i.e. 100 kHz). This is a physically interesting phenom-
enon, where the particles periodically extract and dissipate
heat from their environment. Microscopically this can be
explained as follows: when the field is aligned with the magne-
tisation direction, the potential energy well that the magnetisa-
tion resides in is quite deep and steep. The system will thus
dissipate energy as the magnetisation is forced to relax
towards this direction. If, half a period later, the applied field
is pointing in the opposite direction, it partially counteracts
the anisotropy field, which lowers the energy barrier and
allows the magnetisation to make much larger excursions
from the z-axis using its thermal energy budget corresponding
to the environment temperature. As the magnetisation starts
off from a “non-thermalised” direction quite closely aligned
with the z-axis, it thus extracts energy from the heat bath to
perform this motion. Subsequently, as the field changes direc-
tion, the magnetisation will dissipate this energy again and
the process starts over again. Because the anisotropy constant
is much lower for particle 1 than for particle 2, the fluctuations
are larger for particle 1. Note that the line depicting the energy
dissipation for particle 2 was again shifted by −8 kJ m−3 for
clarity.

Fig. 7 Dissipated heat as function of time for an excitation field strength of 0 mT [panels (a) to (c)] and 20 mT [panels (d) to (f )]. The dissipated heat
is shown for the two individual particles (red and blue lines) and their sum total (black lines). Panels (a) and (c) show the heat dissipated for non-
interacting particles (where the blue line is offset by −8 kJ m−3 for clarity. Panels (b), (c), (e) and (f ) show the heat dissipated in the same system,
including magnetostatic inter-particle interactions. Note that panels (c) and (f ) show the results of the same simulation as panels (b) and (e),
extended to a longer timescale. These figures correspond to the specific cases highlighted with open dots in Fig. 6.
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When also considering inter-particle interactions (panels
(e) and (f)), the total energy again displays the same small
sinusoidal variations. However, due to their magnetostatic
coupling the particles also exchange a lot of energy, thereby
amplifying this periodic energy extraction and dissipation.
Interestingly, when the field is aligned with the magnetisation
direction, particle 1 is extracting energy from particle 2, which
it then returns when the field is counter-aligned with the mag-
netisation. On top of this process, there is a similar longer
timescale energy exchange visible, similar to the one observed
in the absence of external fields.

Finally, let’s have a look at the dynamics at larger field
amplitudes, at which the magnetisation does switch. Fig. 8a
shows a typical hysteresis loop for an applied field amplitude
of 75 mT and 160 mT. In the former case, only particle 1
switches, whereas both particles switch in the latter case. Note
that the hysteresis loop for particle 1 becomes wider and the
one for particle 2 narrower, resulting in more (or less) heat dis-

sipated in these respective particles as compared to the non-
interacting case. This is also corroborated by Fig. 6.

Fig. 8b shows that the total dissipated energy rises in a step-
wise fashion, each time particle 1 switches, and this heat is
almost exclusively dissipated in particle 1. Once the field
amplitude is sufficiently large to overcome (whether determi-
nistically or by thermal assistance) the switching barrier of the
second particle, heat is dissipated in both particles.
Interestingly, and as already explained in Muñoz-Menendez
et al.,19 the switching of particle 2 causes non-reversible intra-
well dynamics in particle 1, which also cause it to dissipate
heat. In contrast to the athermal simulations, the simulations
at nonzero temperature show a field dependence of which per-
centage of heat is dissipated in which particles, with a ten-
dency to a more equal heating at larger fields.

3.4 Chains of interacting particles

Finally, we will consider the case of a chain of identical, inter-
acting particles. To this end, we investigate the dissipated heat
in particles with material parameters corresponding to iron
oxide29 (saturation magnetisation Ms = 360 kA m−1, uniaxial
anisotropy constant K = 12.5 kJ m−3, exchange stiffness con-
stant Aex = 26.4 pJ m−1, Gilbert damping α = 0.1). The particles
have a diameter of 40 nm, for which we checked with the
micromagnetic software package mumax3 30 that they have a
single domain magnetisation. Chains with a length of 1, 2, 3,
4 and 5 identical particles with their centres spaced 50 nm
apart were simulated. The lowest energy configuration is the
one in which the magnetisation, the magnetocrystalline an-
isotropy axes and the chain length axis are all aligned with
each other. Next to this configuration, we also simulate the
configuration in which the magnetocrystalline anisotropy axis
lies perpendicular to the length axis of the chain, similar to
the approach presented in Torche et al.31 in which dynamics
in both geometries were evaluated using a statistical model.
The external magnetic field was applied along the length axis
in each case. We simulated these configurations at a tempera-
ture of 300 K and of 0 K.

The results are presented in Fig. 9. Similarly to the case
shown in Fig. 6b, the lack of thermally induced switching at
zero temperature leads the dissipated heat to show a step func-
tion from zero to its final value, without any intermediate fea-
tures as function of applied field strength. Therefore, for the
0 K case, we only show the results obtained at 200 mT. They
can easily be compared to the corresponding values at 300 K,
which are shown adjacently. Still at 0 K, the heating in the
chains is shown using bars to clearly illustrate the contri-
butions of the individual particles. The colour code shown in
these bars corresponds to the lines in the field-dependent
results obtained at 300 K, again to allow an easy comparison.
All heating is relative to the heat dissipated by a single particle
at zero temperature.

Panels (a) to (e) show the results of the chains with the an-
isotropy parallel to the chain axis. In this case, the magneto-
static inter-particle interactions result in an increase of the
switching barrier, and correspondingly in a larger heat dissipa-

Fig. 8 (a) Hysteresis loops for particles, excited with an sinusoidal
externally applied magnetic field with amplitudes of 75 mT (red lines)
and 160 mT (blue lines). (b) and (c) Dissipated heat by individual particles
as function of time for 10 periods of the field excitation with amplitude
75 mT [panel (b)] and 160 mT [panel (c)], respectively. These figures
correspond to the cases highlighted with filled dots in Fig. 6.
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Fig. 9 Relative heat dissipation at 300 K as function of applied field amplitude and at 0 K (only shown at 200 mT, as it is not field-dependent apart
from the step function from zero to its final value). Panels (a) to (e) show the heat dissipated by the individual particles for a 1 to 5 particle chain
aligned with the external field and the anisotropy axes (geometry shown schematically in grey). Panels (f ) to ( j) show the results of chains with the
chain length axes oriented orthogonal to the external field (geometry shown schematically in grey). The colours in the plots at 0 K indicate which
particles corresponds to which lines in the graphs.
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tion. This configuration also corresponds to the one found in
magnetosomes, where a similar increase in heat dissipation is
observed as compared to individual nanoparticles.32 As
expected, both at 0 K and at 300 K the results show that the
particles in the centre of the chain dissipate more heat than
the outer ones, because they feel the largest magnetostatic
field. Interestingly, for the results simulated at 300 K we see
that the heat dissipated by the individual particles strongly
depends on the applied field strength, with a very strong heat
dissipation of the centre ones just above the switching
threshold, and a less strong heat dissipation for the outer
ones. Similar to what we observed in the previous sections, the
homogeneity of the heat dissipation improves for larger fields.
For the five-particle chain, we see that the 3 middle particles
show a similar heat dissipation, and a smaller contribution
from the two outermost ones, which corroborates the results
presented in Torche et al.31 and contrasts the result obtained
when not explicitly accounting for the thermal switching in
which the centre one dissipates much more heat.

Panels (f ) to ( j) show similar results for chains of particles
with their anisotropy axes perpendicular to the chain length
axis. In this case, the interparticle interaction results in a lower
coercive field, and correspondingly smaller heat dissipation as
compared to the non-interacting case. The most interesting
result was obtained for the 5-particle chain. In contrast to our
expectations, at 0 K, the two outermost particles show less heat
dissipation than their neighbours. However, the results
obtained at 300 K do corroborate Torche et al.31, and show the
expected order. For these configurations, there is a smaller field
dependence of the relative dissipated heat of the individual par-
ticles, and after a small transient region just above the switching
threshold it remains constant as function of applied field.

Although the particle system under study here is quite
different from the one in Ref. 31, there is a very good qualitative
agreement between both our studies with respect to which par-
ticles in the chain dissipated the most heat for all simulated
configurations. This agreement further confirms the validity of
both our eqn (6) as well as the statistical approach of Torche
et al.31 Additionally, these results show that for the case most
likely to be found in reality (chains in which the anisotropy axes
align with the chain length axis, as encountered e.g. in magneto-
somes) the heat dissipation becomes more homogeneous with
larger applied fields, whereas the homogeneity remains rather
constant in the case of perpendicular anisotropy. This result
further confirms our conclusions drawn in section 3.3.

4 Conclusion

In order to deepen the understanding of the underlying mag-
netisation dynamics that drive magnetic particle hyperther-
mia, we have presented an equation, eqn (6), which allows to
estimate the individual heat dissipation of interacting nano-
particles at nonzero temperature. Because this equation is
readily integrated in a numerical micromagnetic framework, it
can be used on arbitrarily complex systems. This equation was

validated against several simple cases of non-interacting par-
ticles for which it could be compared against analytical solu-
tions or other methods (i.e. integrating the area of the result-
ing hysteresis loop) to estimate the dissipated heat. In sections
3.3 and 3.4, systems of interacting particles at nonzero temp-
erature were investigated. These systems showed very rich
dynamics, and allow us to draw the following conclusions. The
presence of inter-particle interactions impacts the switching
field, and can result in both higher or lower switching fields,
and correspondingly higher or lower heat dissipation in the
respective particles. Nonzero temperatures invariably lead to
lower switching fields, which results in a region where the
heat dissipation is higher than it would have been in the
absence of thermal fluctuations. Our most interesting obser-
vation is that in the presence of both interactions and thermal
fluctuations, which is always the case in reality, the total dissi-
pated heat per hysteresis cycle is independent of the excitation
field strength to a large extent at sufficiently high fields.
Nevertheless, the proportion of heat dissipated in each individ-
ual particle tends to become more uniformly distributed for
larger fields. Since the equation considers more realistic con-
ditions than other models, we anticipate that it will have direct
applications in magnetic hyperthermia treatment planning.
More specifically, the use of the proposed equation would sim-
plify the selection process of optimum nanoparticle distri-
butions, or optimal excitation fields, leading to the most
homogeneous tumour heating. Its flexibility and simplicity
allow it to be included in more complex multi-scale, multi-
physics simulations without negatively impacting the overall
computational time or calculation stability.
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