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The photodissociation of solvated
cyclopropanone and its hydrate explored via
non-adiabatic molecular dynamics using DSCF

Eva Vandaele, Momir Mališ and Sandra Luber *

The decay of cyclopropanone is a typical example of a photodecomposition process. Ethylene and

carbon monoxide are formed following the excitation to the first singlet excited state through a

symmetrical or asymmetrical pathway. The results obtained with non-adiabatic molecular dynamics

(NAMD) using the delta self-consistent field (DSCF) method correspond well to previous experimental

and multireference theoretical studies carried out in the gas phase. Moreover, this efficient methodology

allows NAMD simulations of cyclopropanone in aqueous solution to be performed, which reveal

analogue deactivation mechanisms, but a shorter lifetime and reduced photodissociation as compared

to the gas-phase. The excited state dynamics of cyclopropanone hydrate, an enzyme inhibitor, in an

aqueous environment are reported as well. Cyclopropanone hydrate strongly interacts with the

surrounding solvent via the formation of hydrogen bonds. Excitation to the first singlet excited state

shows an asymmetric pathway with cyclopropanone hydrate and propionic acid as the main

photoproducts.

1 Introduction

Cyclopropanone is the smallest cyclic ketone and is known for
its high reactivity.1 In fact, it was first studied as a reaction
intermediate,2–4 e.g. in the Favorskii reaction,5 before a syn-
thetic method was developed.6,7 Cyclopropanone can be exam-
ined at low temperatures or after the addition of polymerisation
inhibitors. It is also formed from ethylene and carbon mon-
oxide in interstellar ice, where astrophysicists identified it as a
tracer for rapid low temperature non-equilibrium synthesis.8

An experimental study of the gas-phase photochemistry yielded
ethylene, carbon monoxide and polymers as photoproducts.9

However, polycyclopropanone was formed in negligible
amounts and was ascribed to the thermal reaction. Fluores-
cence was observed only at wavelengths above 365 nm.10,11

Based on the rapid photolysis with a reaction time of r200 ps,
a predissociation process to a biradical was proposed, in
contrast to the intersystem crossing mechanism of other cyclic
ketones.9,12 The excitation to the 1(n-p*) state weakens the
lateral C–C bond (i.e. the C–C bond adjacent to the carbonyl
group) strength of the already strained cyclopropanone result-
ing in the asymmetric dissociation.

After the first few experimental studies, several types of
computational investigations on the photodissociation of a

cyclopropanone molecule were performed as well.9–11,13–15 A
minimum-energy conical intersection (MECI) near the first
singlet excited state (S1) minimum promoting ultrafast internal
conversion was identified with complete active space self-
consistent field (CASSCF) calculations.10 Upon excitation to
the S1 state, a fast non-radiative relaxation process, internal
conversion and dissociation in the ground state were observed
using non-adiabatic molecular dynamics (NAMD). The S1 mini-
mum and CI geometries exhibit an out-of-plane oxygen posi-
tion. A successive state-averaged CASSCF study identified a
second MECI and corresponding decarbonylation
mechanism.11 The second pathway is comprised of a symme-
trical structure where the lateral C–C bonds are broken simulta-
neously. Whereas the multistate multireference complete active
space second-order perturbation (MS-MR-CASPT2) method pro-
vided a lower energy for the asymmetrical CI, ensemble density
functional theory (DFT) returned an insignificant energy
difference.13 Nevertheless, both methods found that the major-
ity of the trajectories decay through the former mechanism in
the surface hopping calculations. Hopping events were found
to fit a bi-Gaussian curve, while the S1 population follows a
biexponential decay function with lifetimes of 33 fs and 95 fs.13

Once the existence and molecular structure of cyclopropa-
none were confirmed in the mid-1960s, the reactivity with a
range of electrophiles and nucleophiles in various media was
studied.16–18 The first experiments in aqueous environment
generated an adduct without ring opening at the low yield of
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approximately 30%.19 Later studies found that the 1,1-
dihydroxycyclopropane is stable in water for several days, after
which propionic acid is slowly formed.2,20 Biochemists use
cyclopropanone hydrate to design enzyme inhibitors.21–24 The
hydrate yield depends on the water–cyclopropanone ratio.
Purification of the hydrate at room temperature, heating or
basic conditions result in isomerisation to propionic acid.2,21,25

Polymerisation of the hydrate into dihydroxy ether was
observed using traces of water in the presence of methylene
chloride.25 To the best of our knowledge, no quantitative data
on the equilibrium constant between cyclopropanone and
cyclopropanone hydrate in an aqueous environment is avail-
able. Therefore, the photodynamics of both the hydrate and
cyclopropanone in water were simulated in this work.

To date, only cyclopropanone in a vacuum has been explored
by means of NAMD. Quantum mechanics/molecular mechanics
(QM/MM) is the most popular method to perform NAMD
calculations of molecules in solution.26–28 Nevertheless, as the
photodynamics is unknown, the prior partitioning of the system
and the deficient description of polarisation effects could result
in inadequate conclusions regarding the photodissociation
process of cyclopropanone and its hydrate in an aqueous
environment.29 The delta self-consistent field (DSCF) method
has been successfully applied to examine surface hopping
dynamics in solvated systems with full atomistic DFT simula-
tions, using a mixed Gaussian and plane wave approach.30,31 The
method can be a more accurate alternative to QM/MM, while still
computationally efficient, for the description of liquids or other
systems obeying periodic boundary conditions.

2 Methods
2.1 Theory

NAMD is a popular method to investigate the time evolution of
electronic populations after photoexcitation.32,33 It is a non-Born–
Oppenheimer, mixed quantum-classical approach, in which the
nuclei are propagated classically based on the quantum mechani-
cally calculated electronic structure. More specifically, the nuclear
coordinates are updated using the gradients of the occupied
electronic state. Non-adiabatic transitions between electronic states
are stochastic and instantaneous.34 A multitude of independent
trajectories are propagated to derive statistically relevant conclu-
sions. Of the various NAMD algorithms and formulations, Tully’s
fewest-switches surface-hopping (TFSSH)35 was used in this work.

The time evolution of the electronic wavefunction |C(r;t;R)i
is obtained by expansion in a linear combination of adiabatic
electronic eigenfunctions |ci(Rt)i corresponding to electronic
state i with energy Ei

C Rtð Þj i ¼
X
i

fi Rtð Þ ci Rtð Þj i; (1)

Ĥe(Rt)|ci(Rt)i = Ei(Rt)|ci(Rt)i, (2)

where Rt is the nuclear coordinates at time t and Ĥe(Rt) is the
electronic Hamiltonian, while the electron coordinates r are
omitted for simplicity. The population of the electronic state i

equals the square of the absolute value of the corresponding
coefficient fi(Rt). As a result, the evolution of the molecular
system can be calculated by integrating the time-dependent
Schrödinger equation (TDSE) for the state coefficients

i�h
@fi Rtð Þ
@t

¼ Ei Rtð Þfi Rtð Þ

� i�h
X
iaj

fj Rtð Þ ci Rtð Þ
@

@t

����
����cj Rtð Þ

� �
: (3)

The bracket in the second right-hand-side term of eqn (3),
called the first-order non-adiabatic coupling (NAC), DNAC

ij (Rt),
enables the transfer of population between states. The TDSE is
integrated in infinitesimal steps. At each step, the hopping
probability (Pi-j) is calculated and compared to a random
number (x) generated from a uniform distribution. If a hop is
accepted (Pi-j 4 x), all velocities are rescaled to guarantee the
conservation of energy, by distributing the additional kinetic
energy over all atoms in the box. In a case where the molecule’s
kinetic energy is insufficient, the transition is rejected.
A decoherence correction is also applied at every step to damp
the overpopulated state coefficients.36 The adiabatic TFSSH
hopping probability with nuclear time step Dt is equal to37

PTFSSH
i!j ¼ max 0;

2Dt

fi Rtð Þj j2
Re DNAC

ij Rtð Þf�i Rtð Þfj Rtð Þ
� �" #

: (4)

2.2 DSCF

In NAMD, the trajectories are propagated on-the-fly. To be more
precise, the state coefficients and nuclear coordinates are
evolved simultaneously based on the state energies, gradients
and NACs calculated at each integration step. Hence, the
accuracy of the dynamics is determined by the underlying
electronic structure theory. The DFT-based DSCF method is a
variational method that independently optimizes excited state
electronic densities (ri(

-
r) corresponding to electronic state i).38–45

Excited electronic states of systems with discrete eigenstates are
obtained by a Kohn–Sham (KS) DFT optimisation with non-
Aufbau fixed KS molecular orbital (MO) occupations (ni

j corres-
ponding to KS MO ji

j(
-
r)) using the ground-state algorithms, so

that the total final electron density resembles that of a certain
excited electronic state i.

rið~rÞ ¼
X
j

nij j
i
jð~rÞ

��� ���2 (5)

The sum of the orbital occupation numbers equals the total

number of electrons Ne
P
j

nij ¼ Ne

 !
and each KS MO ji

j(
-
r) is an

eigenfunction of the KS equation corresponding to eigenenergy
ei

j

��h2

2
r2 þ w ~rð Þ þ

ð
ri ~r

0ð Þ
~r�~r0j jd~r

0 þ vxc ri½ � ~rð Þ
� �

ji
j ~rð Þ ¼ eijj

i
j ~rð Þ: (6)

The kinetic energy operator for non-interacting electrons,
the external electrostatic interaction, electron–electron
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repulsion and exchange–correlation potentials are summed in
the left-hand side respectively.

To reproduce the desired electronic state multiplicity, the
individual electron spin densities must also match the spin
properties of the targeted excited electronic state. In the case of
singlet excited electronic states the alpha and beta spin den-
sities must be equal. This can be assured by using the restricted
KS formulation,43,46,47 while by using rounded MO occupation
numbers, a single Slater determinant is adequate to approx-
imate the wave function of a single reference excited electronic
state.30 MO occupation numbers for the excited state, either
fractional or rounded, have to be provided, for example using
time-dependent DFT (TDDFT).30 DSCF has provided good
results for a variety of systems,48–50 thereby showing an
improved performance as compared to TDDFT e.g. for the
description of low-lying charge transfer states,51,52 and for
NAMD studies in the liquid phase.30,31,44

2.3 Transition dipole moment

As the electronic states optimised by DSCF are not mutually
orthogonal, a procedure to expand the excited state’s approxi-
mated Slater determinant into a linear combination of singly-
excited Slater determinants constructed from ground state KS
MOs has been recently developed in our group.53 This alleviates
the non-orthogonality between the ground and excited electro-
nic DSCF states. The transition dipole moment (TDM) operator
l̂ between the ground and singlet excited state i is given by

cS0
l̂j jcSi

D E
¼

ffiffiffi
2
p X

ov

CSi
ov jS0

o l̂j jjS0
v


 �
(7)

with CSi
ov being the expansion coefficients from the projection of

the singlet DSCF excited electronic state Slater determinant cSi

onto the singly-excited Slater determinants constructed by
promoting one electron from the ground state KS occupied

(o) MO jS0
o to a virtual (v) MO jS0

v ,

CSi
ov ¼ cS0

oa!va


 ��cSi

�
þ cS0

ob!vb

D ���cSi

�
: (8)

Depending on the exact dipole moment operator l̂, the
oscillator strength of the excitation in the length representation

l̂L ¼
PNe

j

r̂j ; in atomic units

 !
then is

f LS0!Si
¼ 2

3
cS0

l̂
L

�� ��cSi

D E��� ���2 ESi � ES0

 �
; (9)

or in the velocity representation (l̂V ¼ l
PNe

j

@=@rj , in atomic units)

f VS0!Si
¼ 2

3

cS0
l̂Vj jcSi

D E��� ���2
ESi � ES0

 � : (10)

The procedure can be applied to calculate various observa-
bles, including the spin–orbit coupling between singlet and
triplet states.53

2.4 Computational settings

The NAMD calculations were performed by the Zagreb surface
hopping code54 interfaced with a modified version of the CP2K
program package.55 A new interface script was written in Python
to couple the codes in a simpler and versatile manner. The
interface script provides the input geometry and setup to the
CP2K code, and reads the energies, nuclear gradients and KS MO
coefficients. It calculates the NAC terms using the Tully–
Hammes-Schiffer approximation56 and provides all the required
components to the NAMD code. The same Python script was
used for the calculation of absorption spectra with expressions
(9) and (10). Phases between KS MOs of consecutive steps are
adjusted to maintain the NAC continuity. All DFT and DSCF
electronic structure calculations were performed with CP2K.

Initial gas-phase configurations were sampled from the
thermalised Wigner distribution at 300 K, based on the projected
Hessian obtained at a ground electronic state optimised geometry at
the BLYP/TZV2P-GTH level of theory.57,58 Since the mixed Gaussian
and plane wave method for DFT as implemented in the CP2K
programme was used, the cyclopropanone molecule was confined at
the center of a non-periodic cubic box with a side length of 15 Å.

Initial configurations for the condensed phase were
sampled from DFT-MD simulations. The solutes were centered
in a pre-equilibrated box containing 32 water molecules at
ambient conditions, thereby replacing 7 water molecules. The
cubic box was relaxed using the isotropic isothermal–isobaric
(NPT) ensemble at 300 K and 1 bar, using corresponding Nose–
Hoover algorithms with time constants of 20 fs and 200 fs for
the thermostat and barostat respectively and a 0.5 fs timestep at
the BLYP/TZV2P-GTH level of theory. The 250 final initial phase
space points were evenly spaced sampled from a 45 ps long
trajectory using the canonical ensemble (NVT) at 300 K with a
fixed cell box length of 9.26 Å and 9.12 Å for the solvated
cyclopropanone and cyclopropanone hydrate respectively.

The UV absorption spectrum was constructed from the
initial conformations, as sampled from the Wigner distribution
or DFT-MD NVT trajectories, by calculating the wavelengths
and corresponding oscillator strengths of the first singlet
excitation at the BLYP/TZV2P-GTH level of theory. The spectra
were broadened using a Lorentzian function with a half-width
at half-maximum height of 10 nm.

The TFSSH algorithm, with a 0.5 fs timestep, was used for all
trajectories which were propagated for 500 steps. For each
system, 250 NAMD trajectories were propagated. DSCF single
point calculations were performed at the B3LYP/TZV2P-GTH level
of theory using the Goedecker–Teter–Hutter pseudopotentials and
Grimme D3 dispersion correction without damping.59,60 These
settings lead to good agreement with experimental data in
previous hybrid Gaussian plane wave simulations of liquid
water.61,62 The Coulomb potential was truncated at 10 Å and a
500 Ry cutoff for the plane wave basis was set.

In analogy to previous studies, only the ground and first
singlet excited state populations were evolved in the
NAMD.10,11,13–15 The optimised ground state MOs served as
an initial guess for the optimisation of the excited state. The
first singlet excited state was obtained by promoting an electron
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from the highest occupied MO (HOMO) to the lowest unoccu-
pied MO (LUMO). By default, the SCF was performed using the
standard diagonalisation method in CP2K,63 where density
mixing was employed for each SCF iteration and the mixing
fraction of the new density was reduced from 0.4 to 0.1 after 25
steps. The interface script calling CP2K on the fly contained an
SCF convergence procedure, which was automatically applied
in case the default SCF energy minimisation could not
converge.30 In the case of energy oscillations, the fraction of
new density included in the density mixing procedure was
further reduced. In the case of convergence problems, a level
shift of 0.1 Hartree during the SCF convergence, the orbital
transformation method and the self-consistent subspace refine-
ment by diagonalisation of the Hamiltonian were consecutively
tried. The trajectory was discarded if no method converged.
Trajectories with cumbersome excited state convergence after
deexcitation to the ground electronic state were further propa-
gated using DFT-MD.

The MECI structures were obtained at the DSCF level with
the aid of the CIOpt programme.64 TDDFT calculations were
performed in Turbomole,65 while the state-averaged CASSCF
results were obtained using Gaussian66 and the extended multi-
state complete active space second-order perturbation theory
(XMS-CASPT2) results were calculated using the BAGEL
programme.67 For the latter two methods, an active space
consisting of eight electrons in the CQO p and p* orbitals,
the s and s* orbitals of both lateral C–C bonds, and one non-
bonding n orbital on the oxygen atom has been used, in analogy
to previous cyclopropanone studies.14,15 The def2-TZVPP basis
set68 was used with Turbomole and Gaussian, while TZVPP69

was used with BAGEL. The XMS-CASPT2 based NAMD studies
were performed by coupling the BAGEL electronic structure
programme67,70–72 to the Zagreb surface hopping code.54

3 Results and discussion
3.1 Cyclopropanone in a vacuum

The UV absorption spectrum of isolated cyclopropanone was
calculated from the 250 sampled NAMD initial configurations
using the procedure for calculating the TDM detailed above.
Its absorption spectra in both the length and the velocity
representation are very similar to the experimental and theore-
tical spectra in ref. 13. The maxima are red-shifted by 7 nm and
15 nm for the length and velocity representations respectively
as compared to the experimental value of 312 nm, as indicated
in Fig. 1. Hence, the initial conditions sampled for the NAMD
form a good representation for the distribution of the cyclo-
propanone excitation energies.

The optimised geometries and corresponding frontier orbi-
tals at the minima and MECIs as obtained with the B3LYP/
TZV2P-GTH DSCF method are depicted in Fig. 2. The
geometrical parameters at the S0 minimum correspond well
to experimental values obtained from microwave spectral
data,73 as listed in Table 1. The optimised S1 minimum
geometry is characterised by slightly elongated lateral C–C

bonds as compared to previous theoretical results (1.7 Å with
DSCF versus 1.6 Å at the CASSCF(10,8)10 and the SSR-oPBEh13

levels of theory). Consequently, the lateral C–C bond lengths at
the symmetrical MECI are equally elongated by B0.1 Å as
compared to multireference results (1.9 Å with DSCF versus
1.8 Å and 1.7 Å optimised with SA-CASSCF(8,7)11 and SSR-
oPBEh13 methods respectively). At the asymmetrical MECI the
lateral C–C bond lengths are in line with the SA-CASSCF(8,7)11

results (1.4 Å versus 1.5 Å and 2.3 Å versus 2.2 Å obtained with
DSCF and SA-CASSCF(8,7) respectively), whereas a smaller
difference between both bonds was measured using the ensem-
ble DFT method.13 The asymmetric MECI is about 0.3 eV more
stable than the symmetric MECI at the DSCF B3LYP/TZV2P-
GTH level, comparable to 0.7 eV at the MS-MR-CASPT2/cc-pVDZ
level11 and 0.09 eV at the SSR-oPBEh/6-31G* level.13 There is no
significant difference in electronic structure at these stationary
points, analogous to previous results.13

After 500 propagation steps (250 fs of simulation time) 29
trajectories out of 250 still remained in the S1 state. In fact, 14
trajectories never hopped to the ground state despite passing
through several CIs, while the other 15 have reactivated back to
S1 through the second CI shortly after hopping to the ground
electronic state via the first CI, as the time between the two CI
encounters was insufficient to effectively redistribute the excess
electronic energy into vibrational degrees of freedom. With the
exception of two trajectories, all trajectories displayed carbon
monoxide ejection, which is cleaved off in the first excited state.
All NAMD trajectories started with the pyramidalisation of the
carbonyl C atom and prolongation of the CQO bond length, a
ubiquitous pattern of the n-p* CQO group excited state, as
visualised in Fig. 2.74

Whether the lateral C–C bond lengths stay equal or start to
deviate, the trajectory takes the symmetric or the asymmetric
pathway. Distinction between the two mechanisms was made
on the complete evolution of lateral C–C bond lengths. If their
difference did not exceed 0.1 Å while both were still shorter
than 2 Å then the mechanism was classified as symmetric,
otherwise as asymmetric. 54 trajectories evolved initially within
the first criteria, while the remaining 193 fell under the latter,
giving the same ratio between symmetric and asymmetric
pathways as counted by Filatov and coauthors which distin-
guished between the two pathways based on the difference of
lateral C–C bond lengths at the CI points while omitting other

Fig. 1 Normalised theoretical absorption spectra of cyclopropanone
(blue), solvated cyclopropanone (red) and cyclopropanone hydrate (green)
obtained with DSCF using the electric dipole operator in the length (left)
and velocity (right) representations for the electronic part.
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details.13 We avoided such a simplified criterion, but rather
used the full evolution of each system to distinguish between
pathways, because the symmetric and asymmetric MECIs
belong to the same CI seam, differing just slightly in energy,
as discussed above. The energy evolution of exemplary NAMD
trajectories undergoing symmetric and asymmetric pathways is
shown in Fig. 3.

In both cases the electronic ground state energy increases
while the first excited state decreases, closing the gap between
the two states as the system moves towards the S1 excited state
local minimum, shown in Fig. 2. The S1 minimum is Cs

symmetric, with an out of cyclopropane plane positioned CO
group lying in the reflection plane that intersects the distal C–C
bond (i.e. the C–C bond not adjacent to the carbonyl group).
The C atom of the CO group is displaced from ethylene by an
additional 0.3 Å compared to the ground state minimum
structure. Any further extension brings the system to the CI
between the S1 and S0 states, which at the DSCF level is just
0.1 eV above the S1 minimum. Given that the sampled population
excitation energy in its starting Franck–Condon region is on
average 1.48 eV (individual trajectories range from 0.80 to
3.24 eV) above the S1 minimum energy, the CI seam with the
ground electronic state is easily accessible. Trajectories exhibiting
an immediate SH to the ground state continue distancing the CO
group further from ethylene. In fact, the cleavage is accelerated
by the repulsive nature of the ground state gradient in this
configuration region. The CO group dissociation is mostly sym-
metrical with the lateral C–C bonds extending simultaneously,
and as the CO group has gained initial angular momentum in
rotation out of the carbon atoms plane during the motion towards
the S1 minimum, it continues to rotate in the initial Cs plane after
splitting from ethylene. Because the system contained no initial
angular momentum, the ethylene rotates in the counter direction
around its newly formed double carbon bond canceling the
system’s total angular momentum. The ethylene double bond
shows an increase in vibrational amplitude, while it diminishes in
the cleaved CO. Those trajectories that overshoot the first CI and
remained in the S1 state also continue with the CO dissociation
although the pattern is more asymmetric. This is because the
symmetrical stretch of the CO from ethylene within the reflection
plane in the S1 state is not dissociative. In fact, the S1 energy rises
at the DSCF level as observed from a detailed analysis of the CO
dissociation by symmetrically increasing the distance between the
carbon CO atom and the midpoint of the distal C–C bond in the
S1 minimum structure (see Fig. 4). The same trend is reproduced
with state-averaged CASSCF, XMS-CASPT2 and TDDFT applying
the hybrid B3LYP functional. All three methods agree on the state
character change from the localised CO n-p* to a charge transfer
from an ethylene localised p MO to a CO localised p* MO, which
occurs adiabaticaly around the CI. At the CASSCF and CASPT2

Fig. 2 Geometry, HOMO and LUMO at the S0 (a–c) and S1 (d–f) minima,
symmetrical (g–i) and asymmetrical MECI (j–l) of cyclopropanone
optimised using the DSCF method. The arrows in subfigure (a) denote
the lateral C–C bonds, whereas the third C–C bond is denoted distal.

Table 1 Comparison of the cyclopropanone structural parameters at the
S0 minimum geometry, where CC indicates the carbonyl C atom

Cyclopropanone This work Exp.73 CASSCF(10,8)10

lateral C–C [Å] 1.465 1.475 1.500
distal C–C [Å] 1.576 1.575 1.556
C–H [Å] 1.083 1.086 —
C–O [Å] 1.201 1.191 1.184
HCH [1] 115 115 —
CCCC [1] 57 57 —
CCCC [1] 65 64 —
CCCO [1] 147 — 148

Fig. 3 Ground state (blue) and first singlet excited state (orange) energy
evolution of exemplary trajectories following the symmetrical (left) and
asymmetrical (right) pathways. The bold line indicates the occupied state
and the vertical dashed line indicates the hop time.
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levels, the flattened S1 line starting from a distance of 2.7 Å and
2.9 Å respectively corresponds to a p-p* excitation localised on
CO. At short distances, the inclusion of dynamic correlation by the
CASPT2 method reduces the excitation energy as compared to the
CASSCF results. A steep increase in the S1 energy calculated with
the CASPT2 method between 2.5 Å and 2.9 Å is remarked.
Whereas several orbitals in the active space at a distance of
2.5 Å involve contributions from both molecules, they are located
on either the carbon monoxide or the ethylene molecule at a
distance of 2.9 Å.

Steered by the repulsive symmetrical S1 CO dissociation
part, the CO dissociation continues asymmetrically in the
excited state and one of the lateral C–C bonds breaks before
the other. In this process, an excitation transfer from the CO to
the ethylene is observed, adiabatically changing from the CO
n-p* excitation character to p-p* of the ethylene S1 excited
state. With the electronic excitation transferred on ethylene, it
starts to move towards its local S1 minimum with a profound
torsion between the two CH2 groups. Because a CI with the
ground electronic state resides near this minimum, a non-
adiabatic transition to S0 can easily occur when the torsional
angle between the two CH2 groups approaches 901. If the SH
happens, the ethylene reforms its double carbon bond and
repositions its CH2 groups into their mutual plane, with
extensive torsional vibrations as the system tries to reach its
ground state minimum. The CO dissociation continues as there
is no strong interaction between the two systems in the ground
state. If, however, no NA transition takes place at the ethylene
type CI, the two CH2 groups continue twisting around the C–C
bond in the excited state, as being barrierless, until another
ethylene type CI is reached as the ground state energy rises
periodically with torsion of the CQC bond.

A randomly selected subset of trajectories have also been
propagated using the XMS-CASPT2(8,7) method.70–72 The

resulting deexcitation pathways were analogous to the observa-
tions detailed above.

3.2 Solvated cyclopropanone

In aqueous solution, the oxygen atom of cyclopropanone can
form hydrogen bonds (H-bonds) with the surrounding water
molecules. During a 45 ps long ground state DFT-MD trajectory
the Ocyc.� � �Hwat. distance with the closest water molecule was
about half the time below 2 Å, not becoming shorter than 1.5 Å
at any point (see Fig. 5). At around a quarter of the time, two
hydrogen atoms of distinct water molecules are within 2 Å. The
position of the first peak in the radial distribution function
(RDF) of the Ocyc.� � �Hwat. distances coincides with the value of
1.95 Å determined in cyclobutanone–water and cyclohexanone–
water complexes studied in the gas phase.75,76 The top left-
hand-side of the first Ocyc.� � �Owat. radial distribution peak at
2.85 Å, belonging to the oxygen atoms of water involved in
H-bonds with cyclopropanone, is similar to the corresponding
distance of 2.91 Å measured in cyclobutanone–water.75 The
absence of any structure in the Hcyc.� � �Owat. RDF curve indicates
no significant water interaction with the alkane part of the ring.
A more detailed spatial distribution of the location of the
closest water hydrogen atoms around the carbonyl oxygen atom
indicates that the majority of water molecules lay in the same
plane as the cyclopropanone ring. This is in line with the
position of the non-bonding electron pairs on the oxygen atom,
and that the perpendicular p orbital engages less in interaction
with water molecules. The overall effect of the solvent and
H-bonds on the structure of cyclopropanone is negligible.
The CQO and the distal C–C bond are extended by on average
0.015 and 0.007 Å respectively, while the two lateral C–C bonds
are compressed by 0.011 Å, when compared to the corres-
ponding minimum ground state vacuum structure. The C–H
bonds are on average longer by merely 0.002 Å.

The theoretical absorption spectrum of solvated cyclopropanone
in the periodic water box was calculated from the 250 initial
configurations sampled from the same 45 ps long MD simulation.

Fig. 4 Evolution of the ground state (blue) and first singlet excited state
(orange) energies with respect to the distance between the center of the
distal C–C bond and the carbon atom of the CO group, calculated at the
DSCF (full line), TDDFT (dashed line), CASSCF(8,7) (dotted line) and
CASPT2(8,7) (dash-dotted line) levels of theory. All electronic energies
are relative to the ground state energy of the S1 minimum structure
optimised at the DSCF level. The shown HOMO and LUMO correspond
to the first and final geometries.

Fig. 5 RDFs obtained from a 45 ps ground state DFT-MD trajectory of
cyclopropanone in aqueous solution: Ocyc.� � �Owat. (red line), Ocyc.� � �Hwat.

(purple line), and Hcyc� � �Owat. (green line).
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The spectrum maxima in the length and velocity representation
are blue-shifted by 14 and 22 nm respectively compared to the
corresponding vacuum values of cyclopropanone (Fig. 1). The
effect was traced to the H-bonds and electrostatic interaction of
the n-p* excitation character with the water molecules that
stabilises the ground state, whereas the first singlet excited
state is destabilised by the decreased electron density in the
oxygen n orbital. The aforementioned geometrical effects
exerted on the cyclopropanone induce in fact a slight red-
shift when the vertical excitation is computed in vacuum on
an average solvated cyclopropanone geometry. In the velocity
representation, the prominent shoulder at around 355 nm
observed in the gas-phase spectrum is not present in the liquid
phase. In the length representation, a small shoulder can still
be discerned at 335 nm.

The encountered mechanisms resemble those in a vacuum,
namely 13% and 87% of the jumps exhibit a symmetric or
asymmetric character respectively, categorised based on the
same criteria as the vacuum trajectories. 5% did not deactivate
to the ground state at the end of the simulation time. In
contrast to the gas-phase, 14% of the trajectories restore
cyclopropanone after deexcitation, following either symmetrical
or asymmetrical pathways. The first trajectory displaying recon-
nection of a broken bond hopped after 57.5 fs. In fact, none of
the former trajectories deactivated at the first CI encounter. The
excess energy after the hop is manifested in the vibrational
motion of the cyclopropanone ring.

The H-bonds between the cyclopropanone and water
molecules are disrupted in the first stage of the NAMD. As
the time evolution of the Ocyc.� � �Hwat. RDF shown in Fig. 6
reveals, the dissociative motion of the CO group stretches the
H-bonds present between the oxygen atom of cyclopropanone
and the hydrogen atoms of water as the CO moves from the
ethylene. This process takes about 50 fs to complete, as
illustrated by the disappearance of the first peak of the
Ocyc.� � �Hwat. radial distribution density in Fig. 6. The very first

step of this process is the carbonyl group out-of-plane move-
ment, which disrupts some of the H-bonds but the geometric
change is still localised within its first solvation shell so the
peak remains. Only when the CO starts to significantly move
from the ethylene part (either by complete or partial cleavage) is
a decay of the first peak observed. Since the departing CO
moves away with significant kinetic energy, no H-bonds were
observed reforming with the water molecules.

3.3 Cyclopropanone S1 lifetimes

Filatov et al.13 fitted the S1 population decay of cyclopropanone
in a vacuum with a biexponential function giving lifetimes of
33 fs and 95 fs using 100 trajectories propagated at the SSR-
oPBEh/6-31G* level of theory, whereby 15 non-deactivated
trajectories were excluded from the analysis. Cui et al. obtained
S1 lifetimes ranging from 71 fs to 126 fs at the SA-CASSCF(8,7)/
cc-pVDZ level of theory, depending on the initial sampling
conditions.11 More specifically, four sets of initial conditions
were sampled in their work, each corresponding to a vibra-
tional mode of the CO group in cyclopropanone as these modes
are mostly correlated with the S1 to S0 transition. In our work, a
monoexponential function proved accurate to fit the S1 popula-
tion decay of an isolated cyclopropanone molecule. The fitted
parameters are given in Table 2 and the corresponding S1 state
decay curves are shown in Fig. 7. The cyclopropanone lifetime
is longer as compared to the results of Filatov et al.13 and Cui
et al.,11 presumably since a larger number of trajectories were
propagated, and all trajectories that reached 250 fs were
included in the calculation of the lifetime and all vibrational
modes were sampled. The first hop happens at 21 fs and 17.5 fs
for cyclopropanone in a vacuum and in solution respectively.
In the condensed phase, a shorter lifetime of 98 fs is found
compared to 137 fs in a vacuum. More trajectories hop between

Fig. 6 Ocyc.� � �Hwat. RDF evolution during the NAMD evolution, averaged
over all solvated cyclopropanone trajectories.

Table 2 Fitting parameters and the coefficients of determination (R2) of
the monoexponential population decay function PS1

(t) = exp(� (t�t0)/t):t Z t0,
with 1:t o t0

Cyclopropanone t0 [fs] t [fs] R2

Gas 17.4 � 0.5 119.6 � 0.8 98.8%
Solution 8.9 � 0.5 89.3 � 0.7 98.5%

Fig. 7 Population evolution of cyclopropanone (a) and cyclopropanone
hydrate (b). The blue, orange and black curves correspond to the ground
state, first singlet excited state and monoexponential fit respectively. The
full lines in (a) denote the vacuum, while the dashed lines indicate the
aqueous environment.
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30 fs and 40 fs after the start of the dynamics for cyclopropa-
none in the condensed phase as compared to the gas phase, all
of which result in the formation of ethylene and carbon
monoxide through either a symmetrical or asymmetrical
pathway.

3.4 Cyclopropanone hydrate

In water, carbonyl functional groups are in equilibrium with a
geminal diol.77 The equilibrium of the nucleophilic addition
reaction of a water molecule is shifted towards the hydrate form
for cyclopropanone, as the angle strain in the three-membered
ring is reduced by the formation of an sp3 hybridisation of
the carbonyl carbon atom.2,20 However, determination of the
equilibrium constant is experimentally complicated.78 Hence,
not only the photodynamics of cyclopropanone, but also of its
hydrate were modelled in this work.

Compared to solvated cyclopropanone, the H-bond network
between water and cyclopropanone hydrate is more versatile. In
the starting conformation of the ground state DFT-MD NVT
simulation, both hydrate O–H bonds were facing the same
parallel orientation giving Cs symmetry, as shown in Fig. 8.
45 ps of NVT dynamics reveal that both OH groups are strongly
interacting with neighbouring water molecules. The H atoms of
cyclopropanone hydrate constantly connect to oxygen atoms of
water, interrupted only when changed between water
molecules. Oxygen atoms of the hydrate are also interacting
with neighbouring water H atoms with a frequent observation
of both oxygen lone pairs simultaneously bonding two neigh-
boring water molecules. Since the OH groups are geminal,
another observed feature is a single water molecule located
close to both groups which switches the H-bond between the
two hydrate oxygen atoms. As a result, the conformation of the
hydroxyl groups changes minimally. Hence, the initial Cs

symmetry is maintained. Prominent peaks of the corres-
ponding radial distribution function curves (see Fig. 8) confirm
the strong H-bondings, particularly the HO,cyc.� � �Owat. and
Ocyc.� � �Owat., where the maximum of the latter is separated by

the average OH water bond length from the maximum of the
former curve. The height of the Ocyc.� � �Hwat. is almost half the
size of HO,cyc.� � �Owat. due to more frequent H-bond changes
between water hydrogen and hydrate oxygen atoms. Again, no
significant H-bond interaction was observed with the hydrate
alkane part.

The hydrate’s first excited singlet state is a transition origi-
nating from the s orbitals of the lateral C–C bonds to the s* KS
MO located on both hydroxyl groups, as shown in Fig. 9. In the
Frank–Condon region, two higher excited states are close in
energy, the former being the n-s* located on the OH groups,
while the latter has a similar character to S1, but involves a
different s bonding orbital. However, in solution, preliminary
analyses showed that the energy gap between these states and
the S1 state quickly increased in energy during the dynamics,
making the S1 sufficient for the NAMD simulation. In addition,
calculations of the S2 and S3 states contained contributions from
the orbitals of non-surrounding solvent molecules. The cyclo-
propanone hydrate absorption spectrum was calculated on the
250 sampled NAMD initial points from the NVT trajectory (see
Fig. 1). The maxima are blue-shifted by 48 and 50 nm for the
length and velocity representations respectively as compared to
the corresponding maxima of solvated cyclopropanone.

Overall, 20% of the trajectories were still in the S1 state after
250 fs of NAMD. At the end of the simulation time, one lateral
C–C bond was broken in all trajectories which remained in the
first singlet excited state and three quarters of the geminal diols
lost a proton to the solvent through the Grotthuss
mechanism.79 In contrast to the decay of cyclopropanone in
an aqueous environment, where 3% and 87% of the trajectories
decayed following the symmetrical and asymmetrical pathways
respectively, all solvated cyclopropanone hydrate trajectories
decayed to the ground state through an asymmetrical pathway.
In the majority of the cases one of the lateral C–C bonds was
already broken (based on the 2 Å criterium) at the point of the
non-adiabatic hop, where only in a very small fraction both
lateral C–C bonds were still under 2 Å. The minimum difference
between the lateral C–C bond lengths at the jump was B0.4 Å,
whereas the threshold distinguishing symmetrical from asym-
metrical trajectories was defined in section 3.1 as 0.1 Å. In
addition, several trajectories showed a proton transfer to the
solvent, which initiated a proton exchange between water
molecules via the Grotthuss mechanism79 while still in the
first excited state.

Fig. 8 Hydrate NVT RDFs: Ocyc.� � �Owat. (green dashed line), Ocyc.� � �Hwat.

(green line), HO,cyc.� � �Owat. (red dashed line), HO,cyc.� � �Hwat. (red line), and
HC,cyc.� � �Owat. (purple line).

Fig. 9 Geometry (a), HOMO (b) and LUMO (c) at the Cs S0 minimum of
cyclopropanone hydrate optimised using the DSCF method.
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After deexcitation, in 59% of the trajectories the broken
lateral C–C bond was restored by the end of the simulation
time. Therefore, vibrationally hot cyclopropanone hydrate is
the main product of the non-radiative deactivation mechanism,
as shown in Fig. 10. In 15% of the NAMD trajectories, the
second lateral C–C bond was also broken, resulting in the
formation of ethylene and a carbene fragment. The latter is
stabilised by the hydrogen atoms of the surrounding water
molecules. An intramolecular proton transfer from a hydroxyl
group to the carbene carbon atom resulted in the formation of
formic acid in one trajectory. Several other trajectories
displayed a clear carbene–water interaction, however, the simu-
lation time was too short to observe any intermolecular
formation of formic acid. It is noteworthy that in one trajectory,
an additional fragmentation of the carbene fragment yielded
carbon monoxide, hydroxide and a solvated proton as photo-
products. Although decarboxylation is the main decomposition
pathway of formic acid in aqueous solution, the dehydration is
known to be catalysed by water as well.80,81 Finally, in the
remaining 26% of the trajectories the lateral C–C bonds were not
restored nor broken forming a three carbon atom straight chain
whereby the central methylene group relaxes to the unstrained
tetrahedral structure. The second methylene group exhibits pro-
found vibrational motion, displaying in particular scissoring and
wagging modes, before pyramidalising when interaction with a
solvent molecule is established. If a hydroxyl proton is expelled,
the carboxyl group planarises. Remarkably, in two trajectories, an
intramolecular proton transfer from the central methylene group
to the carbon atom of the diol occurred, creating 2-propene-1,1-
diol. A hydroxyl proton was expelled at the end of the simulation
time for half of the diols, mostly after the deactivation to the
ground state. In most of these trajectories, the non-central
methylene group extracted a proton from a nearby water molecule
thereby forming propionic acid. In one case, propane-1,1-diol was
created as the non-central methylene group extracted a proton
from the solvent without deprotonation of a hydroxyl group. All
photoproducts of the cyclopropanone hydrate NAMD calculations
are summarised in Fig. 10.

The population decay of the S1 excited state was fitted with a
monoexponential function as shown in Fig. 7b. The obtained
lifetime of 163 fs with a 33 fs offset and R2 of 99.1 is slightly
longer than for solvated cyclopropanone.

4 Conclusions

The photodissociation of cyclopropanone in a vacuum and in
solution has been studied using NAMD with DSCF. The gas-
phase results are consistent with previous multireference
studies,11,13 proving that DSCF is a viable method to simulate
photodecomposition processes, particularly for systems
exhibiting single reference excited states. A lifetime of 137 fs
was obtained by a monoexponential fit of the S1 population
decay and cyclopropanone dissociated in 99% of the NAMD
trajectories. The deactivation was found to proceed through a
symmetrical pathway for 22% of the molecules.

Moreover, the DSCF method can be easily applied to the
condensed phase, which has been shown with DFT using a
mixed Gaussian and plane wave approach and periodic bound-
ary conditions, also using subsystem DFT.30,31 Solvated in
water, cyclopropanone is in equilibrium with cyclopropanone
hydrate. Whereas the hydrate readily engages in hydrogen
bonding with the surrounding solvent molecules, the oxygen
atom of cyclopropanone forms hydrogen bonds only in half of
the ground state DFT-MD simulation time. No significant geo-
metrical changes of the cyclopropanone molecule are observed
after solvation. The excitation of solvated cyclopropanone to the
first singlet excited state results in less photolysis as compared to
the gas-phase deactivation. More specifically, the decay pathway
manifested a reformation of the lateral C–C bond following a
hop at either a symmetrical or asymmetrical CI in 14% of the
trajectories. The deactivation mechanisms are analogous to the
pathways in a vacuum. Due to the increased kinetic energy,
manifested as energetic vibrational motion or dissociation, the
hydrogen bonds with the solvent are disrupted during
the NAMD.

The NAMD simulations of cyclopropanone hydrate revealed
the cyclopropanone hydrate, propionic acid, 2-propene-1,1-diol,
propane-1,1-diol and formic acid as photoproducts, in addition
to conformers where one or both lateral C–C bonds were
broken, but no proton was transferred yet after 250 fs of NAMD.
All trajectories deexcited following an asymmetrical
mechanism. A lifetime of 98 fs and 163 fs was obtained for
cyclopropanone and cyclopropanone hydrate in an aqueous
environment respectively. Finally, UV absorption spectra at a
DSCF level were calculated using a new procedure involving an
expansion of the mutually non-orthogonal states into a linear
combination of singly-excited Slater determinants constructed
from the ground state molecular orbitals. Compared to the
experimental maximum of 312 nm, the maxima in the length
and velocity representations are red-shifted by merely 7 nm and
15 nm respectively. The spectra of cyclopropanone and its
hydrate in the condensed phase are blue-shifted with respect
to the gas-phase due to the favourable hydrogen bonding

Fig. 10 Photoproducts of the cyclopropanone hydrate NAMD calcula-
tions. The remaining trajectories decayed to the ground state, but the
intermediate structures did not form a stable product by the end of the
simulation time. Proton transfer will result in one of the above products.
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interaction in the ground state and reduced electrostatic inter-
action with the surrounding water molecules after excitation. In
conclusion, the photodynamics of cyclopropanone and its
hydrate in an aqueous environment were explored using full
atomistic NAMD with DSCF, which allowed the hydrogen
bonding and proton transfer after deactivation to be studied,
offering the first insights into their condensed phase
photochemistry.
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