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Polarisation of water under thermal fields: the
effect of the molecular dipole and quadrupole
moments†

Aidan Chapman * and Fernando Bresme *

The investigation of the behaviour of water under thermal fields is important to understand

thermoelectricity of solutions, aqueous suspensions, bioelectric effects or the properties of wet

materials under spatially inhomogeneous temperature conditions. Here we discuss the response of bulk

water to external thermal fields using non-equilibrium molecular dynamics simulations, and five widely

used forcefields: TIP4P/2005, TIP4P/2005f, OPC, SPC/E and TIP3P. These models all show the thermal

polarisation (TP) effect in bulk water, namely the build-up of an electrostatic field induced by the

temperature gradient. The strength of this effect is B0.1–1 mV K�1 at near-standard conditions for all

forcefields, supporting the generality of TP. Moreover, all the models predict a temperature inversion of

the polarisation field, although the inversion temperatures vary significantly across different models. We

rationalise this result by deriving theoretical equations that describe the temperature inversion as a

balance of the isobaric thermal expansion, dipole orientation in the thermal field and the ratio of the

molecular dipole/quadrupole moments. Lower ratios lead to higher inversion temperatures. Based on

our results, we conclude that the accuracy of the forcefields describing the TP effect decreases as,

TIP4P/2005 B TIP4P/2005f B OPC 4 SPC/E 4 TIP3P. At coexistence conditions, the inversion

temperature is expected to be around 400 K. Furthermore, we establish a correlation between the TP

inversion temperature and the temperature corresponding to the minimum of the liquid–vapour surface

potential of water.

1 Introduction

The Ludwig-Soret (LS)1,2 and Seebeck (Se)3 effects were
observed for the first time by applying thermal gradients to
aqueous solutions and metals, respectively. These non-
equilibrium effects involve couplings with the heat flux that
lead to concentration gradients (LS) or electrostatic potential
differences (Se). These effects are well understood at the
macroscopic level in the context of Non-Equilibrium Thermo-
dynamics theory,4 which provides phenomenological equations
to predict the strength of mass separation or electrostatic
potential difference with the magnitude of a thermal gradient.

The LS and Se effects have provided the theoretical back-
ground to develop analytical devices to track the thermophoretic
motion of biomolecules,5 and design thermoelectric conversion
devices,6 which find applications in the automotive and aerospace

industries.7 Recently, a new family of non-equilibrium coupling
effects, thermal polarisation (TP), was reported.8 The application of
a thermal gradient to water induces a molecular orientation and
consequently polarisation and a net electric field, which is directly
proportional to the magnitude of the thermal gradient. These fields
are potentially strong in nanoscale environments, as very large
gradients can be generated with small temperature differences.9

The thermal polarisation and more generally, the thermal orienta-
tion effects have been reproduced in theoretical studies of other
molecular fluids,10–13 and the importance of this effect has been
discussed in the context of quantum fluids,14 thermoelectricity of
alkali halide solutions,15 optothermoelectrics,16 colloids and solu-
tions of soft matter systems,17 bioelectric effects,18 or microwave
drying of materials.19

Water is the most important solvent on Earth, and therefore
a good understanding of its behaviour under thermal gradients
is important, particularly in the context of aqueous solutions
and biomolecules, where thermal fields induce thermophoretic
forces as well as thermoelectric fields.15,20,21 The thermal
polarisation of water features a complex behaviour. The thermal
polarisation coefficient, STP, is positive at low temperatures.
Upon increasing the temperature, the coefficient reverses sign

Department of Chemistry, Molecular Sciences Research Hub (MSRH), Imperial

College London, London, W12 0BZ, UK. E-mail: aidan.chapman16@imperial.ac.uk,

f.bresme@imperial.ac.uk

† Electronic supplementary information (ESI) available. See DOI: https://doi.org/

10.1039/d2cp00756h

Received 14th February 2022,
Accepted 28th May 2022

DOI: 10.1039/d2cp00756h

rsc.li/pccp

PCCP

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 3

0 
M

ay
 2

02
2.

 D
ow

nl
oa

de
d 

on
 4

/2
2/

20
25

 2
:4

5:
19

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0002-7064-0164
https://orcid.org/0000-0001-9496-4887
http://crossmark.crossref.org/dialog/?doi=10.1039/d2cp00756h&domain=pdf&date_stamp=2022-06-08
https://doi.org/10.1039/d2cp00756h
https://doi.org/10.1039/d2cp00756h
https://rsc.li/pccp
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2cp00756h
https://rsc.66557.net/en/journals/journal/CP
https://rsc.66557.net/en/journals/journal/CP?issueid=CP024024


This journal is © the Owner Societies 2022 Phys. Chem. Chem. Phys., 2022, 24, 14924–14936 |  14925

at a specific inversion temperature.22 The change in sign results
in a minimum in the thermo-polarisation electrostatic potential,
fTP, where STP = 0, and the thermal polarisation field cancels.
This TP inversion has been observed in the SPC/E and TIP4P/
2005 water models.23,24 One can conclude from these analyses
that the magnitude of the TP coefficient is B0.1–1 mV K�1. The
analysis of the limited data available shows that the inversion
temperatures predicted by these two forcefields are quite different,
while both forcefields show consistently that the inversion point
appears when the dipolar and quadrupolar contributions to the TP
field cancel.

The importance of quadrupolar contributions in the electro-
static properties of water has been highlighted in studies of the
surface potential, w, of water.25–28 The surface potential for
different water forcefields varies between w = �0.89 and
0.03 V.26,28–31 The temperature dependence of w for SPC/E water
has been investigated in ref. 27, showing dw/dT B �1 mV K�1.
The sign and the magnitude of this derivative is consistent with
early experimental data reported by Randles and Schiffrin32

using diluted alkali halide solutions. Interestingly, for SPC/E
water w features a broad minimum between 350 and 425 K,
indicating a change in sign in the interfacial electrostatic
potential. The minimum in w emerged from the different
temperature dependence of the dipolar (dwP/dT o 0) and
quadrupolar contributions (dwQ/dT 4 0) to the total surface
potential. The rate of change with temperature is also different,
and connected in the case of the quadrupole to the change in
density from the liquid to the vapour phase, and for the dipole
to the orientation of the interfacial water molecules. Later in
this work, we draw comparisons between the TP effect and the
surface potential of water.

It follows from the discussion above that the magnitude of
the quadrupole moment in water has a significant impact both
on the interfacial properties and thermal polarisation response
of water. More generally, the importance of the quadrupole
term in the phase diagram of water has been discussed in
ref. 33 and 34. It was suggested that the performance of
empirical forcefields can be classified using the dipolar/quad-
rupolar ratio (m/QT). Forcefields with ratios corresponding to
lengthscales of the order of the O–H intramolecular bond (QT/m
B 0.9572 Å35) predict the phase diagram more accurately.
Water models such as TIP3P predict a small ratio, QT/m B 0.7 Å
and overestimate the stability of Ice II.34 One question we address
here is whether the TP response can be understood in terms of the
ratio QT/m, and whether this ratio can be used to derive theoretical
relations to model the TP effect, and to assess the performance of
different forcefields in describing this effect.

In this work we report an investigation of the thermal
polarisation response using 5 popular water models: TIP4P/
2005,36 TIP4P/2005f,37 SPC/E,38 OPC39 and TIP3P.40 For all
these models, we compute the temperature inversion line on
the temperature-density plane. Further, we interpret the non-
equilibrium response obtained with these models using the
m/QT ratio, and derive equations that describe the TP inversion
temperature in terms of the thermal expansion coefficient and
dipolar/quadrupolar ratio of the water molecule.

2 Methods

The TP effect emerges from the coupling of heat and polarization
fluxes. The thermopolarisation coefficient STP

8,24 quantifies the
strength of the coupling,

STP ¼
Ez

rT ; (1)

where Ez = E�ẑ is the z component of the induced electric field

projected along the direction of the heat flux, and rT ¼ ~rT � ẑ;
the temperature gradient in the direction of the heat flux. Since
we are interested in dipolar and quadrupolar contributions, we
define the corresponding dipolar (STP,P) and quadrupolar (STP,Q)
TP coefficients,

STP;P ¼
EP;z

rT ; (2)

STP;Q ¼
EQ;z

rT ; (3)

where EP,z is the z component of the electric field contribution
from the dipole moment density and EQ,z is the quadrupole
moment density contribution. Within the linear response
regime, the coefficients eqn (1)–(3) are independent of the
thermal gradient. Their magnitude is determined by the thermo-
dynamic state defined by the local temperatures and densities.

We calculated the TP of water using four empirical rigid
point charge (PC) models, TIP4P/2005,36 SPC/E,38 TIP3P40 and
the OPC model.39 All the models have three charged sites and a
Lennard-Jones (LJ) pair potential acting between the oxygen
atoms only. In the SPC/E and TIP3P models, the negative
charge is located on the oxygen atom, whereas the TIP4P/
2005 and OPC models include an additional massless
(‘dummy’) atom that holds the negative charge. This dummy
atom is located at a distance, dOM from the oxygen along the
HOH angle bisector. In all four models, the positive charges are
located on the hydrogen atoms and the geometry of the
molecule is held rigid throughout the simulation. We per-
formed additional simulations with the TIP4/2005f flexible
model for selected thermodynamic states. This model allows
for changes in the molecular geometry and, therefore, the
electrostatic moments. We compile in Table 1 the parameters
for the models discussed above, as well as the dipole–quadrupole
ratio, which varies significantly across the four models
investigated here.

The coulombic interactions were calculated using the
particle-particle particle-mesh (PPPM)41 as implemented in the
molecular dynamics package LAMMPS,42 with a 12 Å cut-off and
a relative target error of 1 � 10�5 in the forces. The LJ potential
cut-offs were set to 12 Å. Constraints on the angles and bonds
were applied using the RATTLE algorithm.43

The temperature gradients, needed to induce the TP effect,
were generated using Non-Equilibrium Molecular Dynamics
Simulations (NEMD). Cuboidal simulation boxes were
created with dimensions (Lx, Ly, Lz) = (7a0, 7a0, 35a0), where
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a0 ¼
4MH2O

rNAð Þ

� �1=3

is the appropriate fcc lattice constant, which

is chosen to give the desired average mass density, r, of water
(with a molar mass of MH2O = 18.015 g mol�1) in the simulation
box (a0 E 4.93 Å for 0.997 g cm�3). Two thermostatting regions
of 5 Å thickness in the z direction were set up, one
(hot thermostat) in the middle of the box and the other (cold
thermostat) at the edge of the simulation box in the z direction.
The thermostat at the edge was split evenly across the periodic
boundary to ensure symmetry in the simulation set up across
the z axis. Fig. 1 shows a snapshot of the simulation setup
employed in this work.

Starting from an equilibrated system of the desired average
temperature and density, a non-equilibrium steady state was
established by applying the hot (central) thermostat at +200 K
above the target average temperature and the cold (edge)
thermostat at �200 K below the target temperature, for at least
1 ns (with a 2 fs time step). For the box sizes employed here,

this setup results in thermal gradients on the order of�4 K Å�1.
Thermostatting in these regions was performed using the
canonical sampling velocity rescaling (CSVR) thermostat.45

The thermostatting was applied every step, followed by resetting
of the centre of mass momentum of the box. Production runs
were performed using five statistically independent replicas,
each for at least 2 ns. The replicas were generated from the
same steady state configurations, however, using different ran-
dom seeds for the CSVR thermostats to ensure independent
trajectories.

All profiles (properties as a function of the box z coordinate)
were computed by averaging with bins of 0.25 Å in the z
direction, resulting in between 300 and 500 bins in each side
of the simulation box, depending on the density. In the figures
shown below the properties have been ‘rebinned’ by averaging
points within larger 1.25 Å bins, reducing the number of points
by a factor of 5. In some cases, additional smoothing applying a
rolling average of 5 neighbouring bins was used. The local
thermodynamic properties were calculated ‘‘on-the-fly’’ using
LAMMPS, whereas the electrostatic properties where post-
processed from trajectories using in house Python scripts46

that use the MDAnalysis package.47,48

The simulations of the flexible TIP4P/2005f model were
performed with Gromacs2021.349 compiled with GPU support,
and the thermal gradients were generated using the boundary
method introduced in ref. 13 and 50. A typical simulation consisted
of 2371 bulk water molecules, 63 and 66 water molecules for the
hot and cold thermostats in a simulation box of dimensions (Lx, Ly,
Lz) = (24.66, 24.66, 123.29) Å. The time step was set at 0.2 fs, and at
0.1 fs for high temperatures (T E 500 K). Seven thermodynamic
average states were simulated, as shown in Table A.4 (ESI†).

2.1 Simulations of the water–vapour interface

We also performed equilibrium simulations of the water liquid
vapour interface. As discussed in the introduction, the inter-
facial electrostatic potential of water features a minimum,
which emerges from the balance of dipolar and quadrupolar
terms. These terms change due to rapid changes in the density
of the fluids. We are interested in investigating whether there is
a correlation between the minimum in the interfacial potential
and the inversion temperature arising from the thermal polar-
ization effect. In both cases, the balance of dipole/quadrupolar
contributions defines the existence of minima in the electro-
static potentials. This comparison motivates our analysis of
water–vapour interfaces.

Table 1 Parameters of the rigid three point charge water models used. The parameters shown in the table are, from left to right, the length of an OH
bond, the HOH angle, the distance between the oxygen atom and dummy atom (only applicable for the TIP4P/2005 and OPC models), the charge on the
negatively charged site, the charge on each of the hydrogen atoms, the energy LJ interaction parameters (e and s) and dipole/quadrupole ratio. The data
for TIP4P/2005f corresponds to average distances and angles at 298 K and 1 bar

Model dOH/Å yHOH/1 dOM/Å q�/e q+/e eOO/kcal mol�1 sOO/Å m/QT/Å

TIP4P/200536 0.9572 104.52 0.1546 �1.1128 0.5564 0.1852 3.1589 1.0036
SPC/E38 1.0000 109.47 — �0.8476 0.4238 0.1553 3.1660 1.1547
TIP3P40 0.9572 104.52 — �0.8340 0.4170 0.1521 3.1507 1.3634
OPC39 0.8724 103.60 0.1594 �1.3582 0.6791 0.2128 3.16655 1.0782
TIP4P/2005f37 0.9664 104.79 0.15555 �1.1128 0.5564 0.1852 3.1644 0.9876

Fig. 1 (Top panel) Snapshot of the simulation box illustrating the set-up
employed to perform the non-equilibrium simulations. Water box graphic
generated with OVITO.44 (Bottom panels) Corresponding temperature,
density and electrostatic potential and field profiles. For the field we have
represented the total result from the integral of the charge density and
the field obtain by adding the dipolar and quadrupolar contributions
to the field.
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Initially, a simulation box with dimensions of (Lx, Ly, Lz) =
(24.64, 24.64, 98.56) Å was created with 2000 water molecules at
a density of 1 g cm�3 with the molecules arranged on an FCC
lattice. The system was equilibrated at 300 K. Then, the box was
slowly elongated symmetrically in the z direction (the longest
dimension) to a length of Lz = 164.26 Å, whilst constantly
thermostatting to 300 K, giving an average box density of
0.6 g cm�3. For the OPC model39 a longer box was used
corresponding to an average density of 0.5 g cm�3. For the
TIP3P model, the last configuration from a TIP4P/2005 production
run was used (by removing the dummy site and changing the
charges to be those of TIP3P) and equilibrated for at least 1 ns.
Production runs were performed for each model at tempera-
tures in 50 K and in some cases 25 K intervals from 300 K, until
the interface disappeared. A timestep of 1 fs was used for the
TIP4P/2005 and SPC/E models, whereas a timestep of 2 fs was
used for the OPC and TIP3P models (Fig. 2).

2.2 Calculation of electrostatics

The electrostatic potential profiles for both NEMD and equili-
brium interfacial simulations, were calculated by integrating
the 1D charge densities, following Poisson’s equation,

r2fðrÞ ¼ �rðrÞ
e0

(4)

fðzÞ ¼ �1

e0

ðz
0

ðz0
0

rðz00Þdz00dz0 (5)

r zð Þ ¼ 1

LxLy

XNcharges

i

qidðz� ziÞ
* +

; (6)

The angular brackets in (6) denote a time average and the sum
runs over all charged sites (atoms in the SPC/E and TIP3P
models, atoms and dummy atoms in TIP4P-2005 and OPC
models) with qi and zi being the charge and z coordinate of

the ith atom or dummy atoms. The z component of the electric
field is given by,

Ez ¼ �
@fðzÞ
@z

; (7)

where z is either the direction of the heat flux (NEMD) or the
vector normal to the water surface (interfacial simulations).

The dipole and (traced) quadrupole contributions to the
potential and electric fields are given by,22,24,51

rðzÞ ¼ � @
@z

PzðzÞ þ
@2

@z2
QzzðzÞ þ � � � (8)

QzzðzÞ ¼
1

LxLy

XNm

m

dðz� zmÞ
1

2

XNcharges

i2m
qi;mzi;m

2

* +
(9)

PzðzÞ ¼
1

LxLy

XNm

m

dðz� zmÞ
XNcharges

i2m
qi;mzi;m

* +
; (10)

where zm is a reference point on a given molecule, chosen in
this work to be the z coordinate of the negative partial charge,
zi,m is the coordinate of the ith charged atom within the mth
molecule, relative to zm and the summations in eqn (9) and (10)
runs over all molecules and each charged atom or dummy atom
in the molecule.

We note that the calculation of the quadrupole moment
involves some ambiguity in the choice of the reference coordinate,
zm, since the quadrupole depends on the choice of that reference.
The optimal choice is the one that minimises the contribution
of the higher order multipole moments and corresponding
contributions to the electric field. As we show in Section 3.1 and
Fig. 1, the choice of zm employed here for the negative charge
results in a good agreement between the total electric field
and sum of the dipolar and quadrupolar contributions, hence
justifying our approach. We also note that for all electric fields,
and the corresponding potentials presented in this work were
obtained from the average charge densities, as stated in eqn (5).
We enforced that the electric field at either end of the simulation
box is zero, as required for a neutral system, (see ESI,†
Section A.1).

3 Results and discussion
3.1 Thermopolarisation of water

We show in Fig. 1 the electrostatic fields generated by the
thermal gradient for TIP4P/2005 water with a target average
temperature and density of 440 K and 0.94 g cm�3. We show in
the same figure the corresponding temperature profile, which
is not linear, as expected, since the thermal conductivity varies
as the non-equilibrium system traverses through regions with
different density and temperature. Figure A.5 (ESI†) compares
the equations of state from NEMD simulations to those from
equilibrium NpT simulations, showing that local equilibrium
holds well for the thermodynamic states studied. The results on
Fig. 1 shows a clear inversion in the electric field in both sides
of the simulation box, at about �40 Å. The antisymmetry of the

Fig. 2 (Top) Snapshot of a liquid–vapour interface showing the simula-
tion setup. The snapshot was generated with OVITO44 (Bottom) Density
profiles for the TIP4P/2005 model at different temperatures.
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electrostatic fields around the hot thermostat emerges from the
reversal of the temperature gradient and heat flux directions in
the two halves of the simulation box. The crossing from positive
to negative values of the electrostatic fields indicate an inversion
in the thermopolarisation effect and a minimum in the corres-
ponding thermopolarisation potential (see fourth panel in
Fig. 1). Fig. 3 shows the thermal polarisation coefficient obtained
from eqn (1), for the four rigid models investigated in this work
at specific thermodynamic conditions. The main conclusion
from this analysis is that the thermal polarisation inversion
demonstrated in ref. 22 for SPC/E and in ref. 24 for TIP4P-
2005, is a general physical phenomenon reproduced using fairly
different water models. The large negative coefficient seen for
the TIP3P model here is a consequence of the enhancement of
STP when approaching the critical point (578 K for TIP3P52)
previously observed in the TIP4P/2005 model.24 The cross com-
parison of the data in Fig. 3 also indicates that the inversion
temperature predicted by the models differs significantly. Hence,
it is important to disentangle the role of the microscopic
electrostatic field contributions to STP and establish which of
these water models is expected to provide the most accurate
prediction for real water. With this purpose we performed an
extensive analysis consisting of a total of 66 thermodynamic
states (TIP4P/2005 – 21, TIP3P – 18, SPC/E – 18, OPC – 9 states,
each with 4-10 repeats) independent simulations, each corres-
ponding to a different isobar. The full range of states as well as
summary data can be seen in the Table A.1 (ESI†).

Fig. 4 shows the equations of state for the different models,
covering both subcritical and supercritical states. We have
colour-coded the isobars according to the magnitude and sign
of the thermopolarisation coefficient. The results for TIP4P/
2005 agree with the data reported in ref. 24, showing an
inversion region. Here instead we are able to resolve the TP
inversion line precisely, by performing simulations targeting
states where the inversion takes place in a single simulation
(see ESI,† Section A.2 for further details on our procedure).
Our results do show a clear inversion line for SPC/E, confirming
the earlier predictions of inversion for this model,22 but again

providing a precise location for the orientation of the field as a
function of temperature and density (see Fig. 4). We do also observe
an inversion line in OPC, and TIP3P, although for the latter model,
the temperature and density dependence is very different to that
observed in TIP4P/2005, SPC/E and OPC. Because the inversion of
TIP3P water appears at low temperatures, we checked that our
orientation results were not affected by a slowing of the dynamics
of the liquid. We show in Fig. A.6 in the ESI,† the results for the
orientation hcosyi along the simulation box for five independent
trajectories using the TIP3P model. The profiles above 225 K are
smooth in all cases. Hence, we conclude that the orientation and
the polarization are not affected by a dynamic slowing down at low
temperatures. However, we observe strong oscillations at low
temperature, which we attach to the onset of a glass transition,
with the fluid dynamics slowing down significantly. The dynamics
slowing down appears at temperatures well below those relevant to
the inversion computations presented here, and therefore it does
not affect our TIP3P thermal polarization coefficients.

We tested the dependence of the thermopolarisation coeffi-
cient on the applied temperature gradient, by performing
additional simulations of the 400 K, 0.94 g cm�3 state, with
lower thermal gradients of 1.14 K Å�1 and 2.27 K Å�1. The
comparison of the STP coefficients obtained with different
thermal gradients agree with each other within the uncertainty
of our computations, hence confirming the results presented in
Fig. 4, for a gradient of rT = 4.54 K Å�1 are within the linear
response (see Fig. A.3, ESI†).

The results presented above, using different rigid water
models, agree on the prediction of thermal polarisation and a
thermal polarisation inversion line. While the magnitude of the
range of the polarisation fields is similar, �0.6 . . . +0.6 mV K�1,
for all the forcefields, the predicted inversion temperatures are
rather different, particularly in the TIP3P as compared with the
other three water models. This is better shown in Fig. 5, which
represents the inversion lines on the density/temperature
plane. The inversion temperatures, or temperatures corres-
ponding to a minimum in the TP electrostatic potential,
decrease in the order TIP4P/2005 B TIP3P/2005f 4 OPC 4
SPC/E 4 TIP3P, the same order as the QT/m ratio. The slope of
the line of inversion points in the T-r plane does also depend
strongly on the model employed. Fig. 5 shows that in addition
to changes in the absolute value of the inversion temperature,
the dependence on the temperature/density plane is rather
different too. In most models the inversion temperature
increases with density, while TIP3P is an exception, with the
temperature decreasing with increasing density. Obtaining
the TP coefficient for TIP3P entails additional challenges. As
the inversion temperatures are much lower, the sampling is
poorer than in other models, due to significant slow down of
the dynamics. Hence, in this model we were able to calculate
accurately fewer points than in the other three models.

For future reference, we have fitted our inversion lines to the
function,

ln
r
r�

� �
¼ A

T2
þ B; (11)

Fig. 3 The STP coefficient as a function of temperature for the states
nearest the coexistence line for the rigid models (the lowest average
pressure). For visual clarity, the points have been ‘rebinned’ to 5 Å bins.
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using r1 = 1 g cm�3, as a reference density. This function
reproduces accurately the simulation data for the TIP4P/2005
and OPC models (see Fig. 5), with the parameters presented in
Table 2. The fits to the SPC/E and TIP3P models are less
accurate. In the former model, the inversion line is linear for
the points observed, whereas in the latter, there are too few
points near to accurately fit to this model. In order to obtain
more inversion points for TIP3P, very low temperature states
are needed, which presents challenges in sampling due to the
slowdown of the dynamics.

An interesting property of eqn (11) functional form is that it
suggests the inversion line does not disappear, but the regions
of different signs of STP persist into high temperatures, with the
density of inversion, tending to a constant value, rT-N = r1eB,
at infinite temperature. To test this prediction, we performed

additional simulations for the TIP4P/2005 water model at high
temperatures (Tave = 1500 K), with varying average densities.
Interpolating the data set for these states and plotting the
contour where STP = 0 (Fig. 6), we observe an inversion that
depends little on density. The oscillations are the result of our
fitting approach to extract the inversion temperature. The
independence of the inversion with density agrees with the
high temperature predicted by our equation rT-N = r1eB,
namely at high temperatures the density corresponding to the
inversion point reaches a limiting value.

The flexible version of the TIP4P/2005 model, does also
feature the thermal polarisation effect. The thermal polarisation
coefficient is of the order of those obtained with the rigid model
(see Fig. 5, Table A.4 and Fig. A.10, ESI†), and the inversion
temperatures similar to the rigid model. The thermal conductivities

Fig. 4 (a)–(d) Equations of state (EOS) of the isobars of the four models simulated. The EOS were generated by plotting the non-equilibrium local
temperature profiles against the local mass density profiles, after re-binning to 1.25 Å, folding the profiles (averaging the two halves of the simulation box)
and averaging over at least 4–10 repeats. The isobars are coloured according to the value of the thermopolarisation coefficient, STP, as indicated by the
colour bars. The colour bars are set to range between �1 and 1 mV K�1 (values outside of this range have the same colour as the nearest edge). The large
points indicate the temperatures and densities of inversion found from the data re-binned to 1.25 Å. The black dotted line represents the liquid–vapour
coexistence line for the corresponding water model, as reported in the NIST standard reference simulation database.53 The black solid lines are
coexistence lines computed from LV simulations in this work (see Section A.10, ESI†) Due to being very close in pressure, two pairs of SPC/E isobars have
been averaged to give the diamond points.
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of TIP4P/2005f (see Table A.4, ESI†) are also similar to the values
obtained with the rigid version.50 We do not find significant
changes in the geometry of the molecule with temperature (see
Table A.4, ESI†).

The results presented above support the general existence of
the TP effect in water. At the same time, they reveal a significant
dependence of the TP effect with the model. In the following,

we discuss the microscopic origin of the TP inversion effect for
these models. This information should be helpful to establish
which water models provide a better representation of the
thermal polarisation effect in water.

3.2 Understanding the inversion of the thermal polarisation

In a previous work, the TP inversion temperature was rationalised
in terms of a balance of dipolar and quadrupolar contributions
Armstrong and Bresme,22 which feature different dependencies
with temperature and opposite signs. These two contributions
define the total thermal polarisation field, which becomes zero
when the contributions cancel exactly. We note that this cancella-
tion is specific of water. Other polar molecules, such as acetoni-
trile, do also exhibit thermal polarisation but no temperature
inversion in the liquid region, as the dipolar contribution is the
dominant in a wide range of temperatures and densities.13

A phenomenological equation representing the thermo-
polarisation field, Ephen., in terms of dipolar and quadrupolar
contributions, was proposed in ref. 22,

Ephen ¼ rT
EP

rT

����
����� arQzz;r

e0

� �
; (12)

where EP is the dipolar contribution to the electric field,
assumed constant here, r is the mass density of water, Qzz,r =
Qzz/r is the quadrupole per unit mass and a is the thermal
expansion coefficient given by,

a ¼ �1
r

@r
@T

� �
p

; (13)

where the p indicates constant pressure. Eqn (12) relies on the
assumption that the dipolar contribution depends weakly on
the specific thermodynamic state. In the following, we develop
this idea further, and derive a relationship to identify the
microscopic conditions leading to the temperature inversion
in terms of the thermal expansion, molecular dipole and
quadrupole moments and the ratio between the average orien-
tation and the thermal gradient.

3.2.1 The quadrupolar contribution. The average (traced)
quadrupolar density of ‘‘rigid’’ water molecules (reference point
along the principal symmetry axis), can be written as,26

QzzðzÞ ¼ rmolðzÞ
1

3
Tr½Qmol�

�

þ Qzz;mol �
Tr½Qmol�

3

� �
1

2
3 cos2ðyÞ � 1
� �

þQxx;mol �Qyy;mol

2
sin2ðyÞ cosð2wÞ
� ��

;

(14)

where Qaa,mol = qrH,a
2 � qrM,a

2 is the molecular quadrupole
moment (q is the charge on each hydrogen), y is the angle
between the dipole moment of a water molecule and the z axis,
the direction of the heat flux, and w is the angle of rotation
of the molecular plane about the dipole moment vector (see
Fig. A.2, ESI†). The azimuthal angle (rotation about the z axis) is
ignored, due to the ‘cylindrical’ symmetry of the simulation

Fig. 5 Fitting of the simulated points of inversion to eqn (11), for each of
water model. The fits have been weighted by one over the standard error
of the density data. The red points are the inversion points found for the
TIP4P/2005f model.

Table 2 Parameters obtained by fitting eqn (11) to the points of inversion
found for each model

A/104 K2 B/10�1

TIP4P/2005 �2.8064 0.9180
SPC/E �10.2174 8.7185
TIP3P 2.4207 �2.7305
OPC �3.8486 2.0391

Fig. 6 Equations of state for the TIP4P/2005 at high average temperature
(1500 K). The background is coloured according to the thermopolarisation
coefficient, STP, which is interpolated between isobars with a smoothed
bivariate cubic spline using SciPy.54 The solid curved line represents the
contour at which the interpolated value of the thermopolarisation coeffi-
cient features inversion, STP = 0. The dotted vertical line is the density of
inversion at infinite temperature predicted by eqn (11).
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box. A brief derivation of eqn (14) is given in the ESI,†
(Section A.3).

Yang et al.26 showed that the orientations of the water
molecules at the water liquid–vapour interface resulted in the
second and third terms in (14) being significantly smaller than
unity. Hence, the quadrupolar density is given to a very good
approximation as,

QzzðzÞ ’
1

3
Tr½Qmol�rmolðzÞ; (15)

which shows that this quadrupole contribution to the electric
field is isotropic, in the sense that it is independent of the
molecular orientation, and only depends on the local density.
The same approximation can be used to model the quadrupolar
contribution for water under strong thermal gradients (see ref. 22)
since the orientation is weaker than at the liquid vapour interface,
even for high thermal gradients. Using the approximation in (15)
along with Gauss’s law, the quadrupolar contribution to the
electric field is given simply by,

EQ ¼
1

e0

@Qzzð@zÞ
@z

ẑ (16)

¼ 1

3e0
Tr½Qmol�

@

@z
rmolðzÞẑ: (17)

The assumption of local equilibrium, central to non-equilibrium
thermodynamics theory,4 can be applied here to rewrite (17) in
terms of thermodynamic quantities. We assume that micro-
scopically small regions of a non-equilibrium system follow the
laws of equilibrium thermodynamics.4,55 This idea is supported
by the data shown in Fig. A.5 (ESI†), which shows excellent
agreement between the equations of state obtained using NEMD
and equilibrium (NPT) simulations. Using the chain rule, the

spatial gradient of the molecular density can be written as,

@

@z
rmolðzÞ ¼

@rmolðzÞ
@T

� �
p

@TðzÞ
@z

¼ �aðzÞrmolðzÞrTðzÞ; (18)

where we use the fact that in systems under a thermal gradient only
(as in the NEMD simulations), the systems feature temperature and
density gradients at constant pressure, i.e.,rP = 0. Furthermore, we
have used the definition of the thermal expansion, eqn (13).

Combining eqn (18) and (17) gives,

EQ ¼ �
1

3e0
Tr½Qmol�rmolðzÞaðzÞrTðzÞẑ; (19)

which contains the spatial dependence of the system through
the thermal gradient term. The ratio of quadrupolar contribution
to the electric field to the thermal gradient (STP,Q) is shown in
Fig. 7a, as calculated using eqn (19) and directly from simula-
tion. Fig. 7a shows that eqn (19) does reproduce accurately the
simulated quadrupolar field. The main difference between
eqn (19) and the corresponding equation in ref. 22 is that the
equation proposed in here is expressed in terms of the mole-
cular density and the quadrupole moment per molecule, hence
providing a direct link with molecular properties. Hereafter, the
trace of the molecular quadrupole will be denoted as, Tr[Q].
We note that this property is dependent on the choice of
molecular origin, so the equations that are developed in the
preceding and coming sections are only valid for an ‘optimal’
choice of origin that minimises the contribution of higher
order multipole moments. The suitability of the chose origin
can be assessed by checking whether the sum of the dipole and
quadrupole contributions to the polarisation field agrees with
the field obtained from the integral of the charge density
(see Fig. 1-bottom).

3.2.2 The dipole contribution. Using the definition of the
dipole density, eqn (10), the dipole moment density projected
in the direction of the thermal gradient, z, is

Fig. 7 (a) The quadrupolar contribution to the thermopolarisation coefficient for the lowest pressure isobar showing TP inversion for each model. The
points represent the approximate form given in eqn (19). (b) Dipolar contribution to the thermopolarisation coefficient for the lowest pressure isobars,
showing TP inversion for each rigid model. The points and dashed lines show the contribution to the field given by eqn (25), with the approximation that
hcos yir(z) E hcos yi (z). Each model has been offset successively by 1 mV K�1 in the y-axis, with the horizontal dashed lines indicating 0 mV K�1.
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Pz(z) = |m|hcos yir(z)rmol(z), (20)

where cos y ¼ m � ẑ
jmj is the angle between the dipole moment

vector and the z axis (direction of the heat flux) and,

hcos yirðzÞ ¼

PNmol

m

dðz� zmÞ cosðymÞ
� �

PNmol

m

dðz� zmÞ
� � ; (21)

¼ PzðzÞ
jmjrmolðzÞ

(22)

is its density weighted average of the orientation, as indicated
by the subscript r. Because fluctuations in density are small,
relative to those in the angles, hcos yir(z) E hcos yi (z) is a good
approximation, which we use in eqn (26). The unweighted
average, hcos yi (z), is calculated and used in the following
equations, where using hcos yi (z)r would be exact.

Integrating the contribution to the density, the dipole con-
tribution to the electric field of the system is,

EP ¼
1

e0

ðz
0

�dPzðzÞ
dz

� �
dzẑ (23)

¼ �1

e0
PzðzÞ � Pzð0Þð Þẑ (24)

¼ �1

e0
jmjhcos yirðzÞrmolðzÞẑ; (25)

where Pz (0) has been set to zero by the requirement that the
heat flux inverts (and becomes zero) by symmetry, at the edges
of the simulation box. Eqn (25) shows that the dipolar con-
tribution to thermopolarisation coefficient STP,P = EP,z/rTz is
directly proportional to the orientational behaviour of the water
molecules, for a given local thermodynamic state. We show in
Fig. 7b that eqn (25) does reproduce accurately the dipolar
contribution to the TP coefficient when using the approxi-
mation hcos yir(z) E hcos yi (z).

Partitioning the contributions to the electric field into the
quadrupole and dipole contributions as we have in eqn (17) and
(25), respectively, reveals that there are both ‘‘isotropic’’ and
orientational contributions to the electric field. These can be
identified as the quadrupolar and dipolar parts, respectively,
because the former depends only on the local thermodynamic
state and temperature gradient, whereas the latter shows
explicit dependence on the average orientation of molecules,
as well as the local thermodynamic state.

3.2.3 A criterion for inversion. By adding eqn (19) and (25),
the overall thermal polarisation coefficient is given by,

STP ¼
E

rT ¼
rmol

e0

�hcos yir
rT jmj � 1

3
Tr½Qmol�a

� �
; (26)

In eqn (26) we only include the dipole and quadrupolar
terms, and higher order terms are negligible. We recall that our
simulations show that this approximation is valid, when the
appropriate reference point zm in eqn (9) is used. See Fig. 1 for a

test of this notion, where the electrostatic potential is described
in terms of dipolar and quadrupolar terms only.

In this work, we only found the STP,P to be positive, and thus
the ratio hcos yi/rT o 0. The direction of �rT is the direction
of the heat flux. This shows that the dipole moment vector
(defined from the negative to the positive charges) points in the
same direction as the heat flux, and such the hydrogens have
the tendency to point to the cold thermostats and the oxygens
towards the hot thermostats.

The second term in (26), corresponding to STP,Q, is always
negative in regions where thermal expansion is positive, that is
above the temperatures of maximum density. Below this tem-
perature inversion in the TP field is not possible and the overall
field must be strictly positive. Whether inversion occurs at the
temperatures of maximum density depends on the strength of
the orientational (dipolar) contribution at these points.

From eqn (26), a criterion for inversion of the electric field
with respect to the temperature gradient can be found (i.e. by
setting STP = 0),

aðzinvÞ ¼
jmj

Tr½Qmol�
� 3

rTðzinvÞ
hcos yirðzinvÞ

� �
: (27)

Note the factor in brackets is positive for all states and water
models explored; the cosine has opposite sign to the temperature
gradient. Eqn (27) does also depend explicitly on the dipole–
quadrupole ratio, which was discussed previously as a criterion to
assess the accuracy of water models.33

Eqn (27) can be rearranged as follows,

hcos yirðzinvÞ
aðzinvÞrTðzinvÞ

¼ �Tr½Q�
3m

; (28)

The analysis of eqn (28) indicates that the criterion for inver-
sion is determined by a constant given by the ratio Tr[Q]/3m,
and therefore the inversion temperature is model dependent,
since different models feature different quadrupolar and
dipolar values. By plotting the left-hand side of the eqn (28)
as a function of temperature, we identify a new approach for
finding the temperature of inversion, since at the inversion
temperature hcos yir(zinv)/a (zinv)rT (zinv) + Tr[Q]/3m = 0. This
idea is illustrated in Fig. 8 for the TIP4P/2005 model, where it
can be seen that the values for inversion found for this method
are very close to the temperatures of inversion calculated by
fitting the electrostatic potential to a quadratic equation, as
explained in the A.2 (ESI†).

3.3 Surface potential of the liquid–vapour interface

We have shown above that the inversion temperature of the
thermal polarisation effect is a general physical phenomenon
observed in different water models. Our results clearly show a
significant variability in the inversion temperature. The inversion
temperature denotes a minimum in the electrostatic potential,
which should also be observed at coexistence conditions. At
coexistence a liquid-interface forms, giving rise to an interfacial
electrostatic potential, which emerges from the reordering of the
water molecules at the interface. Interestingly, minima in this
interfacial electrostatic potential were reported in simulation
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studies.27 The minimum appears as a result of the different
dependencies of dipolar and quadrupolar terms, hence a situation
reminiscent of the underlying physics observed in the inversion of
the thermal polarisation discussed above.

To analyse correlations between the inversion of the thermal
polarisation and minima in the interfacial electrostatic
potential, we performed equilibrium simulations of liquid
slabs and computed the corresponding surface potential for
the four rigid water models investigated in this work. The
surface potential for the liquid vapour (LV) interface for each
temperature (see Section 2.1), was computed by averaging the
potential profiles from 5 independent simulations. The
potential drop across the interface defines the surface potential
for each temperature (see Fig. 9a). For all four models, we used
25 Å either side of the centre of the simulation box for
averaging, because the potential was sufficiently constant in
this region. This procedure was performed for each replica

separately and the result was averaged afterwards. Because the
potential profiles have been computed by integrating from the
left sides of simulation boxes, deep in the vapour phase, these
potentials are already relative to the vapour phase.

Fig. 9b shows the average surface potentials for each water
model as a function of temperature. Each model has negative
values of the surface potential of the order of B0.5 V and all
show a clear minimum. The location of this minimum depends
on the model, shifting to lower temperatures for the models
with large dipole to quadrupole ratio. The temperature of the
minimum surface potential can be clearly seen by looking at
the crossing of the temperature derivative of flv at zero (Fig. 9c).
Numerical values for this temperature were found by interpo-
lating the temperature derivative of the potential with cubic
splines and finding the analytical root. This was repeated for
each of the five replicas separately, then the results were
averaged and the corresponding standard deviations used to
calculate error bars.

Fig. 9b shows the sum of the two leading contributions to
the surface potential multipole expansion (the dipole and the
quadrupole moments), showing good agreement between the
potentials calculated from the overall charge distribution and
from the multipole moments. The surface potentials presented
in Fig. 9b are consistent with previous results using classical
point charge forcefields.27,28 Similar values can be obtained
with ab initio calculations, providing care is taken to remove
contributions from the internal charge distribution of the
molecules.30,56 The quadratic variance of the surface potential
with temperature seen in Fig. 9b has previously been reported
by Sokhan.27 The location of the SPC/E model minimum
calculated here (395.1 � 11.7 K) is close to the results presented
in that work. The gradient of the potential with respect to
temperature at 300 K is also in line with the values reported by
Sokhan and Tildesley,27 as well as with experimental works.32

3.4 Comparing inversion between interfacial and NEMD systems

We have established that the temperature of inversion in both
the thermopolarisation and LV surface potential depend
strongly on the water model used. We show in Fig. 10-inset a

Fig. 8 Test of eqn (28) for the TIP4P/2005 states that showed inversion,
indicated by the isobars with markers on in Fig. 4a. The solid curves are spline
fittings used to find the roots where the inversion occurs. The temperature axis
is scaled relative to the temperature of inversion found by this criterion. The
approximation hcosyir(z) E hcosyi (z) has been used. The orange vertical lines
are the temperatures of inversion found by the quadratic fittings, with the blue
shaded regions being the corresponding uncertainty. The dotted grey lines
indicate hcosyir(zinv)/a (zinv)rT (zinv) + Tr[Q]/3m = 0 for each state. The lines for
each state have been shifted upwards along the y-axis for visual clarity.

Fig. 9 (a) Liquid–vapour interfacial electrostatic potential profiles for the TIP4P/2005 model at various temperatures. The horizontal coloured lines indicate
the average potential between �25 Å to 25 Å (which are indicated by two of the vertical lines). The other vertical dotted lines indicate the edges and centre of
the simulation box. (b) Surface potential as a function of temperature for the four water models. The black markers indicate the corresponding potential given
by just the sum of the dipolar and quadrupolar contributions, as described in Section 2. (c) Minus derivative of surface potentials with respect to temperature for
each model, as a function of temperature. The pink markers in (b) and (c) are the temperatures corresponding to the minimum surface potential.
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correlation plot that represents the temperatures of minimum
surface potential vs the inversion temperature for thermal
polarisation along the coexistence line. The inversion temperature
at coexistence was obtained by extrapolating our NEMD data to
the coexistence line. For the SPC/E, TIP4P/2005 and OPC models
the eqn (11) was used (see Fig. 5), however for the TIP3P model, a
simple linear extrapolation of inversion points to the coexistence
line was used. Fig. 10 clearly shows a correlation between both
inversion temperatures (or minimum temperatures if the electro-
static surface potential is considered), with TIP3P showing con-
sistently lower and TIP4P/2005 higher inversion temperatures.
This result indicates a common origin on the temperature order-
ing observed for both surface potential and thermal polarisation
potential minima. The ordering observed here is proportional to
the dipole–quadrupole ratio, introduced earlier in ref. 52 to assess
the accuracy of water models in predicting coexistence phase
diagrams. This ratio is given by m/QT, where QT is not the trace of
the molecular quadrupole moment, but it is defined by,33,34,39

QT ¼
3

2
qHdOH

2 sin2
yHOH

2

� �
; (29)

which is half the difference between the yy and xx components
(where the y axis is parallel to the HH vector and the x axis is
perpendicular to the molecular plane, see ESI,† Fig. A.2) of the
conventional traceless molecular quadrupole moment. Eqn (29) is
a useful property for comparing the quadrupole moment of
different water models because it is independent of the choice
of molecular origin, unlike Tr[Q]. The dipole–quadrupole ratio
decreases in the order TIP3P, SPC/E and TIP4P/2005.52 There is a

clear correlation between this ratio and the TP temperatures of
inversion, as the latter decreases with increasing m/QT. At lower
dipole/quadrupole ratios, the minima in the potential is reached
at higher temperature (see main plot in Fig. 10). Overall, the cross
comparison of the surface potential and thermal polarisation data
indicates a connection between the temperature dependence of
both properties and the importance of dipolar and quadrupolar
contributions in determining such dependence.

The analyses of the TP and surface potential temperatures in
terms of the dipole–quadrupole ratio can be used to predict
what models are expected to provide a more accurate prediction
of the thermal polarisation of real water. It has been shown that
the most accurate models TIP4P/2005 and OPC,39,52 that feature
the lowest m/QT ratios predict thermophysical properties in better
agreement with experiments. Eqn (28) shows that the inversion
of the TP effect depends on this ratio. Moreover, the inversion
condition includes the thermal expansion coefficient. Based on
eqn (29) we expect that the TIP4P/2005 and OPC will predict
inversion temperatures closer to the experimental one. This is
backed up by their superior performance predicting the thermal
expansion. At 300 K and 1 atm the TIP4P/2005 and OPC model
predict a = 2.8 � 10�4 K�1 36 and 2.7 � 10�4 K�1,39 respectively,
which compare favourably to the experimental value 2.56 �
10�4 K�1.57 In contrast, at the same conditions, the SPC/E58 and
TIP3P58 predict 5.0 � 10�4 K�1 and 9.2 � 10�4K�1, respectively,
showing significant deviations from the experimental data.

4 Conclusions

We have investigated the thermal polarisation of water induced
by the application of a thermal gradient. We proved the generality
of the thermal polarisation effect by reproducing this physical
effect in five different water models, widely used to investigate the
properties of water and solutions: TIP4P/2005, TIP4P/2005f, OPC,
SPC/E and TIP3P. The models predict similar strengths in the
TP effect, with thermal polarisation coefficients of the order of
10�4 V K�1 at standard conditions. Consistent with previous
studies, we observe an inversion of the TP field of the TIP4P/
2005 and SPC/E models with temperature. We have reported the
TP inversion temperature of the TIP4P/2005f, OPC and TIP3P
models for the first time. While all the models predict the primary
physical behaviour, we found significant variability in the inver-
sion temperatures, with the TIP4P/2005 (rigid and flexible) models
predicting the highest temperatures and TIP3P the lowest.

We have derived an equation that rationalises the different
results obtained with different water models. The equation
contains three fundamental quantities: the molecular orientation
of the water dipole with respect to the heat flux, the isobaric
thermal expansion and the dipole/quadrupole ratio:

hcos yirðzinvÞ
aðzinvÞrTðzinvÞ

þ Tr½Q�
3m
¼ 0

Forcefields with larger dipole/quadrupole ratios predict consis-
tently lower inversion temperatures. Based on our analysis, the
inversion temperature of water at coexistence conditions should

Fig. 10 Dependence of the TP inversion temperature extrapolated to
coexistence conditions (cyan symbols and line) and the liquid–vapour
surface potential (red symbols and line) with the dipole/quadrupole ratio
for the different models investigated in this work. From left to right we
represent TIP4P/2005, OPC, SPC/E and TIP3P data. The inset shows the
temperature of inversion in the TP plotted against the temperature of
inversion in the LV surface potential, for each model.
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appear around 400 K. While future studies may focus on this
temperature range or most likely near standard conditions, our
work shows that temperature gradients do induce significant
electrostatic fields at extreme conditions, too, e.g., T 4 1000 K
and high pressure. Furthermore, these extreme thermodynamic
states also feature an inversion temperature, albeit our simula-
tions indicate that the density dependence is likely to be small.

We have also demonstrated a correlation between the tem-
perature defining the minimum of the liquid–vapour surface
potential of water and the TP inversion temperature. Both
temperatures feature similar dependencies with the dipole/
quadrupole ratio, with higher temperatures for lower ratios.

Guiding future experiments requires an assessment of the
performance of the different models in predicting the thermal
polarisation effect of water. Our theoretical analysis highlights
the important role of the dipole/quadrupole ratio in defining the
TP inversion. Incidentally, it has been shown in previous studies
that this ratio can be used to assess the accuracy of a forcefield in
predicting the thermophysical properties of water. We conclude
that the accuracy in predicting the TP of water decreases as
TIP4P/2005 B TIP4P/2005f B OPC 4 SPC/E 4 TIP3P. We note
that most of the models investigated here are rigid and include
polarization effects effectively. We showed that the TIP4P/2005
flexible model, which allows for dipolar fluctuations, predicts
results very close to those obtained with the TIP4P/2005 rigid
model. It would be of interest to extend our studies to polarizable
water models, which should allow additional degrees of freedom
connected to e.g. charge fluctuations.

Comparing the temperature dependence of the TP effect and
the surface potential reveals a correlation that might inspire
future experiments aimed at quantifying the thermal polarisa-
tion of water. Spectroscopy techniques are well-established
approaches to interrogate the orientation of water molecules at
interfaces,59–61 and could offer a sensitive probe to analyse the
behaviour of water in the anisotropic environment of a thermal
field, which leads ultimately to the thermal polarisation effect
and the build-up of the thermally induced electrostatic field.
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