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Prediction of atomic stress fields using
cycle-consistent adversarial neural networks
based on unpaired and unmatched sparse
datasets†

Markus J. Buehler ab

Deep learning holds great promise for applications in materials science, including the discovery of

physical laws and materials design. However, the availability of proper data remains a challenge – often,

data lacks labels, or does not contain direct pairing between input and output property of interest. Here

we report an approach based on an adversarial neural network model – composed of four individual

deep neural nets – to yield atomistic-level prediction of stress fields directly from an input atomic

microstructure, illustrated here for defected graphene sheets under tension. The primary question we

address is whether it is possible to predict stress fields without any microstructure-to-stress fields

pairings, nor the existence of any input–output pairs whatsoever, in the dataset. Using a cycle-

consistent adversarial neural net with either U-Net, ResNet and a hybrid U-Net-ResNet architecture,

applied to a system of graphene lattices with defects we devise an algorithmic framework that enables

us to successfully train and validate a model that reliably predicts atomistic-level field data of unknown

microstructures, generalizing to reproduce well-known nano- and micromechanical features such as

stress concentrations, size effects, and crack shielding. In a series of validation analyses, we show that

the model closely reproduces reactive molecular dynamics simulations but at significant computational

efficiency, and without a priori knowledge of any physical laws that govern this complex fracture

problem. The model opens an avenue for upscaling where the mechanistic insights, and predictions

from the model, can be used to construct analyses of very large systems, based off relatively small and

sparse datasets. Since the model is trained to achieve cycle consistency, a trained model features both

forward (microstructure to stress) and inverse (stress to microstructure) generators; offering potential

applications in materials design to achieve a certain stress field. Another application is the prediction of

stress fields based off experimentally acquired structural data, where the knowledge of solely positions

of atoms is sufficient to predict physical quantities for augmentation or analysis processes.

1. Introduction

Predicting stress, strain and other field data in complex nano-
materials under varied boundary conditions such as mechanical
stress is a critical aspect of nanoscience and nanotechnology.1–3

While methods exist to predict field data, such as atomistic

simulation, these can be costly and ineffective if applied to a
very large number of microstructural variations, e.g. to extract
fundamental physical insights from data, or in inverse pro-
blems or materials discovery tasks. Here we report a deep
learning-based method to solve this problem with applications
in both multiscale modeling as well as experimental analysis,
applied here to graphene with defects exposed to mechanical
loading. While this system is chosen as a representative system,
the method reported here is generally applicable to other
nanomaterials, other field data, and other settings, including
perhaps in distinct sets of other physical phenomena.

Machine learning broadly, and especially deep learning4,5

holds great promise for applications in nanoscience, inclu-
ding materials discovery and design,6–9 and has been applied
to various nanoscale systems including to graphene in prior
research.10,11 Here we explore the analysis of graphene
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mechanics using deep learning, applied specifically to the
nanomechanical problem of fracture mechanics,12,13 using an
adversarial framework. Earlier work has shown that field data
can accurately be predicted by training neural networks against
paired images14,15 (that is, neural networks are given pairs of
input and output fields during during).

While paired datasets (e.g. field images) may be available in
some cases, there are scenarios where such pairings, or the
knowledge of pairings, may not exist, such as in broad experi-
mental data collection or in the combination of data from
multiple sources. Importantly, we believe it is also a question of
fundamental interest to assess whether correct field-to-field
predictions, including combining multiple objectives such as
displacement fields and stress fields simultaneously, can be
predicted from datasets without the existence of pairs in the
dataset. We address this fundamental question in this study
and show that it is indeed possible to solve such a problem
through the use of an adversarial training approach, offering a
game theoretic approach to solve this nanomechanics problem.

Fig. 1 shows the model setup used in this study, resembling
a small piece of graphene under periodic boundary conditions
and uniaxial loading.16 Fig. 1A shows the model setup and
application of mechanical strain, used here for demonstration
of the method, and Fig. 1B depicts sample results from mole-
cular dynamics simulations that serve as input to train the deep
learning model (left panel: input microstructure, right panel:

predicted output stress field where numerical stress values in
each atom are mapped to a color via a colormap; as predicted
from MD simulation). We solve both the forward problem
(predicting stress fields from microstructure) as well as the
inverse problem (predicting microstructure from stress field).
The model does not require any pairing of input–output
images, and that it works for datasets that do not even feature
the existence of any pairs in the dataset.

2 Results and discussion

Following the overall setup depicted in Fig. 1, our goal is to
predict stress fields from an input lattice structure that features
various types of defects, and vice versa.18,19 The deep learning
model is trained on MD simulation data (details in Materials
and methods).

Fig. 2 depicts the training set design without any pairs (see
‘‘X’’ marked in Fig. 2A to note the images removed, for just a
few sample images), and also no pairing information between
input and output data. Fig. 2B depicts a sample of the collec-
tion of input microstructures and output stress fields. The van
Mises stress20 is used here as an effective overall stress mea-
sure, but the method can be generalized for other field data.
Two types of crack simulations are included, graphene sheets
with single cracks (left half) and multiple cracks (right half).

Fig. 1 Atomistic simulation setup (Panel A, strain in the x-direction is exaggerated for clarity) and sample results from the MD simulations (left:
microstructure, right: stress field). All MD simulations are carried out in LAMMPS.17 We solve both the forward problem (predicting stress fields from
microstructure) as well as the inverse problem (predicting microstructure from stress field). The stress field images are generated by mapping a stress
value (or other field data) to a color; and the process can be reversed when converting a predicted field back into numerical field data for further analysis.
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We conduct a total of 2000 MD simulations, half with single
cracks and the other half with multiple cracks, for a total of
4000 images to begin with. Once any pairs are removed, a total
of 2000 images are left in the training set (this is reduced to
1000 images for training to test the reliability of the method
with even fewer images).

We use a cycle-consistent adversarial neural net (GAN),21,22

as shown in Fig. 3. Fig. 3 shows an overview of the models,
featuring U-Net, ResNet and hybrid U-Net-ResNet genera-
tors,23,24 as well as two PatchGAN classifiers.25,26 Generator G
transforms input lattices into stress fields and generator F
transforms stress fields into input lattices. Using adversarial
training, G learns to generate images that resemble real stress
fields, and a discriminator Dy, aims to distinguish between
generated stress fields x̃ = G(xmicrostructure) and real stress fields
xstress. At the same time, F learns to generate images that
resemble real stress fields, and a discriminator Dx aims to
distinguish between generated microstructures x̃microstructure =
F(xstress) and real microstructures xmicrostructure.

With xi and x̃i denoting the real field and approximate,
predicted field, respectively,

G(xmicrostructure) = x̃stress (1)

and

F(xstress) = x̃microstructure (2)

Classifiers Dy/Dx are trained to determine whether microstruc-
tures/stress fields are real or fake. In the adversarial training of
this cycle consistent neural network, the generator gets better
and better at producing realistic stress fields that can no longer
be distinguished from real ones (and vice versa). This is because
we train the model to feature cycle consistency in both forward
and backward direction, that is:

F(G(xmicrostructure)) = x̃microstructure E xmicrostructure (3)

and

G(F(xstress)) = x̃stress E xstress. (4)

We also train the model to ensure identity loss, that is,

F(xmicrostructure) = x̃microstructure E xmicrostructure (5)

and

G(xstress) = x̃stress E xstress (6)

Eqn (5) and (6) signify that if a real stress field is provided to
generator G, the same stress field is produced. Similarly, once

Fig. 2 Training set design without pairing and without pairs (panel A) and overview of the types of data used (selection) (panel B). The training set
includes a collection of input microstructures and resulting output stress fields (van Mises stress used here, but the method can be generalized for other
field data). The dataset used here consists of unpaired images, and pairs of input–output combinations are not included either. Two types of crack
simulations are included, single cracks (left half) and multiple cracks (right half). We conduct a total of 2000 simulations, half with single cracks and the
other half with multiple cracks. All pairs are removed, leaving a total of 2000 images in the training set (reduced to 1000 images for training to test the
reliability of the method with even fewer images).
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an input lattice is provided to F, the same input lattice is
produced.

In other words, if we provide a microstructure to generator G
we will get the ‘‘same’’ microstructure back. Similarly, if we
provide a stress field to generator F will get the ‘‘same’’ stress
field back.

A l parameter is introduced to weigh the relative contribu-
tions of the losses (discriminator loss, cycle consistency loss,
and identity loss). Cycle consistency losses are weight by lcycle,
and the identity loss by lidentity. These two contributions are
typically weighted at li c 1 (details in Materials and methods).
This strategy ensures that the model not only learns how to

generate images that ‘‘look like’’ the required output, but
specifically requires that the mapping in both forward and
backward direction is satisfied. This is critical for a physical
problem as solved here.

Indeed, we hypothesize that due to the cycle consistent
formulation of the model, no pairings of the input and output
are necessary, and that the model can even learn how to predict
multiple features at the same time.

We explore the use of two types of generator models, one
based on a U-Net architecture, and one based on a ResNet
architecture (as well as a hybrid model of the two, referred
to as U-Net-ResNet). As is shown in the following sections,

Fig. 3 Overview of the cycle consistent neural network models, featuring U-Net, ResNet and hybrid U-Net-ResNet generators, as well as 2 PatchGAN
classifiers (same structure in all models used). Generator G transforms input lattices into stress fields and generator F transforms stress fields into input
lattices. Classifiers Dy and Dx are trained to determine whether generated stress fields or microstructures are real or fake. In the adversarial training of this
cycle consistent neural network, the generator gets better and better at producing realistic stress fields that can no longer be distinguished from real ones
(and vice versa, for the microstructures). Due to the cycle consistent formulation of the losses, no pairings of the input and output are necessary.

Fig. 4 Results using the U-Net architecture. Panel A shows the generator loss and discriminator loss functions, respectively. Panel B depicts a few
sample results, for two distinct inputs (top: microstructure, bottom: stress field). The cycle prediction, comparing to the input, indicates that cycle
consistency has been achieved. Note, as shown in Panel A, we reduce the learning rate from 2 � 10�4 to 2.5 � 10�5 after 9 epochs.
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both models can learn to predict stress fields from input
microstructures well, and also solve the inverse problem.
Further details on the discriminator models are provided in
Materials and Methods, along with other specifics, as well as22

for additional model aspects.

2.1 Results based on the U-Net architecture

Fig. 4 shows results using the U-Net architecture. Fig. 4A shows
the generator loss and discriminator loss functions, respectively.
Panel B depicts a few sample results, for two distinct inputs
(top: microstructure, bottom: stress field). The cycle prediction,

Fig. 5 Sample results for single cracks (top 3) and multiple cracks (bottom 3), comparing the input, stress field, cycle, and ground truth, for the U-Net
architecture, for validation of the model. The model predicts the stress fields very well, generally, predicting high stresses at crack tips, size effects
(smaller cracks lead to lower stress intensity), crack shielding (e.g. bottom example), and orientation of the crack (horizontal cracks have lower stress
concentration than vertically oriented cracks). This analysis confirms that x̃stress E xstress.
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comparing to the input, indicates that cycle consistency has been
achieved.

We now validate the method by comparing predictions for
novel microstructures (which have not been part of the training
set) with MD simulation results, as shown in Fig. 5. Sample
results for single cracks (top 3) and multiple cracks (bottom 3),
comparing the input, stress field, cycle, and ground truth, for the
U-Net architecture, confirm excellent agreement. It is evident
that the model predicts the stress fields very well, generally.
As anticipated from fracture mechanics theory,13 high stresses
occur at crack tips. The model also adequately captures size
effects, where smaller cracks lead to lower stress intensity.27

Another interesting result is that the model predicts crack
shielding (e.g. bottom example in Fig. 5), and can accurately
account for the orientation of the crack, following closely the
prediction by Inglis.28 Specifically, the model predicts that
horizontal cracks have lower stress concentration than verti-
cally oriented cracks.

2.2 Results based on the ResNet architecture

Fig. 6 shows results using the ResNet architecture. Fig. 6A
shows the generator loss and discriminator loss functions,
respectively. Fig. 6B depicts a few sample results, for two
distinct inputs (top: microstructure, bottom: stress field). The
cycle prediction, comparing to the input, indicates that cycle
consistency has been achieved and that the model is capable of
solving the inverse problem.

Fig. 7 shows sample results for single cracks (top 3) and
multiple cracks (bottom 3), comparing the input, stress field,
cycle, and ground truth, for the ResNet architecture. As the
U-Net model described in the previous section, the ResNet
model predicts the stress fields very well, generally, predicting
high stresses at crack tips, size effects (smaller cracks lead to
lower stress intensity), crack shielding (e.g. bottom example),

and orientation of the crack (horizontal cracks have lower stress
concentration than vertically oriented cracks).

It is noted that the ResNet model requires longer training to
reach good predictions. It usually took around a few tens of
epochs for convergence of the ResNet models, whereas the
U-Net model converges within a few epochs.

2.3 Near-crack tip field predictions

Fig. 8 shows a detailed comparison of stresses near crack tip,
comparing U-Net, ResNet and ground truth as obtained
from MD simulations. Generally, the stress concentration is
predicted well at the atomic level, albeit there are some slight
differences. The U-Net model tends to make slightly better
predictions. Further work is necessary to explore the capacity
of both models to make predictions based on different size
training sets, noise in the dataset, or other parameters.

2.4 Predicting field data and displacements simultaneously

In the preceding examples, predictions of the field data was
based on input microstructures that did not change configu-
ration (that is, position of atoms) once output fields were
added, and hence the model only learned to predict field
data without at the same time learning the deformation of
the lattice. While this is in principle not limiting since the
model can easily learn multiple fields – stress data, displace-
ment data, etc. – and may actually have advantages when using
experimental input data of lattices (e.g. in situ images take may
already be in deformed state), we now explore whether the
model is capable to learn deformations of lattices while at the
same time predicting stress fields. We found this to be a much
more challenging problem, and hence more difficult to train
for, especially for discrete lattice structures as considered
here (it is noted in other investigations of continuous field
predictions, this problem tends to be easier to solve for,
indicating that the discreteness of the lattice poses challenges).

Fig. 6 Results using the ResNet architecture. Panel A shows the generator loss and discriminator loss functions, respectively. Panel B depicts a few
sample results, for two distinct inputs (top: microstructure, bottom: stress field). The cycle prediction, comparing to the input, indicates that cycle
consistency has been achieved.
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While this deserves exploration in future work, we report some
results of a successful model that has accomplished this feat,
confirming that such models can be developed.

Fig. 9 shows examples from the model that predicts both
stress field and deformation simultaneously, using a U-Net-
ResNet model (featuring ResNet blocks at the bottom of the
‘‘U’’, combining the two models used in the previous sections

towards a more complex neural network that has the capacity to
learn even more complex relationships).

Fig. 9A presents comparisons for three sample geometries.
The overall shape change of the image is visible, for instance by
comparing the input and output shape. Fig. 9B shows a detailed
comparison of stresses near crack tip, comparing prediction
and ground truth. It can be seen that generally, the stresses are

Fig. 7 Validating the model against molecular dynamics results. Sample results for single cracks (top 3) and multiple cracks (bottom 3), comparing the
input, stress field, cycle, and ground truth, for the ResNet architecture. The model predicts the stress fields very well, generally, predicting high stresses at
crack tips, size effects (smaller cracks lead to lower stress intensity), crack shielding (e.g. bottom example), and orientation of the crack (horizontal cracks
have lower stress concentration than vertically oriented cracks). This analysis confirms that x̃stress E xstress.
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well reproduced. We note that the model failed to accurate
learn to predict the input microstructure from an image of a
deformed stress field, at least not nearly as good as the earlier
models described. This may or may not be considered limiting
depending on the objective of the use case, however, it deserves

further investigation in future work. For instance, adjusting
learning rates and/or relative weights of the losses may help,
since the forward vs. backward problems have different com-
plexities associated with them. Other possible explorations in
order to achieve better predictions of a deformed lattice to an
undeformed lattice include training against solely deforma-
tions, not stress fields. We anticipate that some of these
questions may be addressed in future work.

3. Conclusion

We reported a deep learning approach to predict atomistic-level
field data of unknown microstructure inputs, generalizing to
reproduce well-known nano- and micromechanical features
such as stress concentrations, size effects, and crack shielding,
closely reproducing reactive MD simulations but at significant
computational efficiency. A notable feature of the method is
that it does not rely on paired images, and that pairs of images
do not need to exist in the dataset, at all. We also showed that
transfer learning provides a path to solve even more complex
problems where not only field data is predicted as a function of
an input microstructure, but also deformation fields.

We believe that what has been demonstrated here repre-
sents a remarkable feat that offers immense opportunities for
many other physical phenomena for which solely ‘‘observa-
tions’’, but absolutely no correlation between the input and
output, is known, for mechanistic discovery of accurate pairing
by the algorithm itself.

Once the neural net is trained, one of the generators
(F to translate microstructures to stress data, and G to translate
stress data to microstructures) is sufficient to make relevant
predictions. Such predictions can easily be carried out on a CPU
or GPU and take a fraction of a second, much less time than a
MD simulation to solve the same problem, which can take
minutes to hours depending on the size of the system. This is
particularly significant when working with complex nanomaterials
that require quantum or fully reactive models). It is also noted
that transfer learning can be a powerful tool to adapt the model
to other scenarios. For instance, a model can be trained against
MD simulations as done in this paper and then adapted to learn
particularities of a system for which only quantum mechanical data
is available. Since transfer learning typically requires much less
data, this can be done in a feasible manner, and updating a well-
trained neural network only requires a few epochs.

As a more general comment the resulting images of fields
produced by the generator neural network can be converted
into numerical values by using the color mapping that was used
to generate the images from the MD results in the first place
(thereby, each color is associated with a particular numerical
value). When analyzing a result, the colors predicted by the ML
algorithm can be converted into a numerical stress value
(or any other field data) by reversing the process, using the
same colormap but now mapping a color to a numerical value.

Through these developments we showed that this cycle-
consistent GAN model opens an avenue for upscaling – in a

Fig. 8 Validating the model against molecular dynamics results. This
figure depicts a detailed comparison of stresses near crack tip, comparing
U-Net, ResNet and ground truth. Generally, the stress concentration is
predicted well at the atomic level, albeit there are some slight differences.
The U-Net model tends to make slightly better predictions (note, Fig. S2
(ESI†) shows a direct comparison between U-Net and ResNet of the entire
field; not repeated here since the images are already included in prior
figures).

Fig. 9 Validating the model against molecular dynamics results, using a
U-Net-ResNet model, while predicting both stress field and deformation
simultaneously. Panel A: Comparisons for three sample geometries. The
overall shape change of the image is visible, while the stress field is
predicted well also. Panel B: Detailed comparison of stresses near crack
tip (for the example in the middle), comparing prediction and ground truth.
Generally, the overall deformation of the lattice and the atomistic stresses
are well reproduced. However, the model fails to accurately convert stress
fields into an input microstructure, especially compared to the perfor-
mance of the other models trained.

Paper Materials Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

4 
Ju

ne
 2

02
2.

 D
ow

nl
oa

de
d 

on
 1

/3
0/

20
25

 1
0:

36
:0

1 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2ma00223j


6288 |  Mater. Adv., 2022, 3, 6280–6290 © 2022 The Author(s). Published by the Royal Society of Chemistry

multiscale scheme – where the predictions from the model can
be used to construct analyses of very large samples, based off
relatively small and sparse dataset without any known pairing
of input and output, such as by tiling overlapping images
generated by smaller ‘‘patches’’ of data, in a sliding fashion.
Such sliding algorithms are used in other settings such as
image segmentation or image generation,29 and can offer an
effective mechanism to create very large-scale high-resolution
solutions. Moreover, another application area of the model is
the prediction of stress fields based off experimental data,
where the knowledge of solely positions of atoms is sufficient
to predict physical quantities for augmentation or analysis
processes. We note that any model has to be first trained
against ground truth data, which includes information about
how input and output relate. A possible strategy is to pre-train a
model against synthetic data as done in this study, and then
use such a model in a fine-tuning step where the model is
adapted against another dataset, for instance data generated
from experimental imaging.

4. Materials and methods

This section describes detailed methods, including MD simulations,
dataset generation, and the neural network model along with
training and validation.

4.1 Atomistic simulations and dataset generation

MD simulations to model deformation and fracture of nano-
materials has been widely used for a variety of materials and
force fields.30–32 We consider the geometry shown in Fig. 1A,
depicting a graphene lattice with periodic boundary conditions
in x-y directions, (cell in the z-direction is much larger to ensure
no interactions between images of the single graphene sheet)
under uniaxial loading in the x-direction. The interatomic
force field is the reactive AIREBO potential,33 implemented in
LAMMPS.17

The system allows for atomic deformations in x-, y and
z-directions (albeit out-of-plane deflections are minimal due
to the 2D nature of graphene, especially under tension). To
realize a high-throughput LAMMPS simulation setup we first
generate an image (black is the background, and white color
resembles void regions in cracks or other defects; added using
OpenCV image generation functions). The image is then trans-
lated into a graphene lattice, where the distribution of atoms
and void follows the image colors. The process is automated
via a Python script that generates LAMMPS input files, runs
LAMMPS, and analyzes the results.

The training set includes both, cases with just single cracks
and cases with a larger number of randomly situated cracks,
split half. All MD models are carried out using LAMMPS
and feature a series of energy minimization using conjugate
gradient (CG), MD runs at near-zero temperature, followed by
homogeneous strain application (4.5% uniaxial tensile strain
applied in the x-direction via a constant strain rate _exx without
lateral relaxation until the desired total strain is reached), and

then a GG-MD-GC sequence to render an equilibrium stress
field. The initial periodic system size before strain application
is 170.93 A � 173.95 A. Each of the systems feature around
10 000 carbon atoms (specific number changes due to the
existence of defects).

4.1.1 Stress field calculation and dataset. We compute the
simulation step averaged atomic von Mises stress svon Mises

20 in
LAMMPS,17 visualize it using matplotlib, and save images of the
input microstructure and the predicted stress fields to generate
the data sets. The von Mises stress,20 used here as measure of
overall stress as a scalar field, is calculated from the atomic
stress tensor sij as:

svonMises¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
s11�s22ð Þ2þ s22�s33ð Þ2þ s33�s11ð Þ2þ6 s223þs231þs212

� �� �r
:

(7)

The final training set used for the neural network training is
based up to 4000 images total, with 2000 images of input
and output, respectively (the input is the lattice without stress
field, and the output is the lattice with stress field indicated by
color). The complete simulation data is then used to extract the
dataset for the training by removing any pairs, to realize a
dataset that is (i) unlabeled (except for what are input and what
are output images), (ii) unpaired, and (iii) does not have any
pairs in the dataset, at all. To remove any pairs, we use even
numbered images from the input geometries, and odd num-
bered images from the output images. The size of the dataset
used for training consists of 1000 total images, representing
a subset of the larger dataset (models are trained on different
size datasets to test performance, and we found that the total
number of 1000 images is sufficient for reasonable performance).
A sample dataset is included as DataSet1.

The datasets are split via 80 : 20 into training and testing sets.
Before feeding to the neural network, all images are scaled to a
resolution of 1024 � 1024 (the model was trained and tested on
various resolutions and works generally well, albeit the depth of the
generators and/or number of ResNet blocks needs to be adapted).

Note that while the results presented here focus on svon Mises

predictions, models can be trained for individual sij compo-
nents as well, from which then all other stress measures can be
computed.

4.2 Cycle-consistent adversarial neural networks

We implement a cycle consistent adversarial neural network, as
shown in Fig. 3, similar to what was suggested in ref. 22.
It consists of 2 discriminators Dx and Dy, and 2 generators,
F and G. The discriminator neural net is a 70 � 70 PatchGAN
model, as schematically shown in Fig. 3 (lower left). The model
processes an image and outputs patches of classifications of
whether it represents a real or fake image.

In terms of the overall workflow of the model, the two
classifiers Dx and Dy are trained to determine whether stress
fields are real or fake. In the adversarial training of this cycle
consistent neural network, the generator gets better and better
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at producing realistic stress fields that can no longer be
distinguished from real ones, and vice versa.

We use the loss functions as defined in ref. 22 featuring
discriminator losses and cycle consistent generator losses. The cycle
consistent generator loss assesses the capacity of the generator to
yield realistic images, and also includes identity loss to assess
whether an image moved through a cycle of both generators yields
the identical image that was started with (eqn (1)–(6)).

We chose a weight for cycle consistency loss as , and weigh
the identity loss by lidentity = 5, as suggested in ref. 22.

Due to the cycle consistent formulation of the losses, no
pairings of the input and output are necessary, nor is it
necessary to have actual pairs even in the dataset.

4.2.1 U-Net model. The U-Net architecture uses convolu-
tional layers to downsample and upsample the data, featuring
skip connections between each layer. A schematic of the model
is shown in Fig. 3 (top left). Detailed model parameters are
included in Fig. S3 (ESI†).

4.2.2 ResNet model. The discriminator architecture is
composed of a Conv2D layer, followed by a LeakyReLU layer.
These layers are followed by Conv2D, an InstanceNormaliza-
tion, and LeakyReLU, which are repeated 3 additional times.
Finally, the patch output is a Conv2D layer. All layers feature a
kernel initializer using RandomNormal, with a standard devia-
tion of 0.02. The model features 9 ResNet blocks. A schematic
of the model is shown in Fig. 3 (top center). Detailed model
architecture is show in Fig. S4 (ESI†).

4.2.3 U-Net-ResNet model. The model architecture takes
the form of the U-Net model with skip connections but adds
ResNet layers at the bottom of the U, and also adds ResNet blocks
at every other convolutional down/upscaling layer in the side of the
U. It is noted that this model features two types of skip connec-
tions – short ones within the ResNet blocks, and longer ones as in
the U-Net. A schematic of the model is shown in Fig. 3 (top right).
Detailed model architecture is show in Fig. S5 (ESI†).

4.2.4 Discriminator model. The PatchGAN discriminator
model is shown in Fig. S6 (ESI†).

4.2.5 Hyperparameters and training. We use an Adam
optimizer34 to train the adversarial neural net, with a learning rate
at 0.0002, and a b1 = 0.5. We use an image resolution of 1024� 1024
pixels. The model is implemented in TensorFlow 2 and Keras.35,36

In some cases, we used a variation of the learning rate
(especially for the U-Net mode and for the U-Net-ResNet model)
after initial training for a few epochs to ensure stability during
higher training epochs (following the suggestion in ref. 22).

In the study where we trained for both lattice deformation
and stress field prediction simultaneously (Fig. 9), we used a
multistage training process where we first primed the model by
training it against a small dataset of only 100 input and
100 output images (unpaired, and pairs do not exist, as for all
the other cases) for 20 epochs and then trained it further
against the larger dataset with the same size as in the other
cases. In other training mechanisms for this problem we first
trained a model against a dataset without deformation, then
used transfer learning to adapt the model to capture deforma-
tion and stress field predictions (results not shown).

A deeper PatchGAN model with a larger number of convolu-
tional layers is used in case where we simultaneously predict
deformation and stress fields (two additional Conv2D layers are
added). This enabled us to increase the effective patch size and
hence capture larger-scale field features beyond the 70 � 70
pixel size in the original model.

Training performances are included in the main figures in
the text, and the evolution of all four loss functions are depicted
in Fig. S1 (ESI†). For this problem, only single crack deforma-
tion fields are used.

4.3 Computing environment

All models are trained on either NVIDIA P100, A6000 or
A100 GPUs. We used Colab Pro, Google Cloud Computing,
and other local computational resources during this research.

Code and data availability

Dataset sample, consisting of graphene microstructure input
and Von Mises stress output, for randomly oriented/shaped
single cracks and multiple cracks.
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