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Complex amorphous oxides: property prediction
from high throughput DFT and AI for new
material search†

Michiel J. van Setten, *ab Hendrik F. W. Dekkers, a Christopher Pashartis, a

Adrian Chasin, a Attilio Belmonte, a Romain Delhougne,a Gouri S. Kar a and
Geoffrey Pourtois ac

With decreasing dimensions and increasing complexity, semiconductor devices are getting more difficult

to fabricate. In particular the allowed deposition temperature becomes lower. Amorphous materials,

which do not require annealing steps, are therefore becoming more interesting. First principles

modelling of amorphous materials is, however, way more complex than modelling crystalline ones.

Especially to screen for new materials, a fully ab initio approach is hence too expensive. We take on this

challenge by employing a combination of high throughput first principles calculations and artificial

intelligence (AI). We construct 4500 atomistic models, each containing 200-atoms, to capture the

properties of amorphous phases of primary, X–O, and binary, X–Y–O, metal oxides. For these models,

we calculate the relevant properties for a transistor channel. Expanding this exercise to more complex

metal oxides would lead to a prohibitively large number of options. We solve this problem by training

support vector regression models based on the data generated for the primary and binary oxides to pre-

dict the properties of ternary and more complex oxides. By combining the trained models, we construct

an objective function that, at its minimum, points to the optimal composition in terms of electronic

performances and material stability. After screening a series of objective functions, we identify the

Zn–Mg–Al–O metal oxide (Zn and Mg around 40–50 at%, Al below 10 at%) as being the most interest-

ing improvement to the current industry standard a-IGZO for the development of a high charge carrier

mobility layer of a thin film transistor compatible with low deposition temperature requirements. It is

predicted to combine an improvement in terms of electron mobility and chemical stability with respect

to a-IGZO. This method, combining first principles calculated data with AI, is however not restricted to

finding new materials for the active layer in a thin film transistor. From a general perspective, this

approach can be used for any alloy or compound discovery problem, in which the pivotal material

properties can be calculated for, in the order of a thousand, relevant one- and two-element materials.

1 Introduction

Since the first signs of a slowing down of Morses law in the
traditional area scaling of semiconductor devices, the industry
has been turning its interest to new device architectures.
The combination of new architectures with the advancements
in extreme ultraviolet lithography technologies is predicted to

sustain the down-scaling for probably another decade. The
performance increase at fixed power, however, does seem to
be coming to a halt when continuing with standard materials
like silicon. On top of this, the combination of high mobility
van der Waals materials with three-dimensional CMOS archi-
tectures is under development, requiring more heterogeneous
integration schemes. One thing that all these developments
have in common is the need for new materials with a
low deposition temperature to be co-integrated on a silicon
platform.

Amorphous materials, in general, allow for lower deposition
temperatures than crystalline ones, enabling more complex
CMOS device structures and the fabrication of large area
transistors on non-silicon based substrates such as plastic.1,2

They, therefore, can provide a viable option for the active layer
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of thin film transistors in these demanding new architectures,
provided that they show electrical performances similar to
crystalline silicon. Unfortunately, upon amorphization, most
materials suffer from a significant reduction of their charge
carrier mobilities, making them useless for high performance
computing applications. Interestingly, amorphous metal oxides
tend to have a higher mobility than amorphous silicon.3

Probably the best-known demonstration of a successful
amorphous oxide is the introduction of InGaZnO4 (IGZO) as a
transistor channel material. IGZO found its application first
in thin-film-transistor (TFT) display backplanes,4–9 and more
recently as a transistor channel material for static random
access memory (SRAM)10 or as a memory selector in dynamic
random access memory (DRAM) devices.9,11–15 However, intro-
ducing amorphous oxides as transistor channels requires gain-
ing a tight control on the different doping sources to ensure
appropriate device operation and a low access contact resis-
tance. In particular, the electron mobility and chemical stability
of IGZO are far from being ideal, with a high sensitivity to
hydrogen inclusion and oxygen depletion sources,3,16–21 lead-
ing to complex integration schemes.

Many attempts have been made to identify ‘material(s)
beyond IGZO’ that would solve these issues, and reports on
high mobility amorphous oxides are numerous but also often
contradictory, see Fig. 1. Part of the problem comes from the
difficulty to extract non-ambiguous charge carrier mobilities.
Until recently, numerous primary and binary oxides were
reported to display mobilities reaching sometimes well over
200 cm2 V�1 s�1.22–36

In the second half of the last decade, many more promising
new amorphous oxides were reported. Compared to earlier
works, the composition of the materials became more complex,
and mainly ternary oxides were reported on.37–63 The extreme
super high mobilities reported in previous studies, i.e. above
100 cm2 V�1 s�1, were however not seen anymore, except for
some outliers.

Finally, in the 2020s, the reported materials become more
and more complex with quaternary oxides becoming more
common than before.64–71 A few exceptions excluded, most
reported mobilities are now all below 50 cm2 V�1 s�1.

One would almost be tempted to start believing that electron
mobility in complex oxides is a time dependent property.

Although many materials have hence been reported, some
with very promising properties, IGZO is currently still the only
one making its way into actual devices. The search for new
materials is hence still a very active field. However, due to the
combinatorial explosion of options, when more and more
elements per material are considered, a systematic search in
a composition space this large is more like finding missing
luggage in Hilberts hotel than looking for the proverbial needle
in a haystack.

Comparing all reported mobilities, even on identical materi-
als, moreover, often shows large variations, sometimes by
orders of magnitude. This suggests that quantifying key para-
meters like mobility, in a transparent and comparable way is
not an easy task. Consequently, comprehensive studies aiming
at the discovery of trends and material design guidelines are
limited.47,72–74

Fortunately, in recent years, a new approach has been
emerging to address such challenges. By collecting large
amounts of structural and electronic properties, either being
calculated or experimentally obtained, and combining these
with machine learning, new materials and the mapping of
known materials to new applications are being discovered.75–93

Most of these works, however, mainly focused on crystalline
materials and around variations of elements and sites in known
crystalline materials. Although systems of off-stoichiometic com-
positions and materials of unknown structure are also getting
attention,94,95 the use of amorphous materials, which is the focus
of our interest, adds even more additional difficulties.

In this work, we address this challenge by combining
density functional theory (DFT) calculations with machine
learning. For a set of elements, see Fig. 2, selected from the
different candidates reported in the literature, we collect known
crystalline phases of all primary, single element, and binary,
two element oxides. From the structural properties of these
crystalline phases, we create primary and binary amorphous
models. For the amorphous models, we calculate the key
electronic and chemical properties, which are then used to
train machine learning models to predict them for any arbitrary
complex amorphous oxide. Finally, we minimise an objective
function containing all these models to predict interesting new
candidates, offering the best trade-off in terms of electronic
properties and stability. For the most promising candidates,

Fig. 1 Reported mobility of n-type channel materials over the years.
Fig. 2 The 12 elements for which the amorphous oxides and combina-
tions of them are considered in this study.

Paper Materials Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

1 
O

ct
ob

er
 2

02
2.

 D
ow

nl
oa

de
d 

on
 9

/2
0/

20
24

 6
:4

1:
23

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2ma00759b


© 2022 The Author(s). Published by the Royal Society of Chemistry Mater. Adv., 2022, 3, 8413–8427 |  8415

we validate the machine learning model prediction by explicit
DFT calculations.

2 Methodology
2.1 Overall Workflow

The overall workflow in this study follows the five steps described
below. Further explicit details are provided in the next subsections.

Collect known crystals. We start by collecting known crystal-
line phases of primary and binary oxides of 12 selected elements.
We selected the representative elements found in the n-type
channel materials reported in the literature so far, see the
discussion in the Introduction section. The Materials Project
database96 is used for this purpose. We analyse the structural
features of the crystalline phases to extract the local geometries
and building motives and use these to build amorphous atomistic
models for known and hypothetical metal(loid) ratios. We select
stable phases of the composition having the largest band gap in
case of multiple options. Using these ratios is then expected to
also lead to large gaps in the amorphous phases. By selecting the
most stable phases we attempt to extract the most stable local
motives which should also dominate the amorphous structures.

Construct amorphous models for primary and binary
systems. We include (close to) 1 : 20, 1 : 10, and 1 : 5 ratios of
the elements besides the known ratios, which are often close to
1 : 1 or 1 : 2. The amount of oxygen is always set at the stoichio-
metric amount. The amorphous models are then structurally
optimised using density functional theory calculations. After
the structural optimisation step, the observables, total energy
and electronic properties, are calculated and collected.

Train models to reproduce primary and binary systems and
predict more complex systems. The primary and binary oxides
form the 2D boundary of a 11D elemental space. A full
systematic screening of the insides with explicit calculations
on atomistic models is practically impossible. We therefore
train support vector regression models (SVR) on the computed
observables to predict the properties of the complex materials
inside this space. We use a feature vector containing only the
composition of the material to develop the models.

Define and optimise an objective function. To find new
material classes, we combine the different regression models
into a single objective function. This function is constructed
such that moving toward an optimal value of each of the
individual contributions reduces its value. Overall minimisa-
tion of the function hence leads to candidate materials where
the different properties are optimal.

Validation. Finally, for the most interesting resulting mate-
rial classes, we validate the model predictions by explicit
calculations. We generate new atomistic amorphous models
of the predicted compositions, calculate their properties, and
compare them to the model predictions.

2.2 First principles calculations of the observables

All first principles calculations reported in this paper, are
performed in the framework of Kohn–Sham Density Functional

Theory97–99 (DFT) using the CP2K software package.100 The
hybrid Gaussian and plane wave density functional scheme of
CP2K101–105 ensure that the dimension of the systems, needed
to reach low concentrations of defects, are computationally
feasible. We used the PBEsol generalised gradient approxi-
mation for the exchange correlation functional.106,107 The
standard DZVP basis sets108 and pseudo potentials109–111 pro-
vided with CP2K are used. Given the amorphous phase of the
materials, all calculations are performed using the G–point
only. For the structure optimisation, we use a maximum
geometry change convergence criterion of 5 mBohr and a
force convergence criterion of 1 mH Bohr�1. The preparation,
execution, monitoring, and post-processing of the over 10 000
calculations reported in this work have been facilitated by our
in-house python package.

The amorphous phase is modelled in periodic unit cells
containing close to 100, 200, and 400 atoms for the known
composition models. For the hypothetical ratio models, we
simulate only 200 atom models. For each model, we pertain
strict oxygen stoichiometry since missing oxygen, in most of
these materials, tends to dope it to n-type. For the hypothetical
ratio models, the oxygen stoichiometry of the primary oxides
is maintained per element. For each system, we generate
10 different morphologies to obtain a statistical sampling of
the structure. The atomistic models for the amorphous phase
have been generated by using the approach proposed by
Drabold et al.,112 in which a starting prototypical atomic
structure is built from a random distribution of metal atoms,
the atomic position is then compacted and decorated by oxygen
atoms to obtain coordination numbers and bond distances
typically met in crystalline phases. The resulting models are
then structurally optimised using DFT. We previously used this
approach to study IGZO and observed that it leads to physically
sound structural models with the correct coordination number,
radial distribution function, and band gap.19,113

The mobility of electrons and holes in the amorphous phase
can be hard to evaluate from first principles. For crystalline
materials, where the Bloch theorem holds, a band structure can
be calculated from which the curvature of the band extremes
can be turned into electron and hole effective masses. For
amorphous materials, this approach does not hold since trans-
lational symmetry is broken, and the Bloch theorem is not
applicable anymore. In this work, we use the Inverse State
Weighted Overlap (ISWO) as a measure for electron and hole
mobility to capture both the degree of delocalization of the
electronic states and their spatial connectivity.114 The ISWO
value is constructed such that it behaves like an effective mass.
A low value means a large electronic and spatial overlap,
allowing easy carrier hopping and hence good mobility.
In the present work, we look for an n-type channel material.
Devices made of it should have a high on and low off current.
The conduction ISWO, ISWOC, should be as low as possible and
the valence ISWO, ISWOV, should be as high as possible to
achieve this. We stress that the ISWO only provides a qualitative
way to rank materials in terms of electron and hole mobility.
It is in no way directly related to mobility. In previous work it
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has been tested systematically for various types of test systems
and has be found to outperform comparable methods like the
inverse participation ratio method.114

Evaluating the ISWO for an individual state is a clear
procedure. However, defining the average ISWO of the bottom
of the conduction and of the top of the valence bands in an
automated manner, as we need here, is a more complex issue.
The difficulty arises from the amorphous nature of the system
which often leads to the occurrence of localised tail
states,17,18,115,116 which need to be detected and excluded in
the evaluation of the band gap and the ISWOs. These tail states
arise from suboptimal local structural atomic arrangements.
They are more localised than the actual band edges and show
in the density of states at densities too low to contribute
significantly to the conduction. The localisation can, however,
still be on a length-scale larger than the unit cells used which
makes it not a very useful criterion in high-throughput work.
Too large unit cells would be needed to unambiguously detect
them based on a localisation criterion. The density of states, on
the other hand, can be used. For a single material, one can
inspect the distribution of the ISWO vs. state energy to identify
tail states. In the high-throughput situation of the present
project, the individual inspection of each system is impossible.
For identifying the tail states based on the density of states, we
adopt the following procedure. We first calculate the average
level spacing of the last 20 occupied and first 20 unoccupied
electronic states. The top occupied states that are more than
2 times the average level spacing removed from other occupied
states are considered tail states. In a similar manner, we
remove the tail states close to the conduction band. In most
of the cases, we end up identifying on average 2.3 conduction
and 2.8 valence tail states per system. Finally, after the tail
states are excluded, we calculate the average ISWO in a window
of 0.3 eV adjacent to the band edges.

The chemical stability of the oxides is measured as the
formation energy computed at 0 K from the isolated gas phase
atoms. We re-scale the energy by the number of oxygen atoms
and take it relative to IGZO, calculated according to the same
procedure.

Ef ¼
Etot �

P
atoms

EtotðatomÞ

NO
� EfðIGZOÞ (1)

where Etot is the electronic total energy computed with the
PBEsol functional, and NO is the number of oxygen atoms.
Negative values, hence, point to materials more stable than
IGZO. This definition allows us to identify whether a system is
thermodynamically stable against typical issues met in nano-
electronic integration steps, such an oxygen scavenging induced
by contacting certain metals or against a reduction upon hydro-
gen annealing.113

Using the formation energy as described above, we can also
assess the stability of new materials against de-mixing. By using
the formation energies of the constituting primary oxides,
the stability of a new candidate against the decomposition
into elemental amorphous phases can be assessed using the

expression:

Ehull ¼ EðAxByCzÞ �
X

niEðEliÞ (2)

which is similar to the convex hull energy evaluation often used
for solids, with the difference that the hull is planar since we
do not add any elemental compounds to the hull. Ehull is not
included in our objective function but rather used for our most
interesting candidates. This provides some handle on how
likely it would be to actually deposit the materials in the
intended mixed amorphous form.

2.3 Machine learning

Selecting the feature vector for the models to work with is one
of the most important steps in developing a useful predictive
model. Recent work by Liu et al.87 discusses this point in detail
in the context of material properties prediction. In the present
problem we ultimately need to search for new compositions.
We, hence, only have access to a normalised composition
vector. If we were to add features beyond the composition, we
would need to somehow obtain them from structural models
which, by design, we do not have available. From the composi-
tion vector, we also exclude the explicit oxygen concentration.
For all non-oxygen elements, the corresponding amount of
oxygen is kept fixed. The amount of oxygen is hence just a
linear combination of the other elements. With this feature
vector design we make the assumption that there is a one to
one relationship between the composition and amorphous
structure. Different deposition methods and conditions can
lead to different amorphous phases. Including this in the
modelling requires information that is very difficult to generate
and include.

Based on the initial results for the known binary and
primary systems, we conclude that 200 atom cells are large
enough to obtain converged electronic results. The second
series of binaries, those with hypothetical 1 : 20 to 1 : 5 element
ratios, are hence only calculated in 200 atom systems. For each
calculated composition, 10 different atomic models have
been generated. From these, the 3 lowest in total energy after
relaxation enter the training set.

Choosing the machine learning model useful for our data is
a rather delicate problem. Linear models definitively do not
have sufficient flexibility to provide useful predictions. On the
other hand, Gaussian process regression also proved to be
difficult due to our relatively small data set, with respect to
the dimensions explored. We observed that Gaussian process
regression tended to lead to over-fitting of our data and that our
dataset is just not sufficiently large to use more sophisticated
deep learning approaches. We achieved the most stable results
using support vector regression.117

The machine learning is performed using the scikit-learn
python package.118 We use a polynomial kernel of maximal
degree 10 for the support vector machines. The regularisation
parameter of 400 is used with an epsilon parameter of 0.001.
These hyper parameters were selected based on the behaviour
of the fitted function on the two element composition lines.
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We validate the models in two steps. In the first instance
we perform a leave one out cross validation on all pairs of
elements. Here we remove in each case the three data points of
a single composition. Secondly, we tested the trained model
results for the made predictions. We reconstructed new
atomistic models and explicitly calculated their properties
and compared them to the machine learning predictions.

2.4 Predicting optima

Once the support vector models are generated, we have four
trained models for quantities that need to be optimised
simultaneously, namely G(x), ISWOV(x), ISWOC(x), and Ef(x),
for the bandgap, valence and conduction ISWO, and formation
energy, respectively. Using these we construct a target function
F(x), which, when minimised, provides optimal compositions.

F(x) = (G(x) � Gt)
2 � AISWOV(x) + BISWOC(x) + CEf(x) (3)

In eqn (3) x is a composition vector containing the relative
amounts of the metal and metalloid elements shown in Fig. 2,
A, B, and C are positive constants, and Gt is the gap target.

Choosing the target value for the gap Gt is another delicate
issue. On one hand, a large band gap can be beneficial to help
decrease the leakage current in transistors. However, if the gap
gets too large, the material may not even act as a semiconductor
and abnormally large operating voltages will be needed to
manipulate the charge carriers, leading to non-switching tran-
sistors. The actual value that can be used also depends on the
band alignments with the contact metals and gate dielectrics.
In our search, we therefore scan over a range of target band gap
values; 0, 0.25, 0.5, 0.75, and 1 eV larger than that of IGZO.
In DFT@PBEsol, the bandgap of a-IGZO is 2.2 eV, Which
underestimates the experimental value of 3.0–3.633,119,120 as
can be expected semi-local DFT. Since the bandgap is large enough
to always be qualitatively correct. Moreover, in this case we are
interested in comparing gaps between rather similar materials;
all are metal oxides. This will even enhance the expected error
cancellation. In principle gaps could be calculated by more
accurate methods like GW121 but despite rigorous code optimi-
sation, bench-marking, and attempts to automation, these are
still too expensive and cumbersome for projects like this.122

The objective function is minimised using sequential least
squares programming,123 as implemented in SciPy.124,125 To
prevent being trapped in a local minimum, we restart the
minimum search from 50 randomly chosen starting points
per combination of objective function parameters.

3 Results
3.1 Learning from the known metal ratio calculations

Since we started our generation of the amorphous models by
collecting structural features from experimentally known crys-
talline phases, we have all the data required to compare their
properties. In crystalline phases and when there is a similarity
between the oxides, one often observes a correlation between
the electronic gap and the electron effective mass. In many

crystalline oxides such as the spinel structures, the conduction
band minimum occurs at gamma.96 If, by changing the ele-
mental composition, this minimum comes down in energy, the
band structure curvature increases as well, leading to a negative
correlation between the gap and effective mass. Looking at our
results for amorphous materials, we observe that this correla-
tion is not present anymore.

3.2 Training set

The computed results on all amorphous X–O and X–Y–O
models are visualised in Fig. 3 and 4. Fig. 3 shows the ISWO
value for the conduction states on the y-axis and the gap on the
x-axis. All values in these plots are given relative to the average
values calculated for IGZO for an easier comparison. The colour
code indicates the chemical stability.

Fig. 4 displays the same information but coloured based on
the dominant element used in each material.

Before moving to the training of the machine learning
models and making predictions, it is interesting to review the
correlations between the material composition and the targeted
properties. A direct correlation of properties with the element
count on the full data set is non-conclusive. The main reason
being that for any composition, the number of samples with
zero content of an element is much larger than the number of
samples with a finite amount of it. Moreover, the correlation
between a property in the X–Y–O and the X–Z–O oxides may be
more influenced by the difference between Y and Z than by the
amount of X. Thereby, obscuring the effect of changing the
concentration of X. We hence take all pairs of elements and
calculate the correlation in the two-element space to finally take
the average per element. The results are presented in Table 1.

The strongest correlations are observed for Ef. The simula-
tions suggest that adding Zr or Ti improves the oxide stability,
while adding Ag or Cd decreases it. For the conduction ISWO,
Zr, and Ti correlate strongly, with a reduction of the delocaliza-
tion of the electronic states and an enhancement of the spatial

Fig. 3 Data points serving as the training set, on the x-axis the PBEsol
band gap relative to that of IGZO, on the y-axis the ISWO value of the
conduction states relative to that of IGZO. The colour code represents the
formation energy from gas phase atoms per oxygen atom relative to
the value of IGZO.
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spacing of the electronic states, suggesting a decrease in
mobility. On the contrary, In, Zn, and Mg lead to an ISWO
reduction, and point towards an increase in mobility. For Egap

Al and Si correlate positively and Ag and Cd correlate negatively.
We, hence, see an inverted correlation between Egap and Ef,
i.e. that an improvement in stability always comes at the
expense of an increase in band gaps. We also observe that the
Ag and Sn fractions correlate negatively with Ehull. This
indicates that increasing the amount of these elements reduced
the tendency of phase segregation. Si behaves the other way
around.

Finally, we observe an interesting relationship between the
correlations: the elements that ‘‘destabilise’’ the formation
enthalpy of the oxide, i.e., correlate positively with Ef, are asso-
ciated to a lowering in the number of gap states, i.e., correlate
negatively with nTC, and in a lesser amount with nTV. In other
words, elements that decrease the chemical stability also decrease
the number of intrinsic defects present in the material.

3.3 Training results

Training a model that can be used in an objective function to be
minimised requires them to be relatively stiff. Models that

provide too much freedom will at some point contain artificial
extremes caused by over-fitting. These become clear by inspect-
ing the resulting functions on two element composition lines,
where the training set data points can be found. A global
minimisation will tend to identify these and lead to incorrect
results. In our exploration of the most suited machine learning
models, we found that support vector regression models fit this
requirement best for the present data set.

Another difficulty is that our training data set is complex.
The amorphous structures force us to add multiple structural
models of each composition. Since the composition is our
descriptor for the models, we always end up having multiple
result values per descriptor value. Since, for each composition
the models can only predict one value, this leads to horizontal
stripes in the plots in Fig. 5. In optimising the hyper parameters
of the models, we also tuned the number of included systems
per composition. Our main motivation in this process was to
obtain a predictive power as high as possible, i.e. the smallest
prediction errors, while obtaining models that do not contain
artificial extremes from over fitting. This process was guided by
comparing the fitted models to the actual data on the two
element 1D sub-spaces. These plots are available interactively
in the supplementary material. In this process it turned out that
keeping the three most stable structural models per composi-
tion leads to slightly more predictive and stable models than
keeping only single average or median values. Keeping more
than three led for some parts of the data to less useful models,
mainly by leading to over-fitting.

A numerical evaluation of the performance of the SVR
models on the full data is shown in Fig. 5 and is listed in
Table 2. Both the table and the figure indicate that Ef is the
easiest to be captured by the machine learning model thanks to
the global and averaged nature of the binding energies defining the
enthalpy of the formation of the oxides. The occurrence of a single
bond being under stress somewhere in the model has a minor
impact on the total energy per atom. However, features like the gap
and ISWOs are quite different. Although we automatically reject
obvious tail states, the actual band gap value is still determined by
the difference in energy between two states, which are very sensitive
to variations in the atomic coordination.

In predictions for the ISWO and gap values we observe
several severe outliers. These points do not show any correla-
tion. There are only some individual systems that have serious
outlier errors for two observables at the same time. These cases,
however, do not form a specific class of materials.

To assess the predictive power of the models we also per-
form a leave one composition out cross validation on all pairs
of elements. For each pair, we train the four models on training
sets with the three data points for one composition removed.
We then predict the values for the removed composition and
calculate the mean absolute deviation (MAD). These are then
averaged per left out composition and finally over all pairs.

Overall, we observe that the MAD calculated in this leave one
composition out cross-validation scheme as reported in Table 3
does not deviate much from those calculated for the full set in
Table 2.

Fig. 4 The same data points as represented in Fig. 3 but with the colour
map indicating the most abundant metal species.

Table 1 Correlation of features with element content. Ef denotes the
formation energy, ISWOC and ISWOV the conduction and valence ISWO
respectively, Egap the gap, Ehull the demixing stability, and nTC and nTV the
number of conduction and valence tail states

Elem. Ef ISWOC ISWOV Egap Ehull nTC nTV

Zr �0.98 0.74 0.44 0.37 �0.06 0.21 0.12
Ti �0.75 0.65 0.19 0.07 0.07 0.06 0.19
Al �0.59 �0.18 0.23 0.65 0.18 0.21 �0.06
Si �0.40 �0.03 �0.14 0.81 0.28 0.55 0.37
Mg �0.21 �0.41 0.80 0.27 0.09 0.08 �0.02
Sn �0.03 �0.14 �0.32 �0.36 �0.09 0.10 0.04
Ga 0.04 �0.29 �0.06 0.30 �0.11 �0.05 0.24
In 0.34 �0.58 0.48 �0.16 0.05 �0.08 0.15
Zn 0.43 �0.51 �0.34 �0.11 0.15 �0.09 �0.15
Sb 0.47 0.11 �0.49 �0.37 �0.35 �0.18 0.11
Ag 0.73 0.37 �0.13 �0.61 �0.36 �0.19 �0.39
Cd 0.96 0.28 �0.69 �0.85 0.16 �0.62 �0.61
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3.4 Prediction

3.4.1 Predictions on the full elemental space. Choosing a
series of band gap targets combined with a matrix for the
relative weights A, B, and C for eqn (3) leads to a long list of
predicted ternary and quaternary candidates. We use gap target
values of 0, 0.25, 0.5, 0.75, and 0.1 beyond the gap of IGZO. A is
varied between 0.01 and 0.02, B is varied between 0.1, 0.2, and C
is varied between 0.0, 0.5, 1.0, and 1.5. Due to the complexity of
the 11D elemental space, we review them based on the expected
increase change in band gap with respect to a-IGZO.

Walking through the results from the smallest to the largest
gaps, the first material to appear as a prediction is InO. This is
completely in line with expectations. Crystalline In–O is
reported to be among the oxides with the highest electron
mobilities.126–128 The models also predict the dilemma of In–O;

namely, its stability (about 0.2 eV per O less stable than
a-IGZO). It is not reductive enough to retain oxygen. Upon
exposure to a reducing ambient (such as a hydrogen forming
gas annealing step or in contact with a more reducing metal), it
will release oxygen, which dopes the material n-type. Its use as a
channel material in a TFT is therefore compromised since a
large negative gate voltage would be needed to manipulate the
charge carriers and switch the transistor off.

The next class of materials encountered is stabilised In–O
with Ga and Al. As the predicted gaps steadily approach that of
IGZO, so does the stability. In this class of materials, no

Fig. 5 Results of the trained models compared to the original data for the gap (top left), formation energy (top right), ISWO Conduction (bottom left),
and ISWO Valence (bottom right).

Table 2 Quality of fit quantifiers for the obtained models

Model Mean absolute deviation R2 Pearson correlation

Egap 0.30 0.86 0.93
ISWOV 1.65 0.74 0.86
ISWOC 1.90 0.82 0.91
Ef 0.16 0.96 0.98

Table 3 Statistics on the leave one out cross validation. The mean
absolute deviation between the prediction and the actual value for a
composition is calculated when the models have been calculated without
that composition

Egap Ef ISWOV ISWOC

Mean 0.44 0.29 2.13 2.19
Std 0.22 0.28 1.73 1.18
Min 0.05 0.04 0.42 0.83
25% 0.31 0.08 0.93 1.39
50% 0.39 0.17 1.48 1.86
75% 0.51 0.45 2.64 2.74
Max 1.33 1.25 6.74 6.24
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significant stabilisation beyond IGZO is achieved. The mobility
on the other hand is predicted to be improved for materials
that can be classified as In rich IGZO.

From gaps of 0.3 larger than a-IGZO onwards, we encounter
a new class of materials, Mg–Zn–Al where the Mg–Zn ratio
ranges from 5 : 6 to 7 : 4 and the aluminium content ranges
from 0 to 15 at%. This class of materials is also the most
interesting result appearing from our study. Fig. 6 provides
details of the four properties entering the objective function
and the roles of the three elements become immediately clear.
Increasing the amount of Al increases both the gap and the
stability of the material. This is a general correlation in our
dataset bound to the ionic nature of the alloys. The amplitude of
the charge transfer in the X–O bonds increases both the band gap
and the stability. In terms of conduction band ISWO, we observe a
minimum along the Zn–Mg composition line (i.e. a maximised
electron conductivity), which qualitatively corresponds with the
phase transition from the hexagonal, at low Mg content, to cubic
at high Mg content for crystalline Mg–Zn–O.129

Along the Mg–Al and Zn–Al composition lines, we also
observe a minimum in the conduction band ISWO. The SVR
model hence predicts an overall minimum in the middle of the

quaternary oxide diagram. However, moving to this minimum
leads to an enhancement of the band gap setting the material
composition to the insulator categories, from which no switch-
able transistors can be made. From a hole mobility perspective,
the SVR model predicts no significant change in the ISWOV,
between the different Zn, Mg, and Al ratios. This is consistent
with the composition of the valence band structure which is
composed by the signature of the free electron pair of the
oxygen atoms. The ultimate optimal composition is hard to
predict however, since it all depends on the allowed band gap
size, which in turn is dictated by the band alignment in a
specific device architecture.

In terms of materials growth, it is important to establish to
what extent the predicted element ratios need to be achieved
exactly, which is reflected by cross-sections of the diagrams in
Fig. 6 (see Fig. 7). From this representation, we can estimate
the stability of the computed properties as a function of the
composition.

In Fig. 7 we observe that, near the optimal region (Mg : Zn
1 : 1 and [Al] 5–10 at%) the properties are twice as sensitive to
the Al concentration than to the ratio between Mg and Zn.
In general, we conclude that during the deposition process,

Fig. 6 Ternary diagrams of gap (top left), Ef (top right), ISWO conduction (bottom left), and ISWO valence (bottom right) for the Zn–Mg–Al amorphous
oxide system.
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a composition error of up to 10% in the Mg : Zn ratio is
acceptable but that an error of about 5% in the Al content
can start to be problematic.

3.4.2 Predictions on reduced elemental spaces. Predicting
new candidates based on calculated properties unfortunately
does not ensure that they can be deposited. The tuning of the
film growth based on either an atomic layer deposition (ALD),
or on a physical vapour deposition (PVD) process may be very
hard if, for instance, the sputtering rates of the different
element targets are very different. On top of this, some compo-
sitions may undergo some phase segregation or partially
crystallise, leading to complex heterogeneous materials.
To anticipate this eventuality, we also minimise our objective
function in some reduced elemental spaces to identify the
‘‘best-in-class’’ solutions. To increase the chance of predicting
only materials that can actually be produced, we filter these
results on Ehull, see eqn (2). Only those predictions that do not
have an intrinsic tendency to phase segregate into single
element amorphous phases are kept.

3.4.2.1 In excluded predictions. If we remove In from our
search space, we find a modulation only in the top of the list of
predictions. The In based materials are replaced by Mg–Zn
oxides with a predominance of Mg. From a band gap larger
than 0.3 eV with respect to a-IGZO, the predicted material
compositions are the same as for the unconstrained search.

3.4.2.2 Al excluded predictions. Excluding Al from the search
space mainly affects the amplitude of the band gap modulation
and the role of Al in the results of the full space predictions is
now taken over by Ga. Overall, we find that the Mg–Zn–Ga
oxides are predicted to have a slightly worse conduction ISWO
than the Al counterparts. Moreover, the stability increases with
respect to a-IGZO are also less pronounced, though are still
present.

3.4.2.3 Mg excluded predictions. The possible use of Mg is,
especially for the larger gap predictions, one of the main
findings of this work. Removing it from the search space has
some serious consequences for predictions in the band gap
range from 0.3 eV beyond IGZO onward. First, we observe that

the stabilised large In content materials dominate more in the
small gap region. For small gaps, In is stabilised by Ga, which is
then gradually replaced by Al when moving to larger gaps.
For the largest gaps, we see both Al and Ga combined with Zn.
Overall, in the band gap enhancement region, the predicted
material composition is associated with a significantly increased
ISWOC, suggesting a reduced electron mobility.

3.4.2.4 Zn excluded predictions. Finally, we investigate the
predictions for the element space excluding Zn. The stabilised
high In concentration materials now dominate all the way up to
band gap variations of 0.6 eV beyond a-IGZO. Interestingly,
these materials show that the increasing amount of Mg corre-
lates with the band gap enhancement. The stabilisation is
achieved by a combination of Ga and Al, as observed here-
above. For the largest changes in band gaps, the predictions
move to a Mg dominant Mg–Al mixture with a small fraction,
up to 6%, of Sb. The improvement of the relative stability of
these materials, with respect to a-IGZO, is significant and the
ISWO value computed for the conduction band, although
predicted to be better than a-IGZO, is in most cases modest.

3.4.3 Summarising all predictions. In Table 4, we finally
summarise all predicted material compositions with promising
properties, ordered with respect to their bandgap value.

The Ef model also provides an estimate of the stability of the
complex oxides against phase separation into the amorphous
phases of the constituting primary oxides. It turns out that all
predicted compositions containing Zn are stable with that
respect, i.e., they do not tend to phase segregate in amorphous
primary oxides. The Mg–Al–Sb compositions, from a suffi-
ciently high (16%) Al content onward, are also predicted to be
stable in this respect. On the other hand, materials with a high
In content and no Zn component turn out to be unstable.
We do stress however that this stability argument reflects the
stability with respect to other amorphous phases and that, in
general, all amorphous phases are expected to be meta-stable
when compared to their crystalline counterparts.

3.5 Validation

Finally, we perform a validation of our SVR model predictions
by means of explicit first principles simulations. For this, we
generate new amorphous models for the Mg–Zn–Al system.
We vary the Al content in 4 steps spanning from 2 to 14 at%.

Fig. 7 Cuts through the gap, formation energy, and ISWO conduction
diagram for varying Mg : Zn ratio for three fixed Al concentrations.

Table 4 Predicted ternary and quaternary oxides with the ranges of
predicted values for Egap, ISWOC, and Ef, all relative to a-IGZO. The more
negative the ISWO, the better the mobility. Similarly, the more negative Ef,
the more stable the material

System Gap range (eV) ISWOC range Stability range (eV)

In �0.1 �0.7 0.2
In–(Ga,Al) �0.1 to 0.1 �0.2 to �0.7 0.2 to �0.2
Mg–Zn 0.0–0.5 �0.5 to �0.9 �0.3 to �1.2
Mg–Zn–Al 0.4–1.0 �1.0 to �1.4 �0.4 to �1.2
Mg–Zn–Ga 0.4–1.0 �0.7 to �1.0 �0.5 to �1.0
Al–Zn 0.4–1.1 �0.3 to �0.4 �0.6 to �1.3
Ga–Zn 0.5–0.8 �0.7 to �0.8 �0.1 to �0.2
Mg–(Al,Sb) 0.6–1.1 �0.1 to �0.5 �1.0 to �1.7
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For each Al content we take 6 Mg : Zn ratios ranging from 0.85
to 1.75 ([Mg]/[Zn]). All compositions are generated in the
integer atom fraction such that the total number of atoms is
closest to 200. For each composition we generate 10 structural
models. After structural relaxation we collect the results for the
three lowest energy structures per composition, in the same
way as the training set was selected. A comparison between the
model and calculated values is shown in Fig. 8.

We observe that the formation energy of these new systems
is very well described by the SVR models. The two ISWO
(mobility) indicators are placed in the right spot but, given
the relatively low range of variation in the composition, the
internal correlation is not clearly reflected anymore. We also hit
the resolution of the actual data, i.e., the spread of values coming
from different structural models for the same composition.

4 Conclusions

The technological need for new functional materials is one of
the strong driving forces behind much materials research. This
has led, and is still leading, to the development of databases of

computed results on crystalline materials. These databases
can then be queried for materials with specific combinations
of properties. However, when one moves to completely new
materials of arbitrary chemical complexity (the number of
elements present) the combinatorial explosion of options
makes an exhaustive search, like what is done for known
crystalline materials, impossible. Here, we also accounted for
the impact of amorphization since, in general, this phase
enables lower deposition temperatures than for their crystalline
counterparts. These lowered deposition temperatures make
them suitable for many new semiconductor device architec-
tures. The amorphous phase, however, complicates the search
even further.

In this work, we attacked this problem for the search for new
thin film transistor materials. We use machine learning to
predict the properties of amorphous oxides. In total, we calcu-
lated the properties of over 4500 structures of 200 atoms
structures of primary and binary oxides containing 12 metals
and metalloids combined with oxygen. From the calculated
results, we create a training set to train models for electron
and hole mobilities, gap, and formation energy for arbitrary
complex amorphous oxides. These models are then used to

Fig. 8 Direct comparison between the explicitly calculated and predicted results for Egap, Ef, ISWOC, and ISWOV for the generated models for the
Mg–Zn–Al–O system. The colour code indicates the atomic fraction of aluminium in each composition.
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construct a single objective function, which is minimised to
find optimal candidates.

In general, applying machine learning to find new materials
is facing various difficulties. These are nicely summarized and
discussed in a recent work by Liu et al. Here, three major
contradictions: contradictions between learning results and
domain knowledge, between model complexity and ease of
use, and between high dimension and small sample data, were
identified as key difficulties and a method to reconcile them is
proposed. In the current project these contradictions do not
seem to be that prominent. The objective function that uses the
trained models also predicts the known materials. The results,
hence, do not show big discrepancies between the domain
knowledge and the model results. We use rather simple models
that lead to stable nonpathological predictions. The training is
rather fast, and the use of the models is also straightforward.
Finally, we generate the training set on the primary and binary
oxides within the project. We could, hence, generate a suffi-
ciently large data set to train on.

We find that, for the present problem, support vector
regression (SVR) is the most useful approach from the ones
we tested, offering the right level of stiffness and robustness.
One reason for the need for high stiffness is that our training
data is complex. The amorphous structures force us to include
multiple structural models of each composition. Since the
composition is our descriptor for the models, we always have
multiple result values per descriptor vector. A second reason is
that we want to use the obtained models for a global minimum
search. The models hence need to be very well behaved. Any
nonphysical minimum, arising from over-fitting will ruin the
optimisation. SVR seems to be providing this balance between
the predictive power and robustness, compared to Gaussian
process regression, tree methods and (generalised) linear
models.

Stability, being a rather integrated quantity, turns out to be
very well behaved in the modelling. Even the simplest kinds of
models manage to predict it rather well. The band gap is
already harder to model and the two ISWO’s, reflecting the
electron and charge carrier mobilities, are most problematic.
Improving the models would, however, come from extending
the training set with ternary compounds. Doing this in a
systematic way would require the addition of many hundreds
of thousands of structures, which obviously would be unfeasi-
ble. In general, we observe that the band gap and stability are
strongly correlated, which would not come as a big surprise
given the ionic nature of the materials.

After screening a series of weights between the different
parts of the objective function, we identify the Zn–Mg–Al–O
(Zn and Mg around 40–50 at%, Al below 10 at%) as the most
interesting new candidate for the active layer in low deposition
temperature thin film transistors. It is predicted to combine
an improvement in both the mobility and chemical stability.
This system is validated by explicitly calculating new structural
models around the optimal compositions. The values calcu-
lated for the formation energy, gap, and mobilities are suffi-
ciently well in agreement to validate the approach and take this

new system into the next step of experimental validation. This
next step is obviously the only way to establish if this material
class can be synthesised and if working semiconductor devices
can be fabricated with it as a channel material.

Besides the overall predictions, we looked at correlations
and general other trends. We see that Zr and Ti clearly improve
the stability of the oxides and Ag and Cd decrease it. For the
conduction ISWO, we note that Zr and Ti decrease the mobility
and In, Zn, and Mg increase the mobility. Overall, we observe
that improvements in stability always come at the expense of
larger band gaps. In addition, we observe that elements that
decrease the chemical stability also decrease the number of
intrinsic defects in the material. Finally, it seems that Zn has a
sort of glue-like function keeping the complex amorphous
phases together.

The general methodology described in this paper, which
combines first principles calculated data with AI, is however
not restricted to finding new materials for the active layer in a
TFT. Even using the present data set and trained models,
modified objective functions could be used to discover new
selector materials for other applications as well. In a more
general perspective, the approach can be used for any problem
in which the pivotal materials properties can be calculated for,
in the order of a thousand, relevant one- and two-element
materials.
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