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scale forces using machine
learning in dynamic atomic force microscopy†

Abhilash Chandrashekar, *a Pierpaolo Belardinelli, b Miguel A. Bessa,c Urs Staufera

and Farbod Alijani*a

Dynamic atomic force microscopy (AFM) is a key platform that enables topological and nanomechanical

characterization of novel materials. This is achieved by linking the nanoscale forces that exist between

the AFM tip and the sample to specific mathematical functions through modeling. However, the main

challenge in dynamic AFM is to quantify these nanoscale forces without the use of complex models that

are routinely used to explain the physics of tip–sample interaction. Here, we make use of machine

learning and data science to characterize tip–sample forces purely from experimental data with sub-

microsecond resolution. Our machine learning approach is first trained on standard AFM models and

then showcased experimentally on a polymer blend of polystyrene (PS) and low density polyethylene

(LDPE) sample. Using this algorithm we probe the complex physics of tip–sample contact in polymers,

estimate elasticity, and provide insight into energy dissipation during contact. Our study opens a new

route in dynamic AFM characterization where machine learning can be combined with experimental

methodologies to probe transient processes involved in phase transformation as well as complex

chemical and biological phenomena in real-time.
Introduction

Dynamic atomic force microscopy (AFM) has transitioned from
a high resolution imaging technique to a versatile tool that
provides spatially resolved maps of mechanical,1–4 chemical,5–7

and biological properties8–10 of samples. This transition is
primarily fueled by the interest of the scientic community in
precise quantication of materials at the nanoscale, which can
be achieved by probing the tip–sample interaction force.11,12

However, dynamic AFM, in contrast to its name, does not
directly measure the interaction force while imaging in any of
its modalities. Instead, it uses different information channels
like frequency, amplitude, and phase of the oscillating probe to
reconstruct the interaction force indirectly.11–17

Tip–sample reconstruction in dynamic AFM is essentially an
inverse problem,18–20 where the measured deection data is
used to infer the underlying interaction physics and thus esti-
mate parameters that are not directly observed. The recon-
struction techniques in dynamic AFM are broadly categorized
into two classes: analytical methods that rely on slow variations
of amplitude and phase of the cantilever,13–15 and experimental
techniques that depend on the spectral components generated
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–2143
due to the nonlinear nature of the tip–sample contact.11,12,17

Although versatile in discerning the tip–sample force, analytical
methods can only obtain an averaged interaction force and not
the instantaneous changes of it during the oscillations;
a scenario that is of importance when probing biological and
chemical processes.21–24 On the other hand, experimental tech-
niques oen follow a multi-step procedure to invert cantilever
oscillations for obtaining the interaction force. These proce-
dures either require measurement of the experimental transfer
function12,17 or make use of special harmonic probes that are
tailor-made to resolve the interaction force with high-resolu-
tion.11 Thus, despite the success of dynamic AFM in topography
mapping and nanoscale imaging in its diverse modes of oper-
ation,25–27 a generic approach that allows direct access to the
time-resolved surface forces, irrespective of the chosen probe-
sample conguration is still missing.

Here, we develop a novel method for predicting the tip–
sample interaction forces of dynamic AFM by making use of the
recent advances in data science30,31 and machine learning32–36

that are well-suited for tackling inverse problems. In particular,
we make use of sparse identication of nonlinear dynamical
systems30,32–34,37 to distill the dynamics of AFM cantilever inter-
acting with stiff and compliant samples. We train the algorithm
on numerically generated data from several standard AFM
models, and use that to discover physically interpretable
models in experiments on a polymer blend of polystyrene (PS)
and low-density polyethylene (LDPE). The obtained models are
able to predict the time-resolved nanoscale forces between the
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Training the algorithm on numerically generated data obtained for a cantilever with DMT force model described in ESI Section S1†.28,29 (a)
3D pareto frontier with parsimony, accuracy of the predicted model, and the tip–sample force as the selection parameters. The blue dots
indicate the projection of the 3D cubes onto 2D planes. In the (x, z) plane the red line indicates the pareto optimal line between parsimony and
the model accuracy; whereas, in the (x, y) plane it is the optimal line between the parsimony and the tip–sample force accuracy. The best model
in this 3D space is highlighted by a red cube. (b) Coefficient matrix showing the influence of each library function on the governing equations. The
blue color indicates the original value of the coefficients and the orange color indicates the coefficients as determined by the data-driven
algorithm. The description of the functions are given in Table 1. (c and d) Transient dynamics prediction: comparison of the state vectors and the
tip–sample force between the DMT simulation (blue) and the data-driven model (orange). (e and f) Steady-state response prediction:
comparison of the state vectors and the tip–sample force between the DMT simulation (blue) and the data-driven model (orange). Additional
details on selection of hyper-parameters and constraints on the optimization are provided in the Methods section.

© 2022 The Author(s). Published by the Royal Society of Chemistry Nanoscale Adv., 2022, 4, 2134–2143 | 2135
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AFM tip and polymers with sub-microsecond resolution. Addi-
tionally, our method can estimate the elasticity of different
materials within the sample and also provide insight into
hysteresis and energy dissipation during contact. Our machine
learning technique goes beyond complex models that are oen
used for nano-characterization and has no inherent assump-
tions on the type of interactions, instead, it relies solely on the
extracted temporal data from AFM measurements.
Results
Formulation

In order to obtain the tip–sample interaction force, we begin by
nding the governing equations of AFM using a unied sparse
identication framework known as sparse relaxed regularized
regression.32,33,38 This approach aims at nding the equations of
nonlinear dynamical systems of the form

_x(t) ¼ f(x(t)), (1)

subjected to initial condition x(0) ¼ x0, where xðtÞ˛R n is the
state of the dynamical system at time t in the experimental time
frame. Here, f is a nonlinear function that maps the dynamical
state vectors to that of the experimental observables. In order to
retrieve a minimal set of f, a library of linear and nonlinear
candidate functions Q(X) ¼ [q1(X)q2(X).qn(X)] is introduced
such that

f(x(t)) ¼ Q(X)X,

where X ¼ [x1x2.xn] is the unknown coefficient vector con-
taining weights for each of the candidate functions that shall be
determined. In addition, X ¼ [x(t1)x(t2).x(tn)]

T are snapshots of
the time histories used as the inputs. Here, for example x(t1) ¼
[x1(t1)x2(t1).xn(t1)] is a vector containing the measurements of
all n state vectors at a specic time interval t1. Moreover, the
time series may include trajectories from multiple initial
conditions concatenated together. We note that, the derivative
_X is not an experimental observable in AFM experiments but
can be numerically evaluated from X. Finally, the unknown
vector X is found by solving the following optimization problem
via sparse regression

min
W;X

¼ 1

2
kX

�

�QðXÞXk2 þ lRðWÞ þ 1

2v
kX�Wk2s:t CX½:� ¼ d:

(2)

In eqn (2), R($) is the regularization term that promotes
sparsity andminimizes over-tting. In our study, we choose R($)
Table 1 Description of the nonlinear functions used in the coefficient ma
z, the indentation depth by d, the intermolecular distance by a0 and the
functions of x

Function ID q1 q2 q3 q4 q5

Function denition z�2 z�3 d0.5d ̇ dd 2̇ z0.5 _z

2136 | Nanoscale Adv., 2022, 4, 2134–2143
as the l0 norm of the auxiliary variable W. This variable is
introduced here to enable relaxation and partial minimization
in order to improve the conditioning of the problem and tackle
the non-convexity of the optimization.33 In addition, l and n are
hyper-parameters that control the strength of regularization
and relaxation, respectively. Finally, in order to nd physics-
inspired models, we incorporate constraints derived from
AFM experiments through matrices C and d (see Methods). In
particular, these constraints make sure that during model
discovery the stiffness k, quality factor Q, and external force Fc
exerted on the cantilever match those from experiments.
Training

We begin by training the algorithm over numerically generated
data sets from several standard AFM models. For the sake of
clarity, we explain the training methodology on the data ob-
tained from a Derjaguin–Muller–Toporov (DMT) model here.39

The training data includes both the transient and steady-state
interactions typically observed during scanning operation in
dynamic AFM as shown in Fig. 1.

In our study, the library Q(X) consists of constants, poly-
nomials, and trigonometric terms of X. To predict the true
physics of interaction, we also incorporate nonlinear functions
in Q(X) that are derived from consolidated AFM models (e.g.,
DMT,39 Johnson, Kendall and Roberts (JKR)40 and Lennard-
Jones (LJ)50 as discussed in the ESI Section S1†).

In addition to the functions describing the tip–sample
interactions, the library also includes bridging functions that
mediate a smooth switch between the attractive and repulsive
forces experienced by the tip's trajectory at the intermolecular
distance (a0). Overall, we used 500 functions qi in the training
phase of the analysis. To mimic experimental conditions, we
also corrupted the numerically generated state vectors X with
1% Gaussian noise with zero mean. This signal is then de-
noised and differentiated by using Savitzky–Golay algo-
rithm41,42 to obtain the velocity, and acceleration vectors.

Before proceeding with the sparse identication, elimination
of non-candidate functions from the libraryQ(X) is necessary to
improve the interpretability of the predicted models and avoid
ill-conditioned matrices or large computational times.34 In
order to achieve this, we augment the optimization problem
dened in eqn (2) with constraints derived from experiments,43

the details of which are provided in the Methods section.
Finally, the de-noised data and the constraints are fed into

the data-driven algorithm as part of a nal routine in which the
hyper parameters l and n are swept in a 2D space to obtain an
approximate model capable of predicting the dynamics of the
system. For each conguration of hyper-parameters, we
trix of Fig. 1(b). We represent the instantaneous tip–sample distance by
normalized time vector as s. It should be noted that both z and d are

q6 q7 q8 q9 q10 q11

z _z2 d2 d2.5 d1.5 z�2 cz # a0 sin(Us)

© 2022 The Author(s). Published by the Royal Society of Chemistry
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perform 10 instance of rolling cross-validation with each
instance running 250 iterations of an optimization routine to
determine the optimum value of the coefficients. The optimi-
zation objective is dened such that the identication routine
will nd the best parsimonious model by penalizing the good-
ness of t value based on the number of terms present in that
particular model. In other words, the lengthier the equation of
motion the more penalty the model is awarded. This not only
promotes parsimony but also improves the general interpret-
ability of the predicted model.

Numerical results

In order to identify the best model that can approximate the
dynamics of the system, we build a three dimensional (3D)
pareto diagram as shown in Fig. 1(a). The 3D Pareto frontier is
calculated by plotting parsimony (the length of the identied
equation of motion Leq) on the x-axis, the accuracy of state
vector prediction on the z-axis (Req) and the accuracy of the tip–
sample force on the y-axis (Rs). The best model is readily
identiable by following the marked red line at the sharp drop
in prediction accuracy (marked by the red cube). In Table 1 we
list the candidate functions that represent the best model, and
in Fig. 1(b) we compare the coefficients of this identied model
Fig. 2 Schematic of the identification process. (a) Experimental data is
captured using an FPGA device and post-processed to create state ve
identification algorithm to discover the governing model of the system. (d
force.

© 2022 The Author(s). Published by the Royal Society of Chemistry
(orange line) against the original DMT model (blue line) based
on which the numerical data were generated. It can be seen that
the identied coefficients are within 1% of their true values.

We also note that the data-driven approach has led to two
additional functions, namely q2 and q10 that were not present in
the original model. This can be understood by comparing the
total number of blue lines vs. orange lines in Fig. 1(b). Among
the two, q2 appears in the identied model purely due to the
noise added to the state vectors. Whereas, q10 acts as a bridging
function to connect the non-smooth interaction forces namely,
the non-contact van der Waals and the contact repulsive forces.
We highlight that the DMT model inherently contains
a bridging function in the form of adhesion force given by fadh¼
C3/a0

2 (see Section S1 of the ESI†).
To clarify this observation further, we compare the transient

and steady-state response of the predicted model with the true
dynamics in Fig. 1(c) and (e). We observe that the motion of the
cantilever is well-replicated with an accuracy of 95% in a 3D
phase space. The resulting 5% estimation error is due to the
deviation of the identied coefficients from the true values
which causes a small shi in the phase value between the
original and the identied trajectories (for details, see ESI
Section S1†).
obtained directly from the photodetector of the AFM. (b) The data is
ctor channels. (c) The state vectors are used as inputs in the sparse
) The data-driven model is used to estimate the tip–sample interaction

Nanoscale Adv., 2022, 4, 2134–2143 | 2137
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Irrespective of this slight discrepancy, the ability of the
selected model to unravel the corresponding tip–sample inter-
action force stands out in Fig. 1(d) and (f).

Fig. 1(d) shows the development of transient tip–sample
interaction force when the cantilever encounters a step like
feature during the scanning; whereas, Fig. 1(f) shows the steady-
state tip–sample interaction force when the cantilever is
imaging a uniform surface. In both cases, the blue and the
orange colors represent the original and the identied force
signals and the negative and positive force values indicate
attractive and repulsive forces, respectively. The inset in both
gures highlights the ability of the data-driven algorithm to
identify specic features of interaction with sub-microsecond
precision.

Finally, we remark that the algorithm has an accuracy of 99%
in predicting the repulsive or contact interaction and 94%
accuracy in predicting the attractive or non-contact interaction.
These numbers drop down to approximately 82% near the
interatomic distance where both contact and non-contact
interactions co-exist. This is primarily due to the non-smooth
nature of the contact and the lack of resolution in data points
to approximate the behaviour of the system near the minima of
the potential well.

Experiments

Based on the insights gained from the synthetic data-sets, we
extend the formulation to experimental data and follow the
methodology presented in Fig. 2. We begin by acquiring the raw
deection signal of an AFM cantilever directly from the photo-
detector using a Field Programmable Gated Array (FPGA) (see
Methods). We estimate the tip–sample force for two sets of
experiments using a silicon cantilever tapping on a two
component polymer blend made of PS and LDPE. In the rst
experiment, we read-out the motion of the cantilever at a xed
Fig. 3 Data-driven identification for a silicon cantilever interacting with P
distance of 66 nm (a) identification of velocity and acceleration state v
identified state space trajectories, respectively. (b) Estimation of the tip–
experimental acceleration signal (blue).

2138 | Nanoscale Adv., 2022, 4, 2134–2143
distance from the sample, and in the second, we move the
cantilever from a distance with zero-interaction to a point with
maximum repulsive force similar to conventional dynamic
spectroscopy measurements (see Fig. 2(b)). In both experi-
ments, the acquired time signal is processed as described in the
training procedure. Furthermore, we reduce the library of the
candidate functions to a smaller subset of 40 functions. Next,
we regress the AFM dynamics onto this library (see Fig. 2(c)) and
estimate the instantaneous tip–sample force (see Fig. 2(d)).

Fig. 3 shows the identication of the cantilever motion and
the estimation of the interaction force when the probe is
engaged with the PS polymer matrix at a xed distance of 66 nm
from the sample. It can be observed from the 3D phase space
shown in Fig. 3(a) that our data-driven approach successfully
captures the cantilever dynamics, and that the identied model
follows the true experimental trajectory with an accuracy of
90%.

In Fig. 3(b) we also show the estimated tip–sample force for
several consecutive periods in the same experiment. It is
interesting to note that the data-driven algorithm is capable to
reconstruct the time–sample interaction from fast cantilever
oscillations. A similar trend in behaviour for LDPE sample is
also observed and showcased in the ESI Section S2.† Here, it is
noted that the variation in the estimated force per period, is
associated with the slight changes in the acceleration vector
from one oscillatory period to another which may have multiple
origins. These may include, perturbations that cantilever expe-
riences during the tapping cycle or may stem from numerical
differentiation of the deection signal. We highlight that by
further suppression of noise in the experimental signal,44–46 the
accuracy of the identication process can be further improved.

To further investigate the applicability of the data-driven
approach in dynamic AFM measurements, in our second
experiment we capture the deection signal of the cantilever
S sample. The experimental deflection is obtained at a fixed tip–sample
ectors. The blue and orange curves represent the experimental and
sample force from data-driven model (orange) superimposed on the

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Data-driven identification of tip–sample interaction as a function of tip–sample separation on PS-LDPE sample. (a and b) Phase and
topography images of PS-LDPE blend sample, respectively. The blue contour indicates the LDPE islands and the orange contour the PSmatrix. (c)
Experimental dynamic spectroscopy signal obtained with 80% set-point ratio on LDPE material. The dashed lines indicate specific tip–sample
distances at which data-driven identification is performed. The distances as read from left to right are at 85 nm, 72.7 nm, 67.2 nm, 58.2 nm,
respectively. (d) Experimental deflection signal obtained from averaging 15 periods at different tip–sample sample distances. (e) Identification of
tip–sample force based on the data-driven model at different tip–sample distances. (f) Experimental dynamic spectroscopy signal obtained with
80% set-point ratio on PS material. The dashed lines indicate specific tip–sample distances at which data-driven identification is performed. The
distances as read from left to right are at 85 nm, 72.6 nm, 67.1 nm, 64.1 nm, respectively. (g) Experimental deflection signal obtained from
averaging 15 periods at different tip–sample distances. (h) Identification of the tip–sample force based on data-driven model at different tip–
sample sample distances.

© 2022 The Author(s). Published by the Royal Society of Chemistry Nanoscale Adv., 2022, 4, 2134–2143 | 2139

Paper Nanoscale Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

5 
A

pr
il 

20
22

. D
ow

nl
oa

de
d 

on
 6

/1
5/

20
25

 8
:2

0:
05

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2na00011c


Fig. 5 Histograms of conservative tip–sample interaction measure-
ments on PS-LDPE sample. (a) Histograms of the interaction geometry
for the PS (red) and LDPE (blue) domains of the sample. (b) Histograms
of the stiffness factor for the PS (red) and LDPE (blue) domains of the
sample assuming the mean interaction geometry factor of 2.27. The
histograms confirm that the PS sample is stiffer than LDPE sample.
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while varying the tip–sample distance. The measurements are
once again performed on the PS-LDPE blend which shows
a large contrast in the material properties and thus allows
probing of different interaction mechanics.

Fig. 4(a) and (b) depict the phase and topography data of this
sample. The points of time measurements are marked on each
material with a red cross for reference. Fig. 4(c) corresponds to
the spectroscopic time data obtained on LDPE sample by
varying the tip–sample separation. Here, the color gradient
indicates the increase in strength of interaction as the probe is
brought closer to the sample. The evolution of this interaction is
showcased in Fig. 4(d) and (e) by slicing the time data at specic
tip–sample separations.

It can be observed that at 85 nm the cantilever is initially in
a state of no-interaction far away from the sample (Fig. 4(d(i)))
and thus the corresponding tip–sample force is zero as indi-
cated by the blue curve. As the cantilever is brought closer to the
sample, the amplitude of the deection signal drops
(Fig. 4(d(ii)–(iv))) owing to the presence of tip–sample forces and
thus the interaction force gradually increases as shown in
Fig. 4(e(ii)–(iv)). A similar trend is observed for the PS sample in
Fig. 4(f)–(h).

Tip–sample contact analysis

In the experimental results shown in Fig. 4(e) and (h) the tip–
sample force appears as a clipped sine wave whose magnitude
depends on the contact duration, i.e. pulse width. The contact
span, in turn, depends on the effective stiffness of the
cantilever-sample conguration. For compliant samples such as
LDPE, we expect a larger contact duration and thus a broadly
distributed tip–sample force.47 In contrast, we expect a faster
increase in tip–sample force on stiffer PS sample since larger
forces are required to produce a given depth of indentation in
these samples.47,48 This results in a shorter duration of the
contact with a narrower waveform of the tip–sample force.12 Our
machine learning algorithm captures these underlying features
accurately in both samples without any prior assumption on the
nature of the interaction.

Furthermore, by analyzing the interaction exponent of
functions that describe the indentation of the tip into the
sample, we show that the interaction geometry follows a cone
indenting a at geometry as opposed to the commonly used
sphere-half-plane model. The tip–sample interaction in
dynamic AFM is mathematically described by power-law rela-
tions.49 In particular, several studies in contact mechanics have
shown that the indentation force and the indentation depth are
linked by a nonlinear function that depends not only on the
material properties but also on the geometry of the AFM tip and
the sample being investigated. This prompted the force recon-
struction techniques in dynamic AFM to seek the instantaneous
force proles as a function of tip–sample distance in the
form14,47,49

Find ¼ gdr, (3)

where Find is the indentation force, g the effective stiffness, d the
indentation depth and r the interaction exponent. The value of
2140 | Nanoscale Adv., 2022, 4, 2134–2143
exponent r is assumed to be 1.5 in several traditional AFM
models, e.g.Derjaguin–Muller–Toporov (DMT)39 or the Johnson,
Kendall and Roberts (JKR) force model.40 This value stems from
the assumption of a sphere (tip apex) interacting with a planar
surface (sample). However, due to fabrication processes, the
AFM tip shape resembles more a pyramidal cone rather than
a sphere. An exponent equal to r¼ 2.0 in eqn (3) provides in this
case a better representation of the interaction.50 Nevertheless,
a generalization of the exponent value is not trivial. Each probe
can be assumed unique in its own geometry, wear, and
contamination status. If the interaction ensemble does not
change then the exponent r will be constant across various
experiments with minor changes. On the contrary, the interac-
tion with a different sample causes the g coefficient to vary due
to the change in the material properties.

Using our machine learning approach we retrieve r from
a library containing a collection of functions with varying
exponents. Depending on the nature of interaction, our opti-
mization procedure automatically converges to the best value.
This is further highlighted in Fig. 5(a), where we plot the
histogram of the exponents of the indentation functions chosen
directly by the machine learning process. The analysis shows
a mean value of r ¼ 2.27 � 0.4 which is in excellent agreement
with the values previously reported in different studies.14,47

Adding to this, we extract the effective stiffness value by
assuming an interaction exponent of 2.27 and plot the histo-
grams for both PS and LDPE material. The analysis shows
a clear distinction in the stiffness value, where the PSmaterial is
approximately twelve times stiffer than the LDPE material. This
is in agreement with previous measurements and in-line with
the expected bulk modulus values of PS and LDPE.13,14,51

Finally, in addition to providing insight into elastic behav-
iour of the sample, our machine learning approach also
predicts the hysteresis in the interaction force due to energy
dissipation as an asymmetry in the clipped sine wave (see
Fig. 4(e) and (h)). The hysteresis is obtained in both PS and
LDPE samples, but similar to previous observations,12,47,52 the
dissipation in case of the compliant sample (LDPE) is found to
be much larger than PS. Within our function library, the
© 2022 The Author(s). Published by the Royal Society of Chemistry
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dissipation is linked to d l̇dp-type functions where d and d ̇ are the
indentation depth and rate of indentation, respectively and the
coefficients l and p are material-related interaction exponents.
This suggests that the viscoelastic nature of the polymer could
be a major contributor to the energy dissipation.1,2,53–55 Our
analysis shows the potential of machine learning approaches to
overcome some of the inherent short comings of prior methods
where complex or ad hoc models are oen used to estimate
elastic/viscoelastic properties1,56,57 and thus are limited in their
ability to accurately represent tip contact with soer, more
adhesive and viscoelastic surfaces. In contrast to this, machine
learning algorithm can autonomously pick the best functions to
represent the experimental data and distill a physically inter-
pretable model that governs the tip–sample dynamics.

Conclusion

In summary, we proposed an approach based on machine
learning and data science to predict the nanoscale interaction
forces in dynamic AFM measurements. We discussed the
training methodology and supervision of the algorithm based
on standard AFM models, and explained the model selection
criterion in the pareto space via tuning hyper-parameters. We
showed that our data-driven algorithm captures the governing
equations and the tip–sample interaction force on numerically
generated data with an accuracy of more than 90%. To highlight
the utility of our approach, we also performed several experi-
ments on soer LDPE and stiffer PS polymeric samples and
estimated the nanoscale interaction force with high resolution.
Additionally, we showed that our approach can also distinguish
the different polymeric samples based on their elasticity and
further provide insight into the energy dissipation, hysteresis as
well as the tip geometry during contact.

The results from our study are inline with the ndings
previously reported from AFM measurements of polymers. This
further illustrates the potential of machine learning and data-
driven methodologies to uncover the true physics of the tip–
sample interaction in materials at the nanoscale without any
prior assumption on the mathematical models to estimate
surface forces. The results further highlight the inherent sub-
microsecond temporal resolution and nano-Newton peak
loading forces expected in dynamic AFM and facilitate high
resolution mapping of nanomechanical properties. In addition
to estimating the sample properties, by taking advantage of
future generations of high-frequency force sensors, acquisition
electronics and data processing algorithms, we envision that
data science combined with machine learning techniques will
uncover the true potential of dynamic AFM in understanding
the physics behind transient biological processes, developing
novel feedback architectures and high-resolution dynamical
force–volume measurements at video rate.

Methods
Experimental setup

The experiments are performed using a commercial AFM (JPK
Nanowizard) and a multi-lock-in amplier from
© 2022 The Author(s). Published by the Royal Society of Chemistry
Intermodulation products58 that can function as a Field
Programmable Gated Array (FPGA) that collects and analyzes
the cantilever deection data. We used a commercially available
rectangular silicon cantilever (TAP300AL-G, Budgetsensors) and
a two-component polymer blend made up of Polystyrene (PS)
and Low Density Polyethylene (LDPE) (from Bruker) to perform
the experiments. For each experiment, the spring constant of
the cantilever (k ¼ 20.68 N m�1), its resonance frequency (f0 ¼
259.9 kHz), and quality factor (Q ¼ 443) are determined using
the thermal calibration method.59

The time signal of the cantilever interacting with the polymer
sample is captured by implementing a procedure which uses
standard modalities available in commercial AFM. As a rst
step, we perform standard dynamic spectroscopy operation at
a specic set point ratio comparable with the ratios used in
normal scanning operation in dynamic AFM. The AFM is then
synchronized with the FPGA using a trigger signal to ensure
a one-to one-correlation between the time axis and the tip–
sample distance measurements. Next, the resulting change in
vibrational amplitude is recorded using the built in lock-in
amplier within the AFM and using the FPGA at 50 MHz,
simultaneously. In this way, we capture the lock-in amplitude
and phase data as well as the real-time motion of the cantilever
as a function of the varying tip–sample distance.

In the next step, the experimental data obtained by the FPGA is
post-processed to align the deection versus time signal with that
of the lock-in amplitude versus tip–sample distance signal
extracted from the AFM. This step correlates to access chunks of
time data corresponding to specic tip–sample separations.
Finally, the deection signal is de-noised and differentiated using
Savitzky–Golay lter to obtain all three state vector channels,
namely acceleration, velocity, and time. The Savitzky–Golay lter
uses least squares approximation to smoothen noisy experimental
measurements without distorting the underlying signal as well as
suppresses the high frequency noise in the signal.41,42
Choice of hyper-parameters for the algorithm

The data-driven algorithm requires the specication of two
parameters, n and l that control the learning process. The
parameter n controls the strength of relaxation for the coeffi-
cient matrix W and how closely it matches X. A larger value of n
allows for larger relaxation and vice versa. Whereas, the
parameter l controls the strength of regularization. In our
analysis we use a l0 regularization which is equivalent to hard-
thresholding, making the optimization problem non-convex.
The l0 norm will threshold coefficients below a value deter-
mined by both n and l. For example, if the desired threshold
value is called h then the value of l is chosen via the relationship
l ¼ h2/2n.47

We note that it is oen difficult to know the desired
threshold value a priori for every AFM experiment; hence we
performed extensive simulations and experiments and based on
the analysis we observed that for the best results in a dynamic
AFM application, it is a good starting point to use h ¼ 1/Q,
where, Q is the quality factor of the cantilever. By normalizing
the dynamical system with the correct length and time scales it
Nanoscale Adv., 2022, 4, 2134–2143 | 2141
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is possible to make Q the smallest identiable coefficient in the
equation of motion, thus making it the ideal candidate as
a threshold parameter. Furthermore, we extend the parameter
range by allowing a tolerance of 15% and utilize the hyper-opt
python package to determine the best threshold coefficient
that results in the smallest possible equation of motion via
cross validation.
Choice of constraints for the algorithm

The physics informed constraints that must be imposed to
determine the governing equations are obtained from experi-
mental conditions. In particular, we obtain information on the
stiffness (k), quality factor (Q) and the resonance frequency (f0)
of the cantilever directly from the experiments by performing
a thermal calibration procedure.59 In addition to these infor-
mation, a nal constraint on the amplitude of excitation is
required. This is crucial for performing accurate system iden-
tication since the amplitude of the forcing function Fc (dither
piezo based excitation) remains constant while the cantilever
approaches the sample and thus the reduction in the amplitude
should be purely attributed to the tip–sample interaction force.
Therefore, a constraint on the amplitude of base excitation will
force the algorithm to select the right nonlinear functions that
can accommodate this amplitude reduction.

We derive the constraint on Fc by performing an interme-
diate identication step on what we refer to as no-interaction
data. The no-interaction data are obtained far from the
sample and as the name suggests have no inuence from the
tip–sample forces. These data-sets are similar to free air vibra-
tion in an experimental scenario and this intermediate step can
be viewed as tting the free air vibration data with a simple
harmonic oscillator to estimate the excitation amplitude. Based
on these information, we then introduce our constraints into
the data-driven algorithm by assuming the governing equation
of the cantilever to be of the form:

€xþDx
� þ Kx ¼ �Ftsðz; z

� Þ þ B cosðUsÞ; (4)

we note that x is the deection of the cantilever, and z is the
instantaneous tip–sample distance dened as z ¼ Z � x with Z
being the static distance between the tip and the sample at rest
position. Moreover, the constraints that must be imposed are

D ¼ Q�1

K ¼ k

B ¼ Fc

These constraints can be more intuitively understood by
looking at the function library below.
2142 | Nanoscale Adv., 2022, 4, 2134–2143
Here, the coefficient of function X which co-relates to the
deection of the cantilever is given by stiffness k, the function
describing the velocity of the cantilever ( _X) has its coefficient
dictated by the inverse of the quality factor (Q) and nally the
function governing the amplitude of excitation (cos(Us)) by Fc.
Furthermore, during the model discovery, we allow a tolerance
of 15% in the aforementioned coefficient values to account for
the inconsistencies encountered in the determination of
cantilever properties via thermal calibration procedure.
Data availability

The authors declare that all the data in this manuscript are
available upon request.
Author contributions

AC, PB, and FA conceived the experiments. AC fabricated the
samples and conducted the experiments; AC, PB, MAB, and FA
did data analysis and interpretation. US and FA supervised the
project. All the authors jointly wrote the article with main
contribution from AC. All authors discussed the results and
commented on the article.
Conflicts of interest

The authors declare no competing interests.
Acknowledgements

This work is part of the research programme ‘A NICE TIP TAP’
with grant number 15450 which is nanced by the Netherlands
Organisation for Scientic Research (NWO). FA also acknowl-
edges nancial support from European Union's Horizon 2020
research and innovation program under Grant Agreement
802093 (ERC starting grant ENIGMA). The authors also
acknowledge fruitful discussions with Dr Daniel Forchheimer
for FPGA coding.
Notes and references

1 R. Garcia, C. J. Gomez, N. F. Martinez, S. Patil, C. Dietz and
R. Magerle, Phys. Rev. Lett., 2006, 97, 016103.

2 E. T. Herruzo, A. P. Perrino and R. Garcia, Nat. Commun.,
2014, 5, 3126.

3 B. Rajabifar, A. K. Bajaj, R. G. Reifenberger, R. Proksch and
A. Raman, Nanoscale, 2021, 13, 17428–17441.

4 C. Dietz, M. Schulze, A. Voss, C. Riesch and R. W. Stark,
Nanoscale, 2015, 7, 1849–1856.

5 Y. Sugimoto, P. Pou, M. Abe, P. Jelinek, R. Pérez, S. Morita
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