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igin of reductive stability of super-
concentrated electrolytes from first principles and
unsupervised machine learning†

Feng Wang and Jun Cheng *

Developing electrolytes with excellent electrochemical stability is critical for next-generation rechargeable

batteries. Super-concentrated electrolytes (SCEs) have attracted great interest due to their high

electrochemical performances and stability. Previous studies have revealed changes in solvation

structures and shifts in lowest unoccupied molecular orbitals from solvents to anions, promoting the

formation of an anion-derived solid-electrolyte-interphase (SEI) in SCE. However, a direct connection at

the atomic level to electrochemical properties is still missing, hindering the rational optimization of

electrolytes. Herein, we combine ab initio molecular dynamics with the free energy calculation method

to compute redox potentials of propylene carbonate electrolytes at a range of LiTFSI concentrations,

and moreover employ an unsupervised machine learning model with a local structure descriptor to

establish the structure–property relations. Our calculation indicates that the network of TFSI− in SCE not

only helps stabilize the added electron and renders the anion more prone to reductive decomposition,

but also impedes the solvation of F− and favors LiF precipitation, together leading to effective formation

of protective SEI layers. Our work provides new insights into the solvation structures and

electrochemistry of concentrated electrolytes which are essential to electrolyte design in batteries.
With increased public awareness on energy and environmental
issues, much effort has been made to develop lithium-ion
batteries (LIB) with high safety and high energy density.1–4 The
safety and energy density of the LIBs are however impeded by
the narrow electrochemical stability windows of electrolytes,
which are affected by the solid-electrolyte-interphase (SEI) from
reductive decomposition of electrolytes on electrode surfaces.
During the rst charging process of a LIB, a large negative
potential is applied on the graphite anode,5–7 and ethylene
carbonate based electrolytes decompose at about 0.7 V vs. Li+/
Li(s) and a self-limiting SEI is formed, ensuring the stability and
safety of the LIB.1,3,8,9 However, not all electrolytes are capable of
depositing a stable SEI on anode surfaces, which restricts the
use of a wide variety of solvents. For instance, for propylene
carbonate based electrolytes, Li+ cannot be reduced and inter-
calated into a graphite anode due to severe decomposition of
the electrolytes without the protection of the SEI.10

A promising strategy to enhance the electrolyte stability is
the use of super-concentrated electrolytes (SCE).11 It has been
well established that the concentration of Li-salt, e.g. lithium
bis(triuoromethanesulfonyl)imide (LiTFSI), in an electrolyte
ry of Solid Surfaces, iChEM, College of

en University, Xiamen 361005, China.

mation (ESI) available. See

576
has signicant impact on its electrochemical properties; in
particular, when the concentration increases to over 3 mol L−1,
the electrochemistry can undergo dramatic changes.10,12–25 SEI
layers are not stable on anode surfaces in low concentration
systems, and reductive degradation of electrolytes cannot be
prevented. When the salt concentration is increased into the
super-concentrated region, the reductive decomposition of
electrolytes is inhibited by an anion-derived SEI.12,16,23,26–31 Also,
an anion-derived SEI that is stable in highly concentrated
electrolytes, cannot survive when transferring the SEI covered
anode into low concentration electrolytes.32–34 Understanding
these concentration effects on the formation and degradation of
an SEI at a molecular level would help facilitate the design of
electrolytes with high safety and stability.4,18,28,32

In recent years, extensive spectroscopic investigations, as
well as molecular dynamics (MD) and electronic structure
calculations, have been undertaken to obtain a microscopic
understanding of concentration effects on the structures and
electrochemistry of electrolytes and electrode–electrolyte inter-
faces.35–44 For example, by using Raman spectroscopy, Yamada
et al. found the solvation structures of contact–ion pairs (CIPs)
and aggregates (AGGs) in SCE, which are distinct from those of
solvent-separated ion pairs (SSIPs) in low concentration elec-
trolytes.15 By analyzing the solvation structures from MD
trajectories and the projected density of states (PDOS), it has
been shown that when increasing the concentration the lowest
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Simulation supercells of (a) liquid PC and PC with (b) 0.37, (c)
1.11, (d) 1.84, (e) 2.58 and (f) 3.69 mol L−1 LiTFSI. These six configura-
tions are snapshots taken from AIMD trajectories. The C, H, O, N, S, F
and Li atoms are in gray, white, red, blue, yellow, green and pink,
respectively.
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unoccupiedmolecular orbitals (LUMO) shi their position from
solvent molecules to anions, suggesting that anions become
more susceptible to reduction to form a protective SEI.15,17,45,46

Moreover, Sodeyama et al. suggested that the number of
reducible anions is different in super-concentrated and low
concentration electrolytes, and in the latter cases is insufficient
for effective formation of an SEI.45

The highest occupied molecular orbital (HOMO) and LUMO
are oen used in literature to indicate the redox properties of
electrolytes. However, the electrochemical stability windows of
electrolytes are thermodynamic properties that are determined by
the redox potentials (free energies) of solvated redox couples, not
by the molecular orbital energies.47 Note that a redox species with
a more positive redox potential tends to be more easily reduced.
For example, liquid water has a fundamental band gap of 8.7 eV,
in contrast to an electrochemical stability window of only
1.23 V.48,49 Also note that stable SEI layers could be formed at
many low concentration electrolyte/anode interfaces during the
initial charging process in spite of the limited number of reduc-
ible anions. Additionally, SCE diluted with inert solvents exhibits
excellent SEI stability at low concentrations due to the preserva-
tion of solvation structures in SCE and the formation of an anion-
derived SEI.50–54 Therefore, it is the unique solvation structures
and redox properties of SCE, rather than the number of reducible
anions and LUMO positions, that determine the electrochemical
stability windows of SCEs.15,17,45 How the solvation structures of
SCE affect the electrochemical stability and generation of SEI
remains a puzzle hindering rational optimization of electrolytes.

In this work, aiming to unravel this puzzle, we perform all-
atom ab initio molecular dynamics (AIMD) simulations of elec-
trolytes based on propylene carbonate (PC) at a range of LiTFSI
concentrations. One electron reduction potentials of TFSI− are
computed using the free energy calculation method, and a novel
computational Li reference electrode is devised so that the
computed potentials at different concentrations can be mean-
ingfully compared with each other and against experiments. Our
calculation demonstrates that as the LiTFSI concentration
increases, the reduction potential of TFSI− shis to more positive
values, indicating easier reduction and generation of an anion-
derived SEI in SCE. To investigate the concentration effects on
the solubility of an anion-derived SEI, we calculate the dissolution
free energies of LiF, which is one of the main components of an
anion-derived SEI,23 at different concentrations. It is found that
the LiF solubility in SCE is lower than in low concentration elec-
trolytes, supporting that the anion-derived SEI is stable in SCE but
not at low concentrations. Furthermore, we propose a structural
analysis method based on unsupervised machine learning and
smooth-overlap-of-atomic-position (SOAP) descriptors, helping
resolve the correlation between the solvation structures and
electrochemical properties. Our work would facilitate the opti-
mization and design of electrolytes with superior electrochemical
performances based on the modication of solvation structures.

Results and discussion

As shown in Fig. 1, a series of PC based electrolyte models are
built with different concentrations of LiTFSI. Cubic supercells
© 2022 The Author(s). Published by the Royal Society of Chemistry
under periodic boundary conditions (PBC) with 16.509 Å are
used, which contain about 400 atoms, and the electrolyte
densities are close to the experimental values with errors of less
than 3%55 (see more details in Table S1†). These models cover
a concentration window ranging from 0.37 to 3.69 mol L−1.
AIMD simulations are performed by using the freely available
CP2K/Quickstep package.56 The BLYP functional57,58 is
employed with the Grimme D3 dispersion correction,59 and the
hybrid functional HSE06 is used to check the accuracy of the
calculated electronic density of states and redox potentials. One
electron reduction potentials of TFSI− and dissolution free
energies of LiF are calculated with free energy perturbation
(FEP) theory and the thermodynamic integration (TI) method,
in which tens to a hundred of pico-seconds of AIMD runs are
oen required to achieve statistical convergence so that the
statistical uncertainties of computed free energies are about
0.1 eV.60–62 Detailed descriptions on the computational setup
and free energy calculation method, as well as implementation
of the computational Li reference electrode, are provided in the
(ESI).†

Electronic structures

The projected electronic densities of states (PDOS) of PC solu-
tions containing different concentrations of LiTFSI are averaged
along AIMD trajectories, and plotted in Fig. 2. As the concen-
tration of LiTFSI increases, the LUMO shis to a lower energy
level and the contribution of TFSI− to the LUMO also increases.
It was proposed in the literature that localization of the LUMO
on anions leads to better formation of the SEI.15–17 However, the
LUMO is already localized on TFSI− at a low concentration of
1.11 mol L−1 LiTFSI according to Fig. 2, and at low concentra-
tions PC undergoes reductive decomposition without effective
protection of the SEI.22,23 This nding by using the BLYP func-
tional is also conrmed with calculations by using the hybrid
HSE06 functional (see Fig. S1 in the ESI†). Furthermore, the
shapes and positions of PDOS of PC and TFSI− are almost the
Chem. Sci., 2022, 13, 11570–11576 | 11571
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Fig. 2 Projected electronic density of states (PDOS) of PC solutions
with LiTFSI concentrations of 0, 0.37, 1.11, 1.84, 2.58 and 3.69 mol L−1.
They are averaged every 50 fs along AIMD trajectories of the last 10 ps.
The functional used is BLYP.

Fig. 3 Redox potentials (U, black lines), vertical electron affinities of
the oxidized state (EAO, blue lines) and vertical ionization potentials of
the reduced states (IPR, red lines) of solvated TFSI−, conduction bands
(light blue areas) and valence bands (light pink areas) vs. Li+/Li(s) for PC
solutions containing different concentrations of LiTFSI. The gray area
indicates the potential of reductive decomposition of PC from the
experiment.22,23 The results are computed by using the HSE06 func-
tional and the corresponding values are listed in Table 1 and S2 in the
ESI.† The C, H, O, N, S, F and Li atoms are in gray, white, red, blue,
yellow, green and pink, respectively.
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same at different concentrations if they are normalized with
respect to the number of molecules or ions, as illustrated in
Fig. S2 and S3 in the ESI.† As a consequence, when adding an
extra electron into the models, the electron would localize on
TFSI− and lead to decomposition of TFSI− during AIMD simu-
lations at both low and high concentrations, which has also
been shown by Sodeyama's work.45 Thus, it is evident that the
PDOS analysis is inappropriate for differentiating redox prop-
erties of the electrolytes between low and high concentrations.

Redox potentials

It should be claried that it is the redox potentials that deter-
mine the electrochemical stability of electrolytes. Computation
of redox potentials from AIMD combined with the FEP-TI
method has been established in previous publications60,61,63

and summarized in the ESI.† In this work a computational Li
reference electrode38,40 is used to restore the potential reference
under PBC in a similar spirit to the previously developed
computational standard hydrogen electrode (cSHE)61,63,64 and
Ag/AgCl electrode.65 To validate the computational Li reference
electrode, we have benchmarked the Li+(aq)/Li(s) potential vs.
SHE (−3.22 V) in aqueous solution using the FEP-TI method,
which is in good agreement with the experimental value (−3.04
V), as shown in the ESI.† The one electron reduction potentials
of TSFI− in PC solutions with different concentrations are
computed using the AIMD based free energy calculation
method, and the redox levels vs. Li+/Li(s), together with the
corresponding vertical energy levels and band positions, are
plotted and shown in Fig. 3. Note that the AIMD trajectories are
generated by using the BLYP functional and the energies are
then computed with the more accurate hybrid HSE06 functional
every 100 fs along the BLYP trajectories.

It was reported in the literature that the PC molecule coor-
dinated with a Li+ tends to be more easily reduced, and two
reduced states, without further decomposition, can be ob-
tained, namely, cyclic PC− (cPC−) and ring-opened PC−

(oPC−).66,67 Thus, in our AIMD model of PC electrolyte in the
dilute limit, we add a Li+ to coordinate with a PCmolecule. Aer
inserting an electron, it indeed localizes on the PC molecule
coordinated with Li+ aer some MD steps, as illustrated in
Fig. S4† (also for comparison between BLYP and HSE06). A
11572 | Chem. Sci., 2022, 13, 11570–11576
restraining potential is applied to prevent ring opening of the
PC, and thus the obtained redox potential corresponds to that of
the redox couple PC/cPC−. Our computed redox potential of PC/
cPC− is −0.23 V vs. Li+/Li(s). Note that the reduction of PC is
irreversible due to ring opening of PC upon reduction.23,68 Thus,
the ring-opened PC− structure is more stable than cyclic PC−,
and the energy difference is estimated to be 1.14 eV by using the
implicit solvation model (see Fig. S5 and Table S2†), which is
similar to that in the previous theoretical work.66 Adding this
ring opening energy, we obtain the redox potential of PC/oPC−

to be 0.91 V vs. Li+/Li(s), conrming that PC can be readily
reduced upon charging.12,23,66 This value is also consistent with
the decomposition peak in the voltammogram of PC at different
concentrations of LiTFSI (about 0.80 V vs. Li+/Li(s)).23 Note that
the difference between the redox potential of PC/cPC−

computed from the implicit solvation model (0.7–0.8 V vs. Li+/
Li(s)69) and AIMD is caused by the shi in absolute potential of
the Li reference electrode. In calculations using the implicit
solvation model, the absolute potential of the Li reference
electrode is estimated by aligning the experimental standard
potential of the Li electrode vs. SHE (−3.05 V) to the absolute
potential of the SHE (4.44 V) in aqueous solution.67,69 However,
the absolute potentials of both the Li reference electrode and
SHE can change considerably from aqueous to non-aqueous
electrolytes, which would lead to about a 1 V shi in
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Computed redox potentials (Uo), dissolution free energies of
LiF (DdissALiF), and the conduction band minimum (CBM) and valence
band maximum (VBM) in PC solutions at various LiTFSI concentrations
(c). The potentials and band positions are referenced to Li+/Li(s). Free
energies are obtained from thermodynamic integration, and the CBM
and VBM are computed by using the time averages of the corre-
sponding vertical energies from the AIMD trajectories. The values of
Uo, CBMs and VBMs are computed using the HSE06 functional every
100 fs along the trajectories obtained by using the BLYP functional.
The values in parentheses are computed by using the BLYP functional.
DdissALiF is computed with the BLYP functional. The potentials are in V
and energies in eV

c
(mol L−1) Uo UoPC/oPC− CBM VBM DdissALiF

0 −0.23 (0.05) 0.91 (1.25) −0.82 (−0.30) 6.14 (4.97) 0.14
0.37 1.04 (0.96) −0.39 (−0.13) 6.07 (4.84) 0.48
1.84 1.38 (1.46) 0.11 (0.50) 6.09 (5.01) 0.39
3.69 1.86 (1.81) 0.72 (0.97) 6.08 (4.95) 1.05
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computed redox potentials by using the implicit solvation
model.70–73

For PC solutions containing TFSI−, localization of inserted
electron on TFSI− would lead to spontaneous decomposition of
TFSI−, and thus for computing the one electron reduction
potential a restraining potential is applied to help maintain the
integrity of the TFSI− structure. Note that this restraint should
not be regarded as a computational artefact but a matter of
chemical denition and the congurations with and without
restraining potential do not show much difference. The one
electron reduction reaction of TFSI− leads to the sequential
decomposition of the reduced product even though these two
reactions may be strongly coupled. The computed reduction
potential of TFSI− is 1.04 V vs. Li+/Li(s) in PC at a low TFSI−

concentration of 0.37 mol L−1. This should be compared to the
potential of reductive decomposition of electrolytes from the
experiment, i.e. 0.7–1.0 V ref. 22,23 (gray area in Fig. 3) and our
computed redox potential of PC/oPC−, which indicates that PC
would decompose together with TFSI− upon charging at low
concentrations. More importantly, our calculation shows that
by increasing the TFSI− concentration, the reduction potential
of TFSI− becomes more positive, i.e. 1.38 and 1.86 V vs. Li+/Li(s)
at 1.84 and 3.69 mol L−1, respectively. This clearly indicates that
the concentration has crucial effects on the thermodynamics of
TFSI− reduction, and the anion becomes more prone to
reductive decomposition to form a protective anion-derived SEI
during the initial charging.15,17,20 It should be noted that TFSI−

reduction at more positive potentials is important for SEI
formation; under these conditions the anode surface is less
negatively charged so that more TFSI− anions can get into close
proximity to the anode to be reduced.
Dissolution free energies of LiF

It has been found experimentally that reductive decomposition
of TFSI− leads to the formation of inorganic LiF, one of the
crucial components of the SEI layer at the SCE/anode inter-
face,23 and the electrolyte concentration can signicantly affect
its stability.15,18 Thus, we further compute the dissolution free
energies of LiF (DdissALiF) at different concentrations by calcu-
lating the solvation free energies of Li+ and F− using the FEP-TI
method. To demonstrate the accuracy of this method, DdissALiF
is computed in liquid PC and the obtained value is 0.14 eV
(Table 1) which is close to the experimental value (0.19 eV at 313
K).74 As listed in Table 1, the dissolution free energy of LiF
shows a sudden increase in SCE of 3.69 mol L−1 by about 0.6 eV,
compared to those at low and medium concentrations. This
calculation indicates that the solubility of LiF decreases in SCE,
which is in good agreement with the experimental ndings that
an LiF-based SEI is only stable in SCE.32,75

Combining these computed reduction potentials and solva-
tion energies, we now have a fuller picture of the concentration
dependent thermodynamics of the formation of an anion-
derived SEI, as illustrated in Fig. 3. At low and medium
concentrations, TFSI− undergoes reductive decomposition at
relatively negative potentials during charging. However, the
solvation free energies of Li+ and F− are so high that LiF cannot
© 2022 The Author(s). Published by the Royal Society of Chemistry
readily deposit on the anode surface to prevent further
decomposition of electrolytes, and co-intercalation of PC leads
to disastrous exfoliation of the graphite anode. In contrast,
TFSI− can be reduced in SCE at more positive potentials, and
the process is facile due to more anions being available in
proximity to the anode. Meanwhile, F− produced from TFSI−

decomposition can precipitate with Li+ to form a favorable LiF
protection layer on the anode, which is also supported by
experiments.23

Local solvation environments of anions

To understand the above computed thermodynamic properties,
we further analyze the band positions and solvation structures
of the electrolytes at different concentrations. As shown in
Fig. 3, the conduction band minimum (CBM) of the electrolyte
shis to a lower position (i.e. more positive in potential) when
the concentration increases, while the valence band maximum
(VBM) hardly changes. It has been established in previous
studies63,76 that according to the Anderson impurity model,77 the
solute levels, i.e. the vertical electron affinity of the oxidized
state (EAO) and vertical ionization potential of the reduced state
(IPR) as indicated by blue lines and red lines in Fig. 3, can shi
with the CBM and VBM due to electronic hybridization.
Consequently, lowering the CBM in SCE will shi the EAO level
down, thus shiing the redox level (black line, N. B. calculated
by integrating vertical energies) to a more positive potential.

A chemical interpretation of this level shiing mechanism is
that lowering the CBM can help stabilize the extra electron in
SCE. In order to elucidate the structural origin of this stabili-
zation, we use smooth-overlap-of-atomic-position (SOAP)
descriptors78,79 to analyze the local solvation environments of
TFSI−. SOAP descriptors expand the local congurations of
center atoms into high dimensional vectors in which the
structural information is enhanced and encoded. The unsu-
pervised clustering method together with SOAP descriptors has
been applied to identify the similarity of chemical environ-
ments of center atoms.80,81 In Fig. 4, we show the structural
Chem. Sci., 2022, 13, 11570–11576 | 11573
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Fig. 4 Unsupervised machine learning of solvation environments of
TFSI− in PC solution at a range of concentrations. A SOAP-descriptor-
based structural similaritymap obtained by principal component analysis
(PCA) is drawn such that the most dissimilar structures are furthest away
and vice versa. Color coding indicates the excess Mulliken charges for
each TFSI− anion. Two groups of solvation environments (isolated and
clustered) are identified, and two representative solvation structures are
included for high and low excess charges on TFSI−. The C, O, N, S, F and
Li atoms are in gray, red, blue, yellow, green and pink, respectively. The
concentration of each data point is given in Fig. S6.†

Fig. 5 Schematic representation of the structure changes for
solvating a F− ion in (a) low concentration and (b) high concentration
PC electrolytes. The C, O, N, S, F and Li atoms are in gray, red, blue,
yellow, green and pink, respectively.
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similarity between different local environments of TFSI−

anions. The SOAP descriptors of the center of mass of TFSI−

anions are generated and clustered by principal component
analysis (PCA). We then color-code the data points by using
DFT-computed excess Mulliken charges on the respective TFSI−

anions in order to help establish the structure–property rela-
tionships. The excess Mulliken charges are computed by using
the charge difference before and aer the vertical insertion of
an excess electron, aiming to analyze the localization of the
excess electron.

Interestingly, the solvation structures of TFSI− appear to fall
into two groups based on the local environments involved in
a range of concentrations. We discover clustered TFSI− (group
1) with approximately zero excess charge and isolated TFSI−

anions (group 2) which have about a unit charge, with a gradual
transition between the two groups. At low concentrations, TFSI−

anions are separated by PCmolecules and the vertically inserted
electron localizes on single TFSI−. In contrast, at a highly
concentrated region, the vertically inserted electron tends to
delocalize over the network of TFSI− anions. To conrm the
delocalized electron, the HSE06 functional is applied to check
the spin density of the vertically inserted electron in
3.69 mol L−1 electrolyte (Fig. S7†), which indicates that the spin
density obtained using BLYP shows good agreement with that
obtained using HSE06. Sharing the electron density among
a few adjacent TFSI− anions helps reduce the Coulomb repul-
sion, thus stabilizing the extra electron in SCE and shiing the
redox level to a more positive potential.

The local environments of solvents also have great inuence
on solvation free energies of F−. A solvated F− ion can be stabi-
lized by partially positively charged hydrogen atoms in PC
11574 | Chem. Sci., 2022, 13, 11570–11576
molecules (see Table S3†). At low concentrations, the solvation
process incurs small reorganization of solvent molecules, as
illustrated in Fig. 5a. However, in highly concentrated solution,
the solvation of F− becomes harder because solvent molecules are
separated by the network of TFSI− anions and coordination of Li+

cations (see Fig. S8 and S9 in the ESI†). Extra work needs be done
to bring solvent molecules together to stabilize F−, which involves
signicant solvent reorganization (see Fig. 5b). Therefore, the
unfavorable solvation of F− in highly concentrated electrolytes
leads to precipitation of LiF and formation of an SEI.
Conclusion

In summary, by using AIMD based free energy calculations and
unsupervised machine learning, we have established detailed
relationships between the solvation structures and electro-
chemical properties (i.e. redox potentials and solvation free
energies) of PC electrolytes at different concentrations of
LiTFSI. The increase in the concentration can induce dramatic
changes in solvation structures of anions and solvent mole-
cules, leading to the appearance of isolated solvent molecules
and a lower CBM of electrolytes. These changes have signicant
impact on one electron reduction potentials of TFSI− and
solvation free energies of ions. We nd that a few adjacent
TFSI− anions in SCE can stabilize the added electron so that
TFSI− can be readily reduced at more positive potentials.
Furthermore, owing to the isolation of PC molecules, solvation
of F− involves signicant electrolyte reorganization and
becomes harder, resulting in lower LiF solubility in SCE and
thus favorable formation of LiF in the SEI. Our calculation
demonstrates the importance of solvation structures on ions
and solvent molecules, shedding new light on the relations
between the structures and electrochemistry of concentrated
electrolytes. Finally, our work shows that the combination of
free energy calculation from rst principles and structural
© 2022 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2sc04025e


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
Se

pt
em

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 7

/1
3/

20
25

 3
:5

7:
38

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
analysis based on machine learning models, is a powerful tool
to study electrolytes and facilitate future development of new
electrolyte materials in batteries.
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