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reaction barriers in low data
regimes: a horizontal and diagonal transfer learning
approach†

Samuel G. Espley, a Elliot H. E. Farrar, a David Buttar, b Simone Tomasi c

and Matthew N. Grayson *a

Machine learning (ML) models can, once trained, make reaction barrier predictions in seconds, which is

orders of magnitude faster than quantum mechanical (QM) methods such as density functional theory

(DFT). However, these ML models need to be trained on large datasets of typically thousands of

expensive, high accuracy barriers and do not generalise well beyond the specific reaction for which they

are trained. In this work, we demonstrate that transfer learning (TL) can be used to adapt pre-trained

Diels–Alder barrier prediction neural networks (NNs) to make predictions for other pericyclic reactions

using horizontal TL (hTL) and additionally, at higher levels of theory with diagonal TL (dTL). TL-derived

predictions are possible with mean absolute errors (MAEs) below the accepted chemical accuracy

threshold of 1 kcal mol−1, a significant improvement on pre-TL prediction MAEs of >5 kcal mol−1, and in

extremely low data regimes, with as few as 33 and 39 new datapoints needed for hTL and dTL,

respectively. Thus, hTL and dTL are powerful options for providing insight into reaction feasibility without

the need for extensive high-throughput experimental or computational screening or large dataset

generation for training bespoke ML models.
Introduction

Despite the extensive use of density functional theory (DFT) to
calculate free energy activation barriers in reaction modelling,1–3

machine learning (ML) methods have recently been developed
that can predict these barriers.4–14 Once trained, ML models can
make barrier predictions in a fraction of the time it takes to
compute them with DFT12 and frequently obtain accuracies
below the 1 kcal mol−1 chemical accuracy threshold.15,16

However, current ML barrier models need to be trained on vast
datasets (typically thousands of datapoints) to make accurate
predictions, requiring expensive QM calculations or large kinetic
studies. Furthermore, model usability is currently limited to
a specic region of chemical space; most models are local and
struggle to extrapolate outside of the immediate chemical space
of the data they are trained on.11 Therefore, each time a model is
required for a new reaction class typically thousands of new
datapoints are needed, which is likely a much larger burden than
th, Claverton Down, Bath, BA2 7AY, UK.
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calculating the barriers of interest directly with DFT. In addition,
these models inherit the drawbacks associated with running DFT
calculations and the approximations therein made.17 Hence,
approaches are required to address these broad issues in
applying ML to reaction barrier prediction.

One such approach is transfer learning (TL), whereby neural
networks (NNs) are adapted to make accurate predictions for
new tasks for which limited data is available.18–20 TL takes a NN,
including its calculated weights and biases, which has been pre-
trained on a large quantity of source domain data and retrains
a chosen number of hidden layers within the NNs architecture
whilst freezing other layers. For any unfrozen layers, new
weights and biases are optimised from their initial pre-trained
values. This retraining of specic layers begins at a good esti-
mation for these weights and biases provided by the pre-trained
NN and thus, signicantly reduces the computational cost of
retraining. Additionally, this approach provides the ability to
adapt the NNs for a new prediction task with very little data;21

the base NN is already trained on a large dataset and thus can be
tuned via TL to make accurate predictions in much smaller data
regimes (e.g., tens of datapoints) for new but related tasks.22 In
contrast, building and training a new NN directly on such a low
number of datapoints would risk overtting to the training
data23 and provide poor generalisability to unseen data.24,25

Recently, TL has become an area of increased interest within
both organic and computational chemistry, with research uti-
lising small, pre-existing datasets for solvation free energy,
Digital Discovery, 2023, 2, 941–951 | 941
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atomisation energy, and drug-like molecular torsion
predictions.26–32 However, until now, this technique has not
been well dened. In this work we dene three different clas-
sications of TL in the context of free energy activation barrier
prediction (Fig. 1), but these classes could equally be applied to
other areas of chemical prediction. Notably, the prediction of
activation barriers using TL has been explored for a diverse
range of reactions across multiple levels of theory (LoT).9,22,33

This, as dened herein, would be an example of Vertical TL
(vTL); models trained to predict reaction barriers at one LoT,
e.g., DFT, are adapted to make predictions at a higher LoT, e.g.,
CCSD(T), using only small amounts (<100 datapoints) of the
higher quality data.22,33 vTL provides a solution to the limited
LoT accuracy of models built using DFT but does not improve
generalisability. Instead, Horizontal TL (hTL), which takes a NN
built for prediction on one specic chemical reaction and
adapts this model to a new but related region of chemical space
with small amounts of data, could be employed. This would
improve predictions for the new reaction compared to the base
model's predictions and provide prediction accuracy that would
otherwise be unobtainable in these low data regimes. The nal
term dened in this work is Diagonal TL (dTL), which combines
the benets of both vTL and hTL to give an increased LoT
accuracy for reaction barrier predictions whilst also increasing
the base model's generalisability. All three TL approaches
signicantly reduce computational cost as they can be per-
formed with limited new data. This makes them a viable option
for early-stage predictions of activation barriers in reaction
discovery, where they provide insights into reaction feasibility
without the need for extensive high-throughput experimental or
computational screening. As these activation barrier TL classi-
cations have yet to be dened, it is a challenge to identify them
within the literature, however use of both hTL and dTL in
activation barrier prediction is, to the best of our knowledge,
novel.

In this work, we build ML models to predict the free energy
activation barriers for a diverse selection of Diels–Alder
Fig. 1 TL in reaction barrier prediction. vTL improves on LoT accuracy
whilst not changing generalisability; hTL improves generalisability
compared to the base model at the same LoT accuracy; dTL improves
both generalisability and LoT accuracy.

942 | Digital Discovery, 2023, 2, 941–951
reactions. We then demonstrate that hTL and dTL can be used
to adapt the resulting NNs to make predictions for new reaction
classes and improve their LoT accuracy using signicantly less
data (tens of datapoints) than was required in training the
original NNs (750+ datapoints). The Diels–Alder reaction was
selected due to its importance in pharmaceutical synthesis34 in
addition to the level of interest it has received over the years
from the reaction modelling community.35–40

The Diels–Alder reaction has previously been studied utilis-
ing ML approaches41,42 but not in low data regimes (tens of
datapoints).

Methodology

A diverse selection of Diels–Alder reactions (Fig. S1†) were
enumerated using prevalent motifs throughout the literature,
including a variety of intra/intermolecular and homo/hetero-
Diels–Alder reactions,43–53 as well as additional pericyclic reac-
tions (e.g., tetrazine-based reactions).54,55 Enumerations were
performed using Schrödinger's Custom R-Group Enumeration56

and all subsequent reactant and transition state (TS) structures
conformationally searched using Schrödinger's MacroModel
(version 12.7)57,58 with the OPLS3e forceeld.59 The lowest
energy conformers for each structure were then optimised with
two semi-empirical quantum mechanical (SQM) methods
(AM1 60 and PM3 61) and uB97X-D/def2-TZVP62,63 using
Gaussian16 (Revision A.03 and C.01)64,65 to generate AM1-DFT
endo and exo datasets of 1065 and 1109 concerted reactions,
respectively. Tetrazine-based Diels–Alder reactions were also
optimised with DSD-PBEP86-D3(BJ)/def2-TZVP66 to generate our
dTL target dataset. Quasi-harmonic free energies were calcu-
lated with temperature (298.15 K) and concentration correc-
tions (1 mol l−1) using GoodVibes;67 these energies were then
used to calculate activation barriers for AM1, PM3, and DFT
(Table S1†). Full activation barrier ranges and computational
details are available in the ESI, Section 1.†

Several atomic and molecular physical organic chemical
features were extracted for each SQM reactant and TS structure.
The features are solely obtained from SQM structures; full
descriptions of the features extracted for these SQM structures
can be found in the ESI, Section 2, Tables S2 and S3.† These
features were processed and standardised prior to training of
the ML models. Each dataset was then randomly split into
training and test sets. In this work, three scikit-learn68 regres-
sion algorithms were used (ridge regression (Ridge), kernel
ridge regression (KRR) with a radial basis function (RBF),
polynomial, or Laplacian kernel, and support vector regression
(SVR) with an RBF or polynomial kernel), as well as a NN
architecture built using TensorFlow.69 5-fold cross validation
(CV) was performed within the training set to generate training
mean absolute errors (MAEs), whilst the corresponding test set
was used to assess a given model's individual performance by
determining test set MAEs and standard errors. To assess the
generalisability of our models, a leave-one-out approach, as
previously described in the literature, was employed.70 For this
technique we investigated the impact of both leave-one-diene-
out (LODiO) and leave-one-dienophile-out (LODpO) on model
© 2023 The Author(s). Published by the Royal Society of Chemistry
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performance. These structures were omitted from all training
and used as a separate validation set.

The development of TL models for this work began with
removal of specic reaction enumerations within our dataset
before retraining a NN on this base model dataset. The trained
NN was then tested on a test set of the removed enumerations to
determine pre-TL performance. For the TL, layers of the NN
were either frozen or kept as trainable and the NN retrained on
the TL target train set. Full details on both the standard ML and
TL processes are available in the ESI, Section 3.†
Fig. 2 Scatter plot showing AM1 calculated barriers against DFT
calculated barriers for the endo dataset. The dotted line shows perfect
agreement between AM1 and DFT activation barriers whilst the grey
region highlights the chemical accuracy threshold of 1 kcal mol−1

either side of perfect agreement.

Fig. 3 Test MAEs with associated standard errors for each AM1-DFT
ML model (RBF = radial basis function kernel). The dotted line repre-
sents the chemical accuracy threshold of 1 kcal mol−1.
Results and discussion
Standard ML

Our recent work reported a combined SQM and ML approach to
accurately (below the widely accepted chemical threshold of
1 kcal mol−1)15,16 predict DFT-quality activation barriers for
nitro-Michael additions in seconds which is a signicant
improvement over the speed of typical DFT calculations
(hours).12 These models yielded highly accurate predictions
(below 1 kcal mol−1) that also provided mechanistic insight
from the SQM TSs which were found to be very good approxi-
mations to the DFT structures. Therefore, a similar SQM/ML
approach was taken in this study but, unlike our previous
work, NNs were also trained.

Prior to building any models, AM1-DFT and PM3-DFT pre-
ML MAEs were calculated and found to be above
9 kcal mol−1, highlighting the signicant difference in accuracy
of these SQMmethods (Table 1) compared to that of DFT. Fig. 2
shows the spread of AM1 and DFT barriers for the endo dataset;
AM1, for most of the dataset, predicts a barrier above that of
DFT. This trend is also observed for the exo dataset as well as
both PM3 datasets (Fig. S10–S13†).

KRR and SVR have been used to address chemical-based
challenges with both being used recently to achieve high accu-
racy barrier predictions.5,12,70 Within this work, a variety of
different models, including KRR and SVR, were tested on both
the endo and exo datasets and the test MAEs and associated
standard errors are presented in Fig. 3. In general, 5-fold CV
training set MAEs match the test MAEs, indicating that these
models are not overt. This is also true for the NNs where
overtting was monitored with an extra validation set (see ESI,†
Section 3, for more details).14,15

Across both endo and exo datasets, most models yielded
striking test set MAE results well below the chemical accuracy
threshold, with the best performing models signicantly lower.
In line with previous work, the kernel-based models performed
Table 1 Pre-ML MAE and best ML test MAE for all SQM datasets

Dataset
Pre-ML MAE/kcal
mol−1 Best test MAE/kcal mol−1 [Model]

AM1 endo 9.73 0.40 � 0.03 [SVR (Polynomial)]
AM1 exo 9.09 0.39 � 0.04 [SVR (Polynomial)]
PM3 endo 11.85 0.42 � 0.03 [SVR (Polynomial)]
PM3 exo 11.55 0.43 � 0.03 [SVR (Polynomial)]

© 2023 The Author(s). Published by the Royal Society of Chemistry
effectively with SVR (Polynomial) yielding the lowest MAEs for
both the AM1 endo and exo datasets – test MAE values of 0.40 ±

0.03 and 0.39 ± 0.04 kcal mol−1, respectively (Fig. 3).
It is worth noting that all kernels for both KRR and SVR

performed comparably across both datasets and even ridge
regression – which relies on linear correlations within the data –
performed well, producing test MAE values below 1 kcal mol−1.
Furthermore, these test MAEs match very well with CV MAEs
and exhibit small standard errors. Encouragingly, PM3 results
were comparable to that of AM1 for all models with only ridge
regression on the exo dataset missing the 1 kcal mol−1

threshold (1.23 ± 0.07 kcal mol−1). This is somewhat expected
given the similar reported performances and underlying theory
of the AM1 and PM3 methods.71 For all metrics associated with
both AM1 and PM3 models see the ESI, Section 4.†

Considering the large pre-ML MAEs calculated between the
AM1/PM3 and DFT barriers (Table 1), our ML approach
Digital Discovery, 2023, 2, 941–951 | 943
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therefore provides signicant improvements in the prediction
of Diels–Alder activation barriers, with accuracies well below
1 kcal mol−1 for both AM1 and PM3 inputs. Not only do these
results highlight the suitability of the Diels–Alder reaction to
ML studies, but they also support the previously reported
success of our SQM/ML approach.12

To rationalise the impressive model performances, we
investigated the similarities between TS structures from AM1
against DFT (Fig. 4) by calculating root-mean-squared deviation
of atomic positions (RMSDs) between pairs of TSs calculated at
the two LoTs.72 In the context of molecular docking, values of <2
Å are considered accurate73 and this tolerance shall also be
applied here. AM1 was found to provide a strong structural
approximation for this enumerated dataset of reactions relative
to DFT with a mean endo and exo RMSD of 0.073 and 0.081 Å,
respectively. In fact, all TS structures within the AM1 dataset fall
comfortably under this 2 Å threshold by approximately an order
of magnitude. Similar trends were found when this process was
repeated for PM3 with DFT. When comparing AM1 and PM3 TS
structures, the mean RMSDs drop further to 0.043 and 0.044 Å
for endo and exo datasets, respectively, reinforcing the simi-
larity between these two SQM methods when investigating
Diels–Alder reactions. Thus, the TS structures generated via
SQM calculations provide both signicantmechanistic insights,
given their very close approximation to the DFT TSs, and reli-
able data that aids the training of our highly accurate ML barrier
models.

As with all ML models, generalisability needs to be assessed.
A model able to predict on reactions outside the immediate
chemical space in which it is trained provides a more useful tool
than a model hyper-specic to a particular region of chemical
space. To evaluate this within our work, we utilised a leave-one-
out technique focussing on leaving out reactions with specic
dienes or dienophiles. Further details on the leave-one-out
procedure are available in the ESI, Section 3.† Focussing on
the AM1 datasets, LODiO gave a best MAE of 0.76 ± 0.11 kcal-
mol−1 (KRR (Laplacian)), whilst the best LODpO performance
was 0.61 ± 0.10 kcal mol−1 (KRR (Polynomial)). Both of these
results are very similar to their test MAEs. Except for Ridge and
Fig. 4 Distribution of RMSDs between each TS structure at AM1 and
DFT for both endo and exo datasets.

944 | Digital Discovery, 2023, 2, 941–951
KRR (RBF), which performed consistently poorly, similarly
impressive metrics were found for all other models for LODiO
and LODpO predictions (Fig. 5). This implies that most models
can generalise outside of the immediate chemical space for
which they are trained.

Considering both our whole dataset and our leave-one-out
approaches, our NNs also performed consistently well, obtain-
ing MAEs below 1 kcal mol−1 and showing good generalisability.
In addition to this strong predictive performance, they provide
signicant exibility and tunability whichmake them an exciting
tool for free energy activation barrier predictions (see hTL and
dTL sections below). To evaluate these NNs further, we analysed
the impact of individual features on model predictions by
randomly shuffling feature values prior to test set predictions
(see ESI, Section 5,† for more details). Fig. 6 shows the original
AM1 endo NN test set performance together with the test
performance of the features that result in the largest change in
test MAE when shuffled. Unsurprisingly, the most impactful
feature on model performance is the SQM barrier (ea_ts) which
increases test MAE substantially to 2.83 kcal mol−1. This further
supports our previous work where the SQM free energy activation
barriers were most important in DFT barrier predictions.12 Some
other features, such as the Mulliken74 charges on the dienophile
(atomcharges_mulliken_04_dp), also produce test predictions
above the 1 kcal mol−1 chemical accuracy threshold when
shuffled, however this impact is not as signicant as it is for the
SQM barrier. Notably, the bond forming distances for both bond
forming events in the TS structure (bond_forming_distance_1_ts
and bond_forming_distance_2_ts) impact the predictions
Fig. 5 Test and LODpO (top) and LODiO (bottom) MAEs and associ-
ated standard errors for all models on the AM1-DFT endo dataset.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Feature importances for AM1 endo NN. Test MAE (dark blue)
plotted with 10 highest test MAEs (light blue) achieved after feature
importance analysis.

Fig. 7 Two partitions of the dataset to yield our TL targets. Source
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comparably, which can be rationalised by the concerted nature of
the reactions in our dataset.
domain A contains intermolecular homo/hetero and cyclopropane
Diels–Alder reactions with the target domain a containing intra-
molecular Diels–Alder reactions. Source domain B contains homo/
hetero, inter/intra molecular, and cyclopropane Diels–Alder reactions
with the target domain b containing 1,2,4,5-tetrazine Diels–Alder
reactions.
hTL

Models and results presented up until this point show that both
mechanistic insight and DFT-quality free energy activation
barriers can be obtained via ML from SQM structures and
features at a fraction of the computational cost needed to run
DFT calculations. Additionally, these models, for the most part,
generalise well to leave-one-out data. As previously discussed,
NNs can be adapted to make predictions outside the immediate
chemical space in which they were trained by using TL. Herein,
we aim to demonstrate that NN activation barrier prediction
models can be adapted to make predictions for different but
related reactions with minimal data requirements through hTL,
and thus avoid the need to generate large data sets each time
predictions are needed on a new class of reactions. To do this,
we trained NNs on subsections of our full enumerated dataset
and used smaller subsections as TL target datasets. Fig. 7 shows
the two divisions chosen for this hTL work; models were trained
on either dataset A or B, before performing hTL using target
datasets a and b, respectively (see ESI,† Section 6, for more
details).

The hTL targets were chosen as intramolecular Diels–Alder
(a) or tetrazine reactions (b) due to their prevalence in the
synthetic literature.43,44,50,54,55,75 Additionally, we believe these
two classes of reactions should provide a suitable challenge for
TL given their intramolecular and inverse electron demand
natures, respectively. Due to the similarity between AM1 and
PM3, all further results presented are for the AM1-DFT endo
dataset only. For more hTL details see the ESI, Section 7.†
Fig. 8 Scatter graph for hTL to the intramolecular test set. The top
graph shows the prediction of intramolecular data using the pre-
trained NN (trained on intermolecular data) without any TL being
performed. The bottom graph showing the hTL test prediction on the
intramolecular after performing TL from the intermolecular data.
hTL to intramolecular Diels–Alder reactions (a)

This initial experiment took all intermolecular Diels–Alder
reactions within the dataset (792 endo) and trained a fully tuned
NN as previously outlined. The size of the hTL target dataset was
273 reactions in total, which would be considered small in the
context of NNs. This dataset was split into a train, validation,
and test set, totalling 174, 44 and 55 reactions, respectively.
Using the intermolecular NN to predict upon the intramolecular
© 2023 The Author(s). Published by the Royal Society of Chemistry
Diels–Alder data yields a pre-hTL test MAE of 5.09 kcal mol−1

which is signicantly above the target accuracy of 1 kcal mol−1

(Fig. 8). This result is somewhat expected given that the base NN
was trained exclusively on intermolecular reactions, however it
Digital Discovery, 2023, 2, 941–951 | 945
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is still an improvement upon the pre-ML AM1-DFT MAE for
intramolecular data of 11.31 kcal mol−1 suggesting that even
before hTL these models can generalise to a different reaction
class to a certain degree. Currently, there are no commonly
accepted criteria or workows for the implementation of TL,
however there are a few rules that are typically followed initially
with consideration of both the target data size and the task-
relatedness. These help to ensure the TL process chosen is
suitable for the given task.27

Aer employing our chosen TL process (full details are
available in the ESI, Section 3†) the hTL test MAE was reduced to
0.95 kcal mol−1, which not only vastly improves upon the
previous prediction error from the intermolecular NN but also
takes the prediction error below the chemical accuracy
threshold of 1 kcal mol−1, even with the limited sized training
set used (Fig. 8).

To further evaluate the effect of limiting the training set size,
we gradually reduced the number of hTL training datapoints
and calculated MAEs averaged over several different random
Fig. 9 Learning curves for hTL of source domain A to target domain
a (top) and, source domain B to target domain b (bottom) using an
endo base model. For all points the test MAE was obtained for three
different random states and averaged. The number of datapoints in
100% of the target domains training set is 174 and 66 reactions for
a and b, respectively.

946 | Digital Discovery, 2023, 2, 941–951
states (Fig. 9). This revealed that predictions near the chemical
accuracy threshold for this intramolecular Diels–Alder dataset
could be obtained with as few as only 70% of the hTL training
points (122 reactions), whilst as few as 20% (35 reactions) of the
points still produced a test MAE below 2 kcal mol−1.

Best practice dictates that given the relatively low number of
intramolecular Diels–Alder datapoints available overall, and
especially when the hTL training set size is reduced, muchmore
data would need to be obtained before building a standalone
intramolecular NN or risk chronically overtting the model.23

Instead, TL can be used in low data regimes to reduce the risk of
overtting by only retraining selected layers of a base NN, all
whilst maintaining an impressive level of accuracy.30
hTL to 1,2,4,5-tetrazine reactions (b)

1,2,4,5-Tetrazine Diels–Alder reactions provide an extended
challenge as they are an example of an inverse electron demand
Diels–Alder reaction in which aromaticity is broken. Further to
this, the number of 1,2,4,5-tetrazine examples in the enumer-
ated dataset is signicantly lower (103 reactions), providing the
opportunity to evaluate our hTL approach in extremely low data
regimes. Following the same procedure as used for hTL from
dataset A to a, a NN was trained on dataset B to give a pre-hTL
prediction on b of 1.92 kcal mol−1 which, akin to that of the TL
results of A to a, is a vast improvement on the pre-ML AM1-DFT
MAE for b of 14.54 kcal mol−1. Aer performing hTL using the
b dataset, we obtained an average test MAE of 0.86 kcal mol−1

(100% training data, Fig. 9), providing another example of how
TL can be utilised to achieve accurate predictions from pre-
existing NNs. Analysing the impact of limited training data on
hTL using dataset b reveals that strong predictive performance
can be achieved with very low numbers of training points
(Fig. 9); with as few as 50% of the hTL training points (33
reactions), our model yielded a 0.99 kcal mol−1 hTL test MAE.
This is both a signicant improvement on pre-ML and pre-hTL
test set predictions and acts as a useful stress test of the lower
limits of TL within the barrier prediction domain. Emphasis
should also be placed on just how little data is needed to
provide these accurate predictions; submitting 33 SQM and DFT
activation barrier calculations is a low price to pay for a model
that can be used for rapid, early-stage barrier prediction in
reaction discovery. Ultimately, this approach could provide
crucial insights into reaction feasibility without the need for
extensive high-throughput experimental or computational
screening.
dTL
dTL to 1,2,4,5-tetrazine reactions (b)

Whilst we have shown that hTL allows for the prediction of free
energy activation barriers in different regions of chemical space
to the original model, it does not necessarily allow for transfer
between different LoTs. In contrast, dTL provides the opportu-
nity to predict in both a different chemical space and at a higher
LoT, all whilst working with limited data. To evaluate the
potential of dTL with our dataset, we ran calculations on target
© 2023 The Author(s). Published by the Royal Society of Chemistry
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domain b (1,2,4,5-tetrazine reactions) at a higher LoT (DSD-
PBEP86-D3(BJ)/def2-TZVP) and used a NN trained on source
domain B to predict uB97X-D/def2-TZVP barriers as the base
model for the dTL. As with the hTL procedure to target domain
b, the total number of reactions was 103. Subsequent results are
for exo source domain base models, whilst endo results are
available in the ESI, Section 8.†

Using the pre-trained base model NN, a pre-dTL MAE
prediction on b of 10.16 kcal mol−1 was obtained. Utilising the
same TL process as used above, we were able to predict these
barriers at the higher LoT with a signicant improvement in
accuracy; we obtained an average dTL MAE on target domain
b of 1.23 kcal mol−1 (100% training data, Fig. 10). dTL,
therefore, can provide a pathway to accurate and higher LoT
barrier predictions for different reactions relative to the base
model NN. Furthermore, such barrier predictions can be made
at a fraction of the computational cost required to calculate
them with DSD-PBEP86-D3(BJ)/def2-TZVP. For example, the
SQM calculations needed to make a barrier prediction using
our dTL-derived NN took less than 40 seconds on a 16-core
node, whereas calculating the same barrier with DSD-PBEP86-
D3(BJ)/def2-TZVP took approximately 8 days on the same
architecture.

To further evaluate the predictive ability of our dTL
approach, we employed the same training percent splitting as
for hTL to understand how few of these high LoT calculations
would be required to make accurate predictions on target
domain b. As previously seen with hTL, dTL also performs very
well in low training data regimes, yielding an average test MAE
approaching 1 kcal mol−1 with as few as 39 training points
(Fig. 10). The requirement for so few datapoints greatly mini-
mises the computational cost associated with generating the
data needed for dTL. Overall, hTL (change of reaction) per-
formed slightly better than dTL (change of reaction and LoT),
however this was expected given the greater complexity of the
Fig. 10 Learning curves for dTL of source domain B to target domain
b using an exo basemodel. For all points the test MAE was obtained for
three different random states and averaged. The number of datapoints
in 100% of the target domains training set is 66 reactions.

© 2023 The Author(s). Published by the Royal Society of Chemistry
task associated with dTL. For full dTL results, see the ESI,
Section 8.†

Comparing the TL metrics to a direct training method in
these extreme low data regimes, the degree of overtting is
reduced with TL as expected. For example, with 10% training
data, the difference between train and test MAEs for direct
model training on source domain B and testing on target
domain b was 1.00 kcal mol−1, whereas the B− b dTL difference
was 0.12 kcal mol−1. The same trend is observed for both A − a,
B − b and, [3 + 2] cycloaddition hTL when compared to direct
training in low data regimes (ESI, Section 12†).

[3 + 2] cycloaddition hTL

While both the a and b target domains provide a test for our
models, we wanted to further challenge our TL approach on
a different reaction class. Recently, a dataset was published con-
taining a varied set of [3 + 2] cycloadditions.76 We enumerated 408
[3 + 2] reactions based upon this [3 + 2] cycloaddition dataset (ESI
Section 6, Fig. S9†) and performed the same computational
workow previously used for our original dataset. The resulting
data was then used as our new target domain utilising our source
domain B (both endo and exo models) to perform hTL using the
same procedure as before.

The pre-hTL MAE for the [3 + 2] AM1-DFT data was
8.26 kcal mol−1. Utilising 100% of training data (326 datapoints),
hTL yielded an average MAE of 0.76 kcal mol−1 when predicting
on the [3 + 2] test data which is substantially below the chemical
accuracy threshold and a signicant improvement upon the pre-
hTL MAE value. Evaluating the training percentages in the same
way as done previously, we obtained an MAE of less than
1 kcal mol−1 with as little as 60% of the training data (196 data-
points) whilst as few as 20% of training points (65 datapoints) still
produced an average MAE below 2 kcal mol−1. These results
highlight the power of hTL and its ability to adapt base models to
make accurate predictions on different reaction classes with
limited data. For full hTL results for the [3 + 2] cycloaddition
dataset, see ESI, Section 7.†

Evaluating transferability

Transferability (task-relatedness) must be considered when
employing TL techniques. Should the target domain be substan-
tially different from the source, it may result in poor TL perfor-
mance. For example, negative transfer, in which TL damages
model performance, is a common occurrence when transferability
is poor.19 Across our hTL and dTL experiments, there were no
cases of negative transfer, suggesting that the source and target
domains are sufficiently related, although the difference in pre-TL
and TL test MAEs indicates that there is still some notable varia-
tion between the datasets. Unfortunately, task-relatedness is not
easy to assess prior to dataset generation and TL, and thus
development of an approach by which transferability could be
quantied prior to TL would greatly aid its appropriate and
effective implementation. One quantitative approach would be to
measure the similarity between structures in the source and target
domains.27 This has been previously considered using a chemical
Digital Discovery, 2023, 2, 941–951 | 947
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distance measure in the form of combining ngerprints and
subgraphs77 in addition to using Tanimoto coefficients based on
molecular ngerprints.78 Thus, in an attempt to assess the trans-
ferability from our source to our target domains, we utilised either
Tanimoto or Dice similarities on Morgan ngerprints of each
SQM TS structure within the source domain and hTL target
domain. Tanimoto and Dice similarities were then calculated for
every structure in the source domain against every structure in the
target domain (A to a and B to b). The mean was taken over these
similarities to provide a metric used to evaluate the transferability
of predictions to datasets a and b (Fig. 11 and 12, see ESI, Section
11,† for full similarity procedure). The use of Morgan ngerprints
in this way could allow an initial assessment of transferability
between source and target domains prior to DFT target domain
data generation with only the need to run rapid and inexpensive
SQM calculations. With Tanimoto and Dice similarity metrics,
a value of 1 would equate to the same structure.

Across both a and b hTL comparisons, Dice and Tanimoto
similarities are extremely low. This reinforces the power of our
hTL approach given the impressive prediction accuracies seen in
these low data regimes, even when there are substantial differ-
ences between source and domain structures.
Fig. 11 Source domain A to target domain a mean endo TS structure
Tanimoto (top) and Dice (bottom) similarity obtained from Morgan
fingerprints of the source and target domains.

Fig. 12 Source domain B to target domain b mean endo TS structure
Tanimoto (top) and Dice (bottom) similarity obtained from Morgan
fingerprints of the source and target domains.

948 | Digital Discovery, 2023, 2, 941–951
Comparing mean Tanimoto and Dice similarities for a and
b is challenging due to both having marginally different source
domain sizes. Nevertheless, both similarity metrics indicate
that the b dataset is less similar to its respective source domain
(B). As shown earlier, hTL provides high accuracy predictions in
low data regimes for a and b. The higher similarity across both
metrics for dataset a would suggest higher transferability,
however this is not seen within the hTL results; instead,
predictions below 1 kcal mol−1 can be obtained on dataset
b with substantially fewer reactions than needed for dataset
a (Fig. 9). This implies that for our Diels–Alder datasets, Morgan
ngerprints do not necessarily provide a good indicator of
transferability from source to target domain.

A feature vector similarity approach was also considered,
which yielded the same trend observed when utilising the
ngerprint approach outlined previously. Full information on
this can be found in the ESI, Section 11.† Alternatively, more
advanced transferability metrics have very recently been re-
ported within computer science.79,80 Thus, the concept of
transferability for TL within chemistry is an area which would
benet from further research that could yield metrics capable of
quantifying the likely success of TL prior to target dataset
generation and model retraining.

Conclusions

In this work we have developed ML models that can predict
DFT-quality free energy activation barriers for a broad range of
Diels–Alder reactions with test MAEs signicantly below the
chemical accuracy threshold of 1 kcal mol−1 using rapidly
generated SQM features. The ML models generalise well, and
predictions are available in a fraction of the time required to
calculate the barriers with DFT (seconds instead of hours).
Coupled with this accurate barrier prediction, both SQM
methods tested provide TS structures in excellent agreement
with those calculated with DFT, thus yielding rapid, high-
quality mechanistic insight for Diels–Alder reactions. We
also report the rst examples of hTL and dTL applied to
reaction barrier prediction in which pre-trained NNs are
adapted to other reaction classes (hTL and dTL) or other LoTs
(dTL), both in extremely low data regimes. We observe
prediction errors below 1 kcal mol−1 with as few as 33 and 39
training points via hTL and dTL, respectively. We hope that
such low data requirements could provide a pathway for pre-
trained NNs to be integrated into synthesis projects; by
running just a few dozen calculations and utilising TL, NNs
could be adapted to make predictions that inform chemists
about the feasibility of a series of new reactions before any
experiments need to be performed. We recommend further
work in this area to establish the limits of hTL and dTL and
also metrics capable of quantifying the likely success of TL in
the context of reaction barrier prediction.

Data availability

Gaussian 16 computed output les and code from this work is
available in Dataset for “Machine learning reaction barriers in
© 2023 The Author(s). Published by the Royal Society of Chemistry
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low data regimes: a horizontal and diagonal transfer learning
approach” in the University of Bath Research Data Archive
(accessible at: https://doi.org/10.15125/BATH-01229).
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