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ermination of tantalum L-shell
fluorescence yields and Coster–Kronig transition
probabilities

Nils Wauschkuhn, * Katja Frenzel, Burkhard Beckhoff and Philipp Hönicke

Using radiometrically calibrated instrumentation of the Physikalisch-Technische Bundesanstalt, the L-shell

fluorescence yields and Coster–Kronig factors of tantalum (including the uncertainty budget) were

experimentally determined based on transmission and X-ray fluorescence experiments. The determined

fluorescence yields (uL3 = 0.247(12), uL2 = 0.278(15), uL1 = 0.157(12)) were independently validated

through XRR-GIXRF experiments. Both the Coster–Kronig factors (f23 = 0.123(84), f13 = 0.328(152), f12 =

0.14(11)) as well as the fluorescence yields are in good agreement with the most established databases in

the field of X-ray fluorescence.
1 Introduction

Knowledge about atomic fundamental parameters (FPs), such
as the uorescence yield, the photoionization cross section and
the Coster–Kronig transition probabilities, is of great impor-
tance for any quantitative analysis involving X-ray uorescence
(XRF). Most of the available experimental and theoretical FP
values for different elements were obtained more than forty
years ago. For some chemical elements and some FPs, the
tabulated data is based solely on interpolations as no experi-
mental or theoretical data exists. Unfortunately, the uncer-
tainties of most tabulated FP data are oen not available or only
estimated. As this is certainly an improvable situation, the
International initiative on X-ray fundamental parameters1 and
others are working on revisiting and updating FP databases
with new experiments and calculations employing state-of-the-
art techniques.

In this work, the tantalum L-shell FPs, namely the uores-
cence yields and the Coster–Kronig factors, are being experi-
mentally redetermined. Tantalum is a key element in
microelectronics,2,3 the solar industry,4 medicine and other
elds. However, the availability of experimentally determined
Ta-L-shell FPs is rather scarce. Much of the available experi-
mental data is older than 30 years, and the uncertainties for the
most common tabulations5,6 are only estimated. In this work,
we apply the reference-free XRF equipment of Physikalisch-
Technische Bundesanstalt (PTB)7 and dedicated transmission
and uorescence measurements8 to revisit these parameters for
tantalum.
str. 2-12, 10587 Berlin, Germany. E-mail:

f Chemistry 2023
2 Experimental procedure
2.1 Photon-in/photon-out experiment

The experiments were performed at the BAMline, the
wavelength-shier beamline,9 at the BESSY II electron storage
ring. This beamline provides hard monochromatic X-ray
synchrotron radiation in the photon energy range from 5 keV
up to 60 keV. Usually, the double crystal monochromator (DCM,
with Si(111) crystals, dE/E= 0.2% between 8 and 50 keV) is used
for applications comparable to the one in this study. The
experiments were carried out using a vacuum chamber that was
developed in-house10 and was equipped with calibrated photo-
diodes and an energy-dispersive silicon dri detector with
experimentally determined response functions and radiomet-
rically calibrated detection efficiency.11 The sample was placed
into the center of the chamber by means of an x–y scanning
stage, and the incident angle qin between the surface of the
sample and the incoming beam was set to 45°. As a sample, we
obtained a nominally 250 nm thick Ta deposition on a Si3N4

membrane. The membrane has a thickness of nominally
1000 nm. Furthermore, a blank Si3N4membrane deposition was
used to subtract the membrane contribution.

For both samples, transmission experiments were per-
formed in the vicinity of the Ta-L absorption edges between 7
keV and 13 keV. In addition, the X-ray uorescence emission
from the coated sample was measured for photon energies
ranging from about 10 keV to 13 keV. From these experiments,
the Ta-L-shell uorescence yields and the Coster–Kronig factors
can be determined as described below.

The procedure for determining L-shell uorescence yields as
well as Coster–Kronig factors using physically calibrated
instrumentation for the reference-free X-ray spectrometry (XRS)
of PTB is already quite well established.8,12–14 Here, Sherman's
equation15 provides the basis for the calculation of uorescence
J. Anal. At. Spectrom., 2023, 38, 197–203 | 197
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Fig. 1 Example of fluorescence spectrum recorded on the Ta film at E0 = 12.8 keV in blue together with the overall deconvolution (orange) as
well as selected response functions for the fixed Li line sets. For comparison, the single fluorescence lines of the L1 line set are also plotted as
dashed lines.
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intensities of thin foils. It is a product of the incident mono-
chromatic photon ux, a uorescence production factor for
a given shell sS, an instrumentation factor containing the solid
angle of detection and the detection efficiency and the self-
attenuation correction factor. This factor considers the attenu-
ation of the photons on their way through the sample. For the
incoming photons F0(E0), the attenuation on their way to the
point of interaction is considered; for the uorescence photons
Fi

d(E0), the attenuation on their way from the point of interac-
tion to the detector is considered. Through employing tunable
photon sources or, as recently shown, also through employing
energy dispersive detectors,16 this factor can be easily deter-
mined by transmission measurements for the relevant photon
energies.

The uorescence production factor sLi
is dened as follows:

sL3
(E0) = uL3

(sL3
(E0) + f23sL2

(E0) + [f13 + f12f23]sL1
(E0)) (1)

sL2
(E0) = uL2

(sL2
(E0) + f12sL1

(E0)) (2)

sL1
(E0) = uL1

sL1
(E0) (3)

It is dependent on the photon energy E0 and is calculated
employing the respective subshell uorescence yield uLi

, the
subshell photoionization cross sections sLi

(E0) as well as the
Coster–Kronig factors fji. The latter are irrelevant for photon
energies below the edge energy of the respective subshell as the
photoelectric cross section is zero for energies below the cor-
responding subshell threshold energy. Thus, for photon ener-
gies between EL3

and EL2
, sL3

(E0) is simply the product of the
uorescence yield and the photoionization cross section so that
the uorescence yield uL3

can be derived. By further employing
this selective excitation to the other edges, also the L2- and L1-
subshell uorescence yields as well as the Coster–Kronig factors
can be determined.

In other words, if EL3
# E0# EL2

, the uorescence production
factor for L3 is reduced to

sL3
ðE0Þrd ¼ uL3

sL3
ðE0Þrd ¼ Fi

dðE0ÞMi;E0

F0ðE0Þ U

4p

(4)
198 | J. Anal. At. Spectrom., 2023, 38, 197–203
with

Mi;E0
¼

�
mSðE0Þrd
sin qin

þ mSðEiÞrd
sin qout

�
�
1� exp

�
�
�
mSðE0Þrd
sin qin

þ mSðEiÞrd
sin qout

���; (5)

where qin and qout are incident and exit angles, respectively. Due
to the use of PTB's physically calibrated instrumentation for
XRS, all of the relevant measures can be accessed. The uo-
rescence photon ux Fi

d(E0) is derived from the recorded uo-
rescence spectra by means of a spectral deconvolution
procedure. Here, the detector response functions for all relevant
uorescence lines as well as relevant background contributions,
such as bremsstrahlung, originating from photoelectrons are
included. In addition, we determine and apply xed line sets for
each of the three L-shells in order to stabilize the deconvolu-
tion.8 An example of a spectrum including the deconvolution is
shown in Fig. 1. The incident photon ux F0(E0) and the solid

angle of detection
U

4p
are known due to the use of calibrated

instrumentation.7 The sample-specic attenuation correction
factor Mi,E0

for the incident (E0) – as well as the uorescence
radiation (Ei) – is calculated according to eqn (5) using the
experimentally determined sample-specic attenuation coeffi-
cients mS(E0)rd and mS(Ei)rd.

Employing the experimental mS(E0)rd and mS(Ei)rd values,
one can calculate the total sample-specic photoionization
cross sections sS(E0)rd and mS(Ei)rd by removing the scattering
contributions. For this purpose, we derive the relative scattering
contribution at each photon energy from a database (e.g. X-
raylib) and use this data to determine sS(E0)rd. The thereby
obtained photoionization cross sections are shown in Fig. 2 as
blue dots. For the determination of the subshell uorescence
yields as well as the Coster–Kronig factors, one needs to isolate
the subshell photoionization cross sections sLi

(E0)rd. This is
performed by scaling the Ebel polynomials17 for the lower
bound shells as well as the three L-subshells to the sS(E0)rd as
shown in the gure. To minimize the effect of the ne structure
on this scaling process, only points far away from the edges,
This journal is © The Royal Society of Chemistry 2023
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Fig. 2 Experimentally determined s(E0)rd (blue dots) for the employed
tantalum thin film and its separation into the lower bound shells
(orange line) as well as the L3 (green), L2 (red) and L1 (purple)
contributions. Fig. 4 Comparison of measured and calculated data: reflectance (top)

and the normalized fluorescence intensity (bottom).
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where the ne structure is negligible, were chosen for the
scaling of the Ebel polynomials.

With the sLi
(E0)rd, all relevant parts of eqn (4) are known,

and it can be solved for the uorescence yield. The same
procedure is applied for the L2- and L1-shells. By applying the
same procedure for incident energies above the subsequent
absorption edges, the Coster–Kronig factors can be derived. In
Fig. 3, this is shown for the case of uL3

and uL2
. Here, the derived

uorescence yield values marked with a star, for example
u*
L3ðEiÞ, are being calculated by only taking into account the

normalized uorescence intensity of the L3-shell as well as the
derived sL3

(Ei)rd (red line in Fig. 3). If the incident photon
energy is above the subsequent absorption edge (marked as gray
dashed vertical lines), the u*

L3 jumps due to the additional
Coster–Kronig-related contributions to the total effective
photoionization cross section. This cross section is namely the
term f23sL2

(E0) in the case shown in Fig. 3 as red crosses. As the
uorescence yield value must be constant and not dependent
on the incident photon energy, the Coster–Kronig factor can be
determined so that the Coster–Kronig corrected uL3

(EL2
)

Fig. 3 Experimentally determined Ta-L3 (left image) and Ta-L2 (right ima
into account the Coster–Kronig (CK) transitions (red or green symbols), a
lines). The CK factors are chosen in order to match the average corrected
lines). The vertical dashed lines mark the L2 and L1 absorption edge abo

This journal is © The Royal Society of Chemistry 2023
matches the one determined for an excitation below the L2
absorption edge.

2.2 Validation measurement with combined XRR and GIXRF

As an independent validation of the experimentally determined
L3 uorescence yield, a combined reference-free grazing inci-
dence X-ray uorescence and X-ray reectometry (GIXRF-XRR)
measurement18 was carried out on two different tantalum
layer samples. These experiments were carried out employing
an ultrahigh vacuum chamber that was built in-house and is
dedicated to reference-free XRS19 at PTB's four-crystal-
monochromator beamline.20 The two layer samples employed
consist of pure Ta layers on silicon wafers with nominal thick-
nesses of 30 nm and 50 nm. The energy of the incident beam
was set to 10 keV to only excite the L3 shell of tantalum. For both
samples, the incident-angle-dependent Ta-L3 uorescence
emission as well as the reected incident radiation have been
recorded. The experimental data including a basic evaluation
(spectra deconvolution, normalization to incident photon ux
and solid angle of detection) are shown in Fig. 4.
ge) fluorescence yield versus excitation photon energy without taking
s well as the mean value for CK transitions turned off (horizontal dashed
fluorescence yields with the dashed lines (blue and purple symbols and
ve which the respective CK transition appears.

J. Anal. At. Spectrom., 2023, 38, 197–203 | 199
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To determine the uorescence production cross section
(FPCS) from the experimental data, a quantitative combined
modeling of the GIXRF-XRR data was performed as shown in
ref. 21. For this purpose, the sample was modeled by the
following layer stack: A thin carbonaceous contamination
covering tantalum oxide which is on tantalum on native oxide
which covers the silicon wafer. For each layer, with the excep-
tion of the substrate, the thickness and relative density were
used as model parameters. In addition, the top surface rough-
ness as well as the tantalum layer roughness were modeled. The
roughness of the tantalum oxide layer was set to be the same as
the previous one. Experimental parameters such as the beam
Fig. 5 Experimentally determined Ta-L fluorescence yields in compariso
Werner,29 Rao,30 Jopson,31 Küstner32 and Price33 (blue), theoretical calculat
experimental uncertainties of our values are plotted as gray boxes for e
GIXRF-XRR values are shown.

200 | J. Anal. At. Spectrom., 2023, 38, 197–203
divergence or the photodiode's dark current were modeled as
well. The modeling process is realized using the Sherman
equation,15 which is shown below, for the GIXRF measurement
and using the matrix method22 for the XRR measurement.

4p sin qi

UðqiÞ
Fðqi;EiÞ
F03Ef

¼

WirsðEiÞuL3
dz
X
z

PðzÞIXSWðqi;Ei; zÞexp
h
�rmEf

z
i
: (6)

Here, the experimentally derived uorescence count rate
F(qi, Ei) of the line set related to the Ta-L3-edge, excited using
n to selected literature data from other experimental works of Mohan,28

ions by Puri26 (orange) or commonly used compilations5,6,34 (black). The
asier comparison. For the Ta-L3 fl. yield, both the XRF result and the

This journal is © The Royal Society of Chemistry 2023
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photons of energy Ei at an incident angle qi, is the essential
measurand. A normalization to the effective solid angle of

detection
UðqiÞ
4p

, the incident photon ux F0, and the detection

efficiency of the used uorescence detector 3Ef
is also required.

The experimental data can be reproduced by calculating the X-
ray standing wave eld intensity distribution IXSW(qi, Ei, z),
a numerical integration in conjunction with the depth distri-
bution P(z) of the tantalum distribution and an attenuation
correction factor. For quantitative modeling, the atomic FPs,
namely the L3-subshell photoionization cross section s(Ei) and
the uorescence yield uL3

, and material-dependent parameters,
such as the weight fraction Wi of element i within the matrix as
well as the density r of the matrix, must also be considered. For
the latter, we have adopted the density of the 50 nm Ta layer
(14.2 g cm−3) from a previous study of the same sample23 in
order to reduce the degrees of freedom. The ratio of this density
with respect to the Ta bulk density was applied to both the
Ta2O5 and the Ta layers of both samples.

The relevant optical constants were taken from X-raylib6

using the respective rbulk and are also scaled using each mate-
rial's relative density. The FPCS for the Ta-L3-shell was also
taken from X-raylib and is scaled employing a factor during the
modeling. The optimization was performed using a Markov
chain Monte Carlo (MCMC) algorithm.24

The nal model calculations are also shown in Fig. 4 and
agree very well with the experimental data. The determined
layer thickness of the Ta layers is about 28.9 nm or 46.9 nm and
thus reasonably in line with the nominal values.

3 Results

The results derived for the Ta-L-subshell uorescence yields are
shown in Fig. 5 as well as in Table 1 in comparison to selected
data from the literature. They were averaged from the values
derived at the different excitation photon energies below the
subsequent absorption edge as indicated in Fig. 3. The
Table 1 Overview of the experimentally determined Ta-L-subshell
fluorescence yields and Coster–Kronig factors as well as a comparison
with the most commonly used database6 and selected values from the
literature. For the GIXRF-XRR results, the value marked with A refers to
the 30 nm Ta sample and the other to the 50 nm sample

Ta uL3
Ta uL2

Ta uL1

This work (XRF) 0.247(12) 0.278(15) 0.157(12)
This work
(GIXRF-XRR)

0.239(27) (A),
0.231(32) (B)

X-raylib6 0.243 0.258 0.144
Puri et al.26 0.251 0.28 0.131
Werner et al.29 0.233(9) 0.262(15)

Ta f23 Ta f13 Ta f12

This work (XRF) 0.123(84) 0.328(152) 0.14(11)
X-raylib6 0.135 0.351 0.186
Puri et al.26 0.139 0.351 0.186
Werner et al.29 0.111(10) 0.339(20) 0.104(15)

This journal is © The Royal Society of Chemistry 2023
uncertainty budget of the determined uorescence yields is
calculated using the relative uncertainty contributions of the
involved parameters. The main contributors to the total
uncertainty budget are the determined subshell photoioniza-
tion cross sections (∼2.5% for L3, ∼6% for L1) and the uncer-
tainty contribution of the spectral deconvolution (∼2%). The
uncertainty budget one can achieve by employing PTB's
reference-free XRF approach for the determination of atomic
FPs is discussed in more detail in ref. 25.

In general, our experimental values agree reasonably well
with commonly used X-raylib6 data and the theoretical predic-
tions of Puri et al.26 Signicant deviations larger than the
uncertainty are observed for the L2-shell yield with respect to X-
raylib and the L1-shell yield with respect to Puri. The agreement
with the older experimental data shown is good considering the
stated respective uncertainties. It should be noted that there are
more published values for the L-subshell uorescence yields of
Ta with different origins (experimental or interpolated). They
are well summarized in a recent work by Sahnoune et al.27

From the GIXRF-XRR modeling, Ta-L3 uorescence yield
values of 0.239(27) (sample A, 30 nm Ta) and 0.231(32) (sample
B, 50 nm Ta) were received, assuming that the L3-subshell
photoionization cross section for Ta from X-raylib at the
employed excitation photon energy of 10 keV is correct. These
results are also shown in Table 1 and Fig. 5 in combination with
the other data. The uncertainty of the GIXRF determined value
is estimated based on the condence interval of the modeling
and an estimated uncertainty of the tabulated L3-subshell
photoionization cross section. Unfortunately, the uncertainties
are too large to reliably judge which uorescence yield is more
accurate. For such small deviations between the determined
experimental value and the tabulated value, the sensitivity of
the GIXRF-XRR approach is not sufficient. This is mainly due to
the strong parameter correlation with the layer densities. If the
densities could be determined independently, and thus kept
xed for the modeling, it would signicantly improve the
sensitivity for the uorescence production cross section.

The experimentally determined Coster–Kronig factors are
also shown in Table 1 in comparison to selected data from the
literature. A graphical comparison is also shown in Fig. 6 for f23.
Fig. 6 Experimentally determined Coster–Kronig factor f23 for Ta-L
fluorescence in comparison to selected literature data from other
experimental works of Mohan,28 Werner29 and Rao30 (blue), theoretical
calculations by Puri26 (orange) or commonly used compilations5,6

(black). The experimental uncertainty of our value is plotted as a gray
box for easier comparison.

J. Anal. At. Spectrom., 2023, 38, 197–203 | 201
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The derived value for f23 is in good agreement with the data
from the literature, even when considering a much lower
uncertainty budget. Similar behavior can be found for f13, where
the observed differences are much lower than our stated
uncertainty. Only for f12, are the deviations with respect to the
commonly used database values somewhat large but still within
our stated uncertainty.

The determined relative uncertainties of the Coster–Kronig
factors are higher than those of the uorescence yields because
of the required error propagation. For the Coster–Kronig
factors, the relation between the different subshell photoioni-
zation cross sections increases the total relative uncertainty.
Hence, a reliable uncertainty budget for the determined Coster–
Kronig factors leads to large uncertainties in the order of the
values themselves.8 But as can be seen by the non-agreeing
values by Mohan and Werner, our uncertainty seems more
reasonable and is more reliable.
4 Conclusion

The tantalum L-shell uorescence yields and Coster–Kronig
factors have been experimentally determined employing the
radiometrically calibrated instrumentation of PTB using Ta-
coated Si3N4 membranes. The determined uorescence yields
agree well with the commonly used X-raylib tables except for the
L2-shell. Here, our value is slightly larger than the tabulated
value. The achieved experimental uncertainties for the three
uorescence yields are in the same order as the Krause esti-
mates.5 This not only puts the estimated uncertainties on more
solid ground, it also allows us to conclude with reasonable
reliability that the estimated uncertainties for the L-shell yields
of neighboring elements are in the right order of magnitude as
well. Considering both the determined uorescence yields and
the Coster–Kronig factors, we can conclude that the X-raylib
table has a relatively good collection of the relevant Ta FPs.
This is also in line with observations from earlier FP determi-
nations from our group.21,25,35 Thus, the X-raylib tables are a very
good starting point if a consistent database is needed.
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14 Y. Ménesguen, M. C. Lépy, J. M. Sampaio, J. P. Marques,
F. Parente, M. Guerra, et al., A combined experimental and
theoretical approach to determine X-ray atomic
fundamental quantities of Tin, X-Ray Spectrom., 2018,
47(5), 341–351.

15 J. Sherman, The theoretical derivation of uorescent X-ray
intensities from mixtures, Spectrochim. Acta, 1955, 7, 283–
306.
This journal is © The Royal Society of Chemistry 2023

https://www.exsa.hu/?inh=635
https://avs.scitation.org/doi/abs/10.1116/1.1610004
https://avs.scitation.org/doi/abs/10.1116/1.1610004
https://doi.org/10.1149/1.1645754
https://doi.org/10.1149/1.1645754
https://onlinelibrary.wiley.com/doi/abs/10.1002/aenm.201800608
https://onlinelibrary.wiley.com/doi/abs/10.1002/aenm.201800608
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2ja00325b


Paper JAAS

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
D

ec
em

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 7

/2
9/

20
25

 1
2:

01
:2

7 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
16 H. Huang, K. Sequoia, M. Yamaguchi, K. J. Boehm,
K. Engelhorn, J. Walker, et al., Improved x-ray mass
attenuation coefficient (opacity) measurements for Fe, Ni
and Au, J. Phys. B: At., Mol. Opt. Phys., 2021, 54(11), 115003.

17 H. Ebel, R. Svagera, M. F. Ebel, A. Shaltout and J. H. Hubbell,
Numerical description of photoelectric absorption
coefficients for fundamental parameter programs, X-Ray
Spectrom., 2003, 32, 442–451.

18 P. Hönicke, B. Detlefs, E. Nolot, Y. Kayser, U. Mühle,
B. Pollakowski, et al., Reference-free grazing incidence X-
ray uorescence and reectometry as a methodology for
independent validation of X-ray reectometry on ultrathin
layer stacks and a depth-dependent characterization, J.
Vac. Sci. Technol., A, 2019, 37(4), 041502.

19 J. Lubeck, B. Beckhoff, R. Fliegauf, I. Holfelder, P. Hönicke,
M. Müller, et al., A novel instrument for quantitative
nanoanalytics involving complementary X-ray
methodologies, Rev. Sci. Instrum., 2013, 84, 045106.

20 M. Krumrey, Design of a Four-Crystal Monochromator
Beamline for Radiometry at BESSY II, J. Synchrotron
Radiat., 1998, 5(1), 6–9.

21 P. Hönicke, R. Unterumsberger, N. Wauschkuhn,
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