
5974 |  Mater. Adv., 2023, 4, 5974–5997 © 2023 The Author(s). Published by the Royal Society of Chemistry

Cite this: Mater. Adv., 2023,

4, 5974

Utilizing machine learning to expedite the
fabrication and biological application of
carbon dots

Yaoyao Tang,ab Quan Xu, *ab Peide Zhu,b Rongye Zhub and Juncheng Wang*c

As a novel type of nanomaterial, carbon dots (CDs) are widely used in biology owing to their optical

property, biocompatibility, and intrinsic theranostic properties. Taking advantage of these features, the

CDs serve as color agents, fluorescence probes, and anti-cancer drugs. Machine learning (ML) has

progressed dramatically, especially for widespread use in the biological field. In this review, we introduce

the ML workflow and the leading models in the process and then demonstrate the application of CDs in

bioimaging, biosensing, and cancer treatment. Next, we generalize the use in the development of CDs’

combination of ML in complementary aspects. Finally, we briefly summarize the challenges and

expectations for the future. This review provides new thoughts and guidance for CDs on the application

and integration of machine learning.

1. Introduction

Machine learning (ML), as the domain method of artificial
intelligence,1–3 efficiently processes large amounts of data and
generates powerful models capable of exploring inherent
patterns and accurately predicting outcomes.4,5 Additionally,
ML can gradually adapt its models to new data, improving its
analytical abilities through self-directed and adaptive learning.
These advantages have facilitated the widespread adoption of
ML and expanded its potential applications.6 The widespread
adoption of machine learning across different fields is exem-
plified by the successful implementation of voice recognition,
machine translation, self-driving cars, and semantic segmenta-
tion. With the mainstream technology maturity and success,
others have also engaged in the usage of ML in different fields.
The combination of ML in the biological field is more extensive.
The biological data of images,7,8 tables,9,10 and text11,12 are
suitable for ML to train the models, optimize the conditions,
predict the results, and enhance the relevant properties.13–15

As computational resources and ML tools are now widely
accessible, the expenses and limitations associated with apply-
ing ML have been reduced significantly.

Carbon dots (CDs) define the zero-dimension carbon
materials on account of their less-than-10 nm particle size,16

bringing multiple satisfactory properties,17–22 such as excellent
optical properties, chemical stability, solubility, and biocom-
patibility. More attention has been paid to CDs, and significant
progress has been made in the preparation, synthesis,23–28 and
applications.29–31 Particularly, CDs act as a powerful tool in the
biological field, and have a widespread application in imaging,
sensing, and cancer treatment. It furnishes vigorous fluores-
cence intensity, good chemical stability, and a long fluores-
cence lifetime, which can serve as fluorescent agents working in
the bioimaging field.31 Moreover, due to the large surface area
and wealth of chemical groups on the surface, CDs specifically
bind to unique substances, enhancing or diminishing the
fluorescence intensity depending on the concentration of the
target molecule. This optical characteristic is developed so that
the fluorescence probe senses the content of pH,32 ions,33–35

and biomolecules.36–38 CDs possess good hydrophilicity owing
to their amino, hydroxyl, and carboxyl groups, and can quickly
be loaded with drugs. Thus, they have strong potential as
superior therapeutic drug delivery agents.39–41

The integration of ML into the biological application of CDs
has great capacity, mainly including two major categories: ML
guides CDs synthesis; and ML assists in data processing and
analysis. The ML algorithm can be widely used in various
optimization problems by sampling, and training for limited
samples to optimize the synthesis parameters and improve the
material properties. For example, Tang et al.42 used ML to guide
the synthesis of CDs to enhance the optical property and
established a progressive, adaptive model to minimize the
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number of practical trials. ML, as a data-driven model, quickly
and efficiently ascertains the characteristics of the data to
improve the accuracy of the analysis results. This paper reviews
the CDs’ application in the biological field, and the following
section introduces ML in the corresponding combination
usage, as displayed in Fig. 1. Finally, the brief conclusion and
expectations about ML are shown at the end of every section.

2. Overview of machine learning

ML is an important computational method and a significant
part of artificial intelligence (AI). AI is a system that uses
computers to simulate human behavior and thought processes,
dating from the 1950s.43

The birth of AI came from the Dartmouth conference in
1956, and its development phase has gone through three major
waves, as shown in Fig. 2. The first breakout stage represents
the logical reasoning, whose sign is the making of the simple
music Wabot1 robotics. Due to the low computational capacity,
the complex and significant problems could not be dealt with,
so the development of AI was stalled. The neural network and
backpropagation (BP) algorithm significantly facilitated the
second breakout stage of AI, which is the expert system based
on prior knowledge accumulation. However, the lack of prac-
tical application of AI led to a quick decay in it use. Owing the
explosive increase in data, powerful computing ability, and

constant refining algorithms, AI experienced a burst in growth
in the past decade. In particular, Alpha GO defeated the world
Go champion Lee Sodel in 2016.44 Nowadays, finance, medical
treatment, automotive drive, and other industries45,46

have mature applications and established a relatively complete
database.

With the recent rapid advances in data availability, arith-
metic power, and new algorithms, ML has emerged as one of
the key methods for realizing AI, building models by using
algorithms to reveal inner connections, which can make better
decisions without human intervention. Most industries possess
large amounts of data and have recognized the value of ML
technology. Banks and other businesses in the financial industry
use ML technology to identify important insights in data and
prevent fraud, which helps to identify profit opportunities or
avoid unknown risks. ML assesses patient health in real-time,
and can also help medical professionals analyze data to identify
diagnoses and treatments. Websites recommend items you
might like based on analyzing previous purchase history by
ML. Moreover, we enjoy many conveniences brought by ML,
such as text and speech recognition software, web search
engines, personalized recommendations for movies, and predic-
tion of delivery times, etc., which is playing an increasingly
important role in people’s daily lives. Compared with the pre-
vious rule, ML can handle massive amounts of data easily to
extract patterns and regularities. Furthermore, ML utilizes the
information to make predictions and decisions. The process is

Fig. 1 A schematic illustration of biological applications for CDs combined with ML.
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automated, efficient, and reliable, leading to less time consump-
tion and more rewards.

Applying ML can be divided into four processes: data
collecting, feature engineering, model selecting, and model
application, as displayed in Fig. 3a. This section reviews the
workflows and some common ML models.

2.1 Data collecting

As a data-driven model, ML is restricted by valid datasets
for wide application. Still, data in materials science are char-
acterized by high acquisition costs, excessive dispersion, lack of
uniform processing standards, etc. The required conditions of
data are high quality and integral, which is challenging in
applying ML. In the past few decades, databases have been built
and gradually replenished to include the physical properties,
chemical properties, and crystal structures. Examples include
Materials Project, Computational 2D Materials Database,
ChemSpider, Inorganic Crystal Structure Database (ICSD),
GDB databases, PubChem, etc. The format of data is varied
and required according to the demand for ML models. High-
throughput computing is a scientific research method to study
and predict the properties of materials producing large
data with minimal resources and the fastest possible speed. It
combines with ML to effectively eliminate the weaknesses of
enormous computation resources and accelerate the process of
further materials exploration. Moreover, text mining is an

important tool in AI, which can handle tens of thousands of
text to analyze and discover knowledge.47 Text mining mainly
parses unstructured text data to generate high-quality target
data through natural language processing methods. Currently,
text mining has been applied in the fields of material science,48

political science,49 economics,50 and others.

2.2 Feature engineering

Feature engineering is the process of extracting and transforming
data into more convenient features, enabling the achievement of
optimal performance and improving the prediction accuracy of
models. Hence, feature engineering plays a crucial role in apply-
ing ML processing and mainly contains feature selection, feature
extraction, and feature construction.

Feature selection screens useful features, and deletes
redundant (and even irrelevant) features from a large number
of features.51 If all features are input into the ML model, the
problem of dimensional disaster often occurs, and even the
model’s accuracy can be reduced. Therefore, accomplishing
feature selection to exclude invalid features as training data for
the model is essential.52 Feature extraction is the process of
reducing the dimensionality of the data, retaining significant
information, and generating new features.53 The large pristine
feature matrix increases computational cost and time, so redu-
cing the dimension is important. Principle component analysis
(PCA) and linear discriminant analysis (LDA) show excellent

Fig. 2 History of artificial intelligence.43–46
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ability and potential to deal with high-dimension data.52

Feature construction processes the original data, combines
subsistent features, and generates new features.53 The new
introduced features need to be verified to improve the prediction
accuracy, rather than adding a useless feature to increase the
complexity of the algorithm operation. This required researchers
to spend a lot of time on the sample data and think about the
nature of the problem, the structure of the data, and how best to
use them in the prediction model. For example, the body mass
index (BMI) represents the body’s fatness and measures whether
it is healthy. It is calculated by the mass and height, and
constructed as the new feature. The initial data, mass, and
height also can denote the body index, but the BMI more directly
shows healthy conditions and can help with disease prevention.

2.3 Model selecting

The ML model is divided into supervised and unsupervised
learning. The difference between supervised and unsupervised
learning is whether it labels the targeted output. In this section,
we will review the main model in ML according to its targeted

output. The supervised model is commonly used and a com-
parison is shown in Table 1.

2.3.1 Supervised learning
2.3.1.1 Generalize linear regression analysis. The main algorithms

for regression analysis contain linear regression, polynomial
regression, logistic regressions, ridge regression, lasso regres-
sion, etc.

Linear regression (LR) predicts the target variable by fitting
a linear function to the data set, which is the basis for the
regression problem and the most highly used model in the
industry.54 Its function is as follows:

y = oT � x

where x represents the input variable, y is defined as the
targeted variable, and o represents the weights for every vari-
able. Fig. 3b displays the linear fitting.

Polynomial regression develops from linear regression and
has more input variables and a higher power exponent,55 which
can fit an arbitrary data set without considering the computa-
tional effort, overfitting, etc. Logistic regressions belong to the

Fig. 3 (a) The workflow of ML. Schematic diagram of the linear regression (b), K-nearest neighbor (c), decision tree (d), and support vector machine (e).

Review Materials Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
N

ov
em

be
r 

20
23

. D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 6
:0

8:
21

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ma00443k


5978 |  Mater. Adv., 2023, 4, 5974–5997 © 2023 The Author(s). Published by the Royal Society of Chemistry

T
ab

le
1

T
h

e
co

m
p

ar
is

o
n

o
f

th
e

su
p

e
rv

is
e

d
m

o
d

e
ls

M
od

el
Li

n
ea

r
re

gr
es

si
on

Po
ly

n
om

ia
l

re
gr

es
si

on
Lo

gi
st

ic
re

gr
es

si
on

K
-N

ea
re

st
n

ei
gh

bo
r

D
ec

is
io

n
tr

ee
Su

pp
or

t
ve

ct
or

m
ac

h
in

e
R

an
d

om
fo

re
st

A
d

ap
ti

ve
bo

os
ti

n
g

G
ra

d
ie

n
t

bo
os

ti
n

g
d

ec
i-

si
on

tr
ee

X
G

B
oo

st
Li

gh
tG

B
M

R
eg

re
ss

io
n

pr
ob

le
m

O
O

O
O

O
O

O
O

O
O

C
la

ss
if

ic
at

io
n

pr
ob

le
m

O
O

O
O

O
O

O
O

O

O
u

tp
u

t
C

on
ti

n
u

ou
s

C
on

ti
n

u
ou

s
D

is
cr

et
e

C
on

ti
n

u
ou

s
an

d
d

is
cr

et
e

C
on

ti
n

u
ou

s
an

d
d

is
cr

et
e

C
on

ti
n

u
ou

s
an

d
d

is
cr

et
e

C
on

ti
n

u
ou

s
an

d
d

is
cr

et
e

C
on

ti
n

u
ou

s
an

d
d

is
cr

et
e

C
on

ti
n

u
ou

s
an

d
d

is
cr

et
e

C
on

ti
n

u
ou

s
an

d
d

is
cr

et
e

C
on

ti
n

u
ou

s
an

d
d

is
cr

et
e

B
as

ic
pr

in
ci

pl
e

Li
n

ea
r

fu
n

ct
io

n
Po

ly
n

om
ia

l
fu

n
ct

io
n

A
ct

iv
e

fu
n

ct
io

n
D

is
ta

n
ce

m
ea

su
re

B
in

ar
y

tr
ee

D
ec

is
io

n
su

rf
ac

e
D

ec
is

io
n

tr
ee

D
ec

is
io

n
tr

ee
D

ec
is

io
n

tr
ee

D
ec

is
io

n
tr

ee
D

ec
is

io
n

tr
ee

A
d

va
n

ta
ge

E
as

y
to

u
n

d
er

st
an

d
an

d
av

oi
d

ov
er

fi
tt

in
g

E
as

y
to

im
pl

em
en

t
an

d
u

n
d

er
-

st
an

d
;

fi
t

a
n

on
li

n
ea

r
re

la
ti

on
sh

ip
be

tw
ee

n
va

ri
ab

le
s

E
as

y
to

im
pl

e-
m

en
t

an
d

u
n

d
er

-
st

an
d

;
su

it
ed

fo
r

bi
n

ar
y

cl
as

si
fi

ca
ti

on

Si
m

pl
e

te
ch

-
n

iq
u

e;
su

it
ed

fo
r

m
u

lt
i-

m
od

el
cl

as
se

s

H
an

d
le

a
va

ri
-

et
y

of
d

at
a;

go
od

ge
n

er
al

-
iz

at
io

n
ab

il
it

y

N
ot

ov
er

fi
tt

in
g;

ap
pr

op
ri

at
e

ke
rn

el
fu

n
ct

io
n

;
h

an
d

le
w

it
h

h
ig

h
-

d
im

en
si

on
d

at
a

Fa
st

,
sc

al
ab

le
,

ro
bu

st
to

n
oi

se
,

d
oe

s
n

ot
ov

er
fi

t,
ea

sy
to

in
te

rp
re

t
an

d
vi

su
al

iz
e

w
it

h
n

o
pa

ra
-

m
et

er
s

to
m

an
ag

e

N
o

ov
er

fi
tt

in
g

an
d

n
o

n
ee

d
to

fi
lt

er
fe

at
u

re
s;

h
ig

h
ac

cu
ra

cy

H
an

d
le

a
va

ri
-

et
y

of
d

at
a;

ro
bu

st
to

ou
tl

ie
rs

H
ig

h
er

pr
ec

i-
si

on
co

m
pa

re
d

w
it

h
G

B
D

T
;

tr
ai

n
in

g
in

pa
r-

al
le

l;
au

to
m

at
ic

pr
oc

es
si

n
g

of
m

is
si

n
g

va
lu

e
fe

at
u

re
s

A
d

op
t

h
is

to
-

gr
am

al
go

-
ri

th
m

re
d

u
ce

s
ti

m
e

co
m

pl
ex

-
it

y;
le

ss
m

em
-

or
y

co
n

su
m

p-
ti

on
co

m
pa

re
d

to
X

G
B

oo
t

D
is

ad
va

n
ta

ge
C

an
n

ot
d

ea
l

w
it

h
a

n
on

-
li

n
ea

r
re

la
ti

on
sh

ip

E
as

il
y

ov
er

-
fi

tt
ed

d
at

a;
ou

tl
ie

r
se

n
si

ti
vi

ty

D
iffi

cu
lt

to
d

ea
l

w
it

h
d

at
a

im
ba

l-
an

ce
;

m
or

e
se

n
-

si
ti

ve
to

m
u

lt
ic

ol
li

n
ea

ri
ty

d
at

a

ou
tl

ie
r

se
n

si
-

ti
vi

ty
;

in
te

n
-

si
ve

co
m

pu
-

ta
ti

on
w

it
h

h
u

ge
d

at
a

d
iffi

cu
lt

to
h

an
d

le
h

ig
h

d
im

en
si

on
al

d
at

a;
d

at
a

fr
ag

m
en

ta
ti

on
pr

ob
le

m

C
an

n
ot

so
lv

e
m

u
l-

ti
cl

as
si

fi
ca

ti
on

pr
ob

le
m

s

Sl
ow

fo
r

re
al

-
ti

m
e

pr
ed

ic
ti

on
T

im
e-

co
n

su
m

in
g

fo
r

tr
ai

n
in

g;
d

at
a

im
ba

l-
an

ce
le

ad
s

to
lo

ss
of

cl
as

si
-

fi
ca

ti
on

ac
cu

ra
cy

D
iffi

cu
lt

to
tr

ai
n

d
at

a
in

pa
ra

ll
el

;
co

m
-

pu
ta

ti
on

al
co

m
pl

ex
it

y

E
xc

es
si

ve
sp

ac
e

co
m

pl
ex

it
y

M
or

e
se

n
si

ti
ve

to
n

oi
se

Materials Advances Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
N

ov
em

be
r 

20
23

. D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 6
:0

8:
21

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ma00443k


© 2023 The Author(s). Published by the Royal Society of Chemistry Mater. Adv., 2023, 4, 5974–5997 |  5979

linear classifier. Employing a logistic function,56 the data
features are mapped to a probability value in the interval from
0 to 1, compared with 0.5 to the classification.

2.3.1.2 K-Nearest neighbor (KNN). KNN is a basic classification
and regression method that can quickly and efficiently tackle
predictive classification problems on specific data sets,57 as
shown in Fig. 3c. Algorithm steps mainly include calculating the
distance of each sample point in the training and test samples,
sorting all the distance values above, selecting the first k samples
of the minimum distance, and voting based on the classification
decision rule to obtain the classification category. The k-value
determines the complexity of the model, and requires further
validation to select the appropriate value for particular data.

2.3.1.3 Decision tree (DT). Decision trees present a model
of decision rules and classification results through a tree
structure,58 as shown in Fig. 3d. It consists of nodes and
directed edges, which signify the attribute and output result,
respectively. The intuitive structure generates visualization
results and enhances readability. Moreover, it can handle
numerical and categorical features, and is insensitive to miss-
ing values and outliers in the data.59

2.3.1.4 Support vector machine (SVM). Support vector
machines (SVM) are a binary classification model that seeks
the geometrically separated hyperplane with the largest margin
to split the training data set,60 as shown in Fig. 3e. SVM requires
the sample data to be linearly separable so that a classification
hyperplane exists. The kernel function transforms the nonlinear
data in the original space and maps it into the high-dimensional
space, resulting in linearly separable data possessing an optimal
classification hyperplane.61 Since the classifier of the SVM model
relies on some support vectors, it leads to strong robustness,
which does not increase the computational complexity as the
dimensionality of the data increases. SVM also can handle
regression problems, as it finds a regression plane to which all
the data in a set have the closest distance.

2.3.1.5 Ensemble learning. Ensemble learning refers to
building and combining multiple weak learners to form a
strong learner with superior performance to fulfill complex
tasks. The common ensemble learnings are divided into two
categories: bagging and boosting.62

Bagging63 belongs to classical parallel methods whose weak
learners can independently train and predict. Bagging uses
bootstrap sampling, which should put back the randomly
selected data into the data set per round, obtaining the unique
dataset for each weak learner. The random forest (RF) is based
on the DT utilizing the bagging algorithm to form the strong
learner.64 RF has many advantages over DT, such as decreasing
the variance, eliminating the overfit characteristic, evaluating
the feature importance, etc.

Boosting65 uses weak learners to iterate the learning of the
data’s intrinsic rules, which is a dynamic process that adjusts
the weights for the data and enhances the performance of
models. While all the learners are trained, the performance also

specifies the weight of every learner. Adaptive Boosting
(AdaBoost),66 Gradient Boosting Decision Tree (GBDT),
XGBoost, and LightGBM all utilize the boosting method.

The AdaBoost is adaptive to the data, whose weight changes
by the weak learners.66 While samples misclassified by the
prior learner are strengthened, the whole weighted sample is
applied again to train the next learner. GBDT67 calculates the
negative gradient to recognize the error and modify the model.
XGBoost68 perfects the column subsampling, parallel calculat-
ing, and automatic handling of missing values based on GBDT.
LightGBM69 handles the huge volume of data in industrial
circles, which consumes less memory, possesses faster training
speed and accuracy, and supports distributed computing com-
pared with XGBoost.

2.3.2 Unsupervised learning
2.3.2.1 K-Means algorithm. K-Means is a clustering

algorithm,70 which is the process of dividing the samples into
categories through intrinsic relationships without any prior
knowledge of the labels of the samples. The key target of
K-means is to divide the given dataset into K clusters, and to
give the centroid corresponding to each sample data.

2.3.2.2 Principal component analysis (PCA). Principal compo-
nent analysis (PCA) is a dimensionality reduction algorithm
used to reduce redundancy and compress data sets through
feature extraction.71 It maps the original high n-dimensional
features to k low-dimensions by the covariance matrix, which
are the new orthogonal features also known as principal
components. In practical application, reducing the dimension
can save us a lot of time and cost within a certain range of
information loss and has become a very widely applied method
in data preprocessing.

2.3.2.3 Association rule learning. The association rule is used
to describe the correlation between two or more things,72 which
can be obtained from a large amount of data between valuable
data connections. One example is that ‘‘if a customer buys beer,
s/he is likely to also buy nappies at the same time’’. Two
parameters, support and trust, are common metrics to measure
the effectiveness of the association rule.72

2.3.3 Model evaluation and selection. The ‘‘No Free
Lunch’’ theorem indicates that there is no one algorithm for
all problems, and the choice of the algorithm should be specific
to the particular issue.73 In general, ML sets the train set,
validation set, and test set, which are applied for training
the models, selecting the optimal models, and evaluating
the models.

The data division is related to the model evaluation and
selection, and is randomly divided into training and test sets
according to a certain proportion. Only part of the data is
used to train the model, which would affect selected models.
Cross-validation is proposed to optimize model validation
technology. The most widely used one is K-Fold cross-
validation. It divides the data into disjoint and equal numbers
of K parts, selects 1 part as the validation set, and the remaining
K-1 parts as the training set. After conducting K separate model
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training and validation, the validation error of this model takes
the average of the K validation results. Leave one out cross
validation (LOOCV) is a particular instance of K-fold cross
validation, which selects one data as the validation set per
round. The number of build models is controlled by the size
of the data set and the computational cost is tremendous. In
practice, cross-validation usually combines with the Grid Search,
which tests the performance on the same validation set by
permuting different hyperparameters and selects the setting
corresponding to the best-performing model.

Suitable evaluation metrics are needed to compare the
effectiveness of different models and select the most appro-
priate model. According to the different types of problem-
solving, the evaluation metrics are also different, which are
mainly categorized into two types: classification and regression.

The common evaluation metrics for classification problems
mainly include accuracy, precision, recall, F1 score, ROC curve,
and AUC score. The evaluation indexes of regression problems
mainly include MAE and MSE.

In a binary classification problem, samples can be classified
according to the combination of their true and predicted
categories into four types: true positive (TP), false positive
(FP), true negative (TN), and false negative (FN). In general,
these are displayed by the confusion matrix.

Accuracy is the percentage of the total sample with correct
predictions.

Accuracy ¼ TPþ TN

TPþ FPþ TNþ FN

Precision evaluates the accuracy of the positive examples
predicted by the model.

Precision ¼ TP

TPþ FP

Recall represents the probability of being predicted posi-
tively in a positive sample.

Recall ¼ TP

TPþ FN

Precision and recall are contradictory metrics, so the F1
score combines them to find the balance.

F1 ¼ 2� Precision�Recall

PrecisionþRecall

The ROC curve is a graphical tool used to represent the
performance of a classification model. It shows the relationship
between the true positive rate (TPR) and false positive rate
(FPR) of the classifier under different thresholds.

TPR ¼ TP

TPþ FN

FPR ¼ FP

FPþ FN

The AUC score is the area under the ROC curve, and is used
to measure classifier performance. The value of AUC ranges

from 0 to 1, which is positively associated with the classifier
performance.

For regression problems, the common evaluation metrics
are MAE and MSE.

The formula for the mean absolute error (MAE) is

MAE ¼ 1

N

XN

i¼1
yi � yi-pre
�� ��

and that of the mean squared error (MSE) is

MSE ¼ 1

N

XN

i¼1
yi � yi-pre
� �2

where N represents the number of samples, yi is defined as the
ith true value, and yi-pre represents the ith predicted value.

2.4 Model application

ML aims to provide a simple and quick prediction, and
decrease the computational and manual trial-and-error costs.
This section will introduce two kinds of ML applications in the
CDs’ field.

ML accelerates the discovery of new recipes, whose material
and result can be considered parameters. As we can see in the
subsequent section, many models are applied to the synthesis
of CDs. The CDs’ recipe and experimental condition are vari-
able, leading to volatile results. So, the CDs’ related property
is considered the target, such as the quantum yield (QY),
emission center, Stokes shift, etc. The effect of fitting the data
is excellent for obtaining high-quality CDs. The insight of ML is
novel for synthesizing CDs, which provides new ideas for
similar materials, and accelerates the fast development in
material science.

ML also provides novel analysis methods to enhance inter-
pretability, especially for image data. In general, the 2D image
data are set as the input of ML, which can effectively learn
the corresponding features. The fluorescence intensity of CDs
is related to concentration, which should be measured through
a specific instrument. However, ML can directly utilize the
fluorescent image to calculate the concentration, which is more
convenient than ever. Computer vision is one of the fastest
growing and most widely used technologies in the artificial
intelligence segment, while ML, as the power tool, will promote
development.

3. Bioimaging

If the material has the properties of suitable sensitivity and
time/space resolution for fluorescence, then it can have great
potential for applications in bioimaging,74 particularly when it
comes to cost due to the efficient and cost-effective way to
synthesize CDs. This makes it an ideal choice for research in
imaging. In this section, we discuss the application of CDs in
cell imaging and real-time tracking. Then, the use of ML
algorithms to improve the performance of CDs and cell ima-
ging are summarized.
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3.1 Cell image

The fluorescence spectra of CDs emitting blue light are suscep-
tible to scattering spectral interference because of the absence
of a significant Stokes shift.75 Long-wave luminescent (yellow to
red) CDs are now beginning to be applied for imaging and
analytical detection.76 Jiang et al.77 produced three CDs that
successfully created CDs emitting green, yellow, and red lumi-
nescence under a single ultraviolet excitation. Confocal micro-
graphs emitted different colors under 405 nm laser excitation,
while the MCF-7 cells were incubated in three CDs for 4 h, as
shown in Fig. 4a–c. Interestingly, CDs possess up-conversion
photoluminescent (UCPL) properties, providing additional
application potential for two-photon bioimaging of deep
tissues. Liu et al.78 developed a highly efficient and optimal

emission wavelength of about 630 nm for red-emitting
nitrogen-doped carbonized polymer dots (CPDs). They found
that the red fluorescence originated from hydrogen bonds
and the p systems in the conjugated aromatic group of CPDs,
which had been successfully used as fluorescent probes for
bioimaging in vitro and in vivo studies. Effective regulation of
the nano-size, surface functional group state, and crystalline
structure of CDs will cause changes in their energy band
structure, which can effectively adjust the fluorescence emis-
sion color of CDs. Wang et al.79 employed polyetherimide (PEI)
to modify CDs ((CDs@PEI)) in an aqueous solution to enhance
emission. Zeta potential analysis (Fig. 4d) demonstrated that
the negative charge of CDs was reversed to the positive charge
of CDs@PEI by PEI modification. Fig. 4e and f show that the

Fig. 4 (a)–(c) Confocal fluorescence MCF-7 cells imaging in green, yellow, and red under the 450 nm laser light.77 Reproduced from ref. 47 with
permission from John Wiley and Sons, copyright 2015. (d) The zeta potential spectra for CDs, CDs + PEI, and CDs@PEI.79 (e) l = 450 nm excitation and
(f) l = 550 nm excitation fluorescence spectra of CDs, CDs + PEI, and CDs@PEI aqueous solutions.79 Reproduced from ref. 49 with permission from
Elsevier, copyright 2022. (g) Confocal images of the mixture of Escherichia coli and Staphylococcus aureus cells after incubation with 50, 100, 200, 300,
and 500 mg mL�1 T-SCDs.82 (h) Average intensity statistics of fluorescence corresponding to confocal images processed by the image.82 Reproduced
from ref. 52 with permission from American Chemical Society, copyright 2021. (i) Fluorescence imaging was performed in vivo at 490 nm excitation and
560 nm emission at 5, 15, 30, 60, and 120 minutes before and after injection of N-CQDs.83 Reproduced from ref. 53 with permission from Elsevier,
copyright 2023.
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emission of CDs@PEI aqueous solution was further improved
compared to those of the pristine CDs and mixing-with-PEI
(CDs + PEI) samples, and the center was redshifted. The
technique reverses the surface charge, enhancing the absorp-
tion of CDs by cells and allowing for distinct fluorescence
imaging.

Doping heteroatoms also improve the fluorescence proper-
ties of CDs. For example, Liu et al.80 proposed the synthesis of
nitrogen (N) and sulfur (S)-doped CDs by hydrothermal
method. The biocompatibility and excellent fluorescence emis-
sion indicated that the NS-CDs can be used for fluorescence
imaging. Bouzas-Ramos et al.81 successfully synthesized CDs
doped with two elements (nitrogen and lanthanide), Gd and Yb,
using a one-pot microwave-assisted hydrothermal method.
Especially, the doped-CDs with a QY of 66 � 7% had intense
fluorescence emission, low cytotoxicity, magnetic resonance
(MR), and computed tomography (CT) contrast properties
for successful application in in vitro fluorescence, MR, and
CT cell imaging.

3.2 Real-time track in live cell

A crucial stage in microbiology research and the therapy of
bacterial infections is the real-time tracking and detection of
live bacteria. Yan et al.82 synthesized three excitation peaks and
single-color emission carbon dots (T-SCDs). This material
identified Gram-positive bacteria in less than 5 minutes and
tracked them in real-time over 24 hours. The fluorescence
intensity of S. aureus was amplified with an increase in the
concentration of T-SCDs, whereas E. coli had little to no
response to the T-SCDs concentration, as shown in Fig. 4g.

Similarly, S. aureus exhibited a notable increase in fluores-
cence intensity with increased incubation time (Fig. 4h), while
Gram-negative E. coli did not react to the extended incubation
period. T-SCDs were remarkable for the rapid enrichment of
Gram-positive bacteria and had good performance in the real-
time tracking of Gram-positive bacteria. Bharat Bhushan et al.84

synthesized a simple, inexpensive, and environmentally
friendly method to prepare CDs by hydrothermal treatment of
commercial casein. The CDs can be specifically labeled for
Gram-negative bacteria and were able to enter fibroblasts,
remaining effectively labeled in the subsequent 3–4 generations
of cells.

Malignant tumors have become a group of common dis-
eases that endanger human health.85 There have been attempts
to use CDs to trace tumor cells, label mesenchymal stem cells,
pursue intracellular nucleic acids, and target organelles.40 The
assembly of CDs bio-probe enables highly sensitive and specific
detection, providing a new way for the early diagnosis of
malignant tumors. Liu et al.86 injected 100 mL of prepared
CDs solution into nude mice for systemic circulation through
the tail vein. After 0.5 hours of injection, the strong fluores-
cence signal observed in the brain suggested that this may have
great potential for therapeutic diagnosis of certain brain dis-
eases through real-time monitoring. Zhang et al.83 utilized
a molecular fusion strategy to generate a novel range of
nitrogen-doped carbon quantum dots (N-CDs). Fig. 4i shows

the fluorescence image after the N-CDs were taken into the
body, demonstrating the N-CDs were effectively delivered to
the tumor site in a mere 5 minutes and able to produce a
noteworthy fluorescent signal owing to their ultra-small size
(1.5 nm). The fluorescence intensity remained strong after long-
term consumption, indicating the superior permeability and
retention of N-CQDs, enabling the real-time visualization of the
tumor with optimal fluorescence imaging.

3.3 ML assists bioimaging

Red CDs have been extensively used in current research for
cellular imaging due to their excellent optical properties.
However, their low synthetic efficiency and time-consuming
nature are still essential constraints. Luo et al.87 have success-
fully created an ML model that can accurately forecast the ideal
synthesis conditions for the generation of red CDs. One-hot was
adopted to transform data features, while principal component
analysis (PCA) combined with the XGBoost was applied to
extract data features. The logistic regression model achieved
good prediction results for determining whether the synthe-
sized CDs were red. This model is used to optimize the
production process and ensure that the highest quality red
CDs are produced with the most efficient methods, which
would help to reduce costs and increase the overall efficiency
of the production process. To successfully synthesize a series of
CDs with customized optical properties for cellular imaging
applications, Hong et al.88 used XGBoost to forecast the max-
imum fluorescence intensity and emission center of CDs gen-
erated from p-benzoquinone (PBQ) and ethylenediamine (EDA)
at ambient temperature. The mass of PBQ (MPBQ), the volume
of EDA (VEDA), reaction duration, and medium as the typical
parameters controlling the fluorescence performance were
used as the input feature, while fluorescence intensity and
emission center position as the predicted targets were used
as output parameters. As shown in Fig. 5a, the authors collected
all CDs’ maximum fluorescence intensity values to build the
database. CDs-3 are predicted to have excellent optical proper-
ties under ML reaction conditions, which are employed for
whole-cell imaging (Fig. 5b(i)). The cytoplasmic region mainly
showed blue and green fluorescence in Fig. 5b(ii), illustrating
that CDs-3 can cross the cell membrane into the cytoplasm
quickly, facilitating cell staining and labeling.

Bioimaging is currently developing many exciting resources
to promote the adoption of supervised machine-learning
models. Image noise is inevitable for fluorescence microscopy
which can be from the detectors, acquisition speed, imaging
resolution, scattering, etc. So, low noise is essential for image
analysis. ML-driven analysis can optimize and simplify micro-
scopic image processing, improve signal-to-noise ratios, decon-
volve images, and dramatically increase resolution.89 Romain
et al.90 explored self-supervised ML methods to denoise images,
which is more convenient than supervised ML in the data
quality demands. Wang et al.91 combined the transfer learning
and U-Net for application in image denoising. The transfer
learning possesses prior knowledge about the noise model,
which helps to improve the performance of denoising.
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Weigert and co-workers developed content-aware image
restoration (CARE) networks to restore missing training
data.92 Chai et al.93 applied the U-Net to the 3D image to
inpaint and denoise, achieving dynamic volumetric imaging
and improving the signal-to-noise ratio (SNR).

Image segmentation refers to the separation of objects in a
picture from the background, related to the set of pixels. The
technology of image segmentation can automatically separate
the different tissues in microscopy images, attracting much
attention. Schmidt et al.94 utilized the star-convex polygons to
localize cell nuclei to enhance the detected performance. Based
on the U-Net, the model can segment the overlap nuclei.
Researchers have also applied this to 3D images, where the
star-convex polyhedral represents the cell nuclei. The method
can accurately facilitate the detection and segmentation of cell
nuclei in the 3D image.95 Segmenting the membrane is more
difficult than nuclei, owing to the various morphologies and
different sizes. Khameneh et al.96 combined the superpixel-
based tissue classifier (SVM) and modified U-Net to segment
cell membranes with 0.94 segmentation and 0.87 classification
accuracy. Eschweiler et al.97 modified the 3D U-Net for 3D
confocal microscopy images. It showed an advantage in seg-
mentation quality for deep issues without tedious parameter
adjustment. The restriction for algorithmic generalization cap-
abilities is the lack of the amount of dataset to train the whole-
cell type segmentation model. Stringer et al.98 introduced a
generalized model named Cellpose, which is trained on over

70 000 segmented objects. It can precisely segment cells in
various image types, and does not require model retraining
or parameter adjustments. The model also supports the 3D
image without the labeled 3D data. Cellpose is packed as a
software for free usage to support the community contribution
online.99,100 Next, Eschweiler and co-operator101 expanded the
Cellpose method to improve the classification accuracy in 3D
images. The expanded Cellpose could simplify the preparation
of training data and instance reconstruction. In addition,
Cutler et al.102 proposed another generalized algorithm named
Omnipose, which reaches high accuracy of segmentation in cell
and expands the applied field to non-bacterial subjects, varied
imaging modalities, and three-dimensional objects, demon-
strating excellent performance in image segmentation. Organelle
segmentation is required in the biological field, while Heinrich
prepared work with the matter, which is impeded by the time-
consuming manual annotation.103 The open-source web reposi-
tory, ‘OpenOrganelle’, is created to share data, accelerating the
development of segmentation in the biological domain.

3.4 In brief

CDs can be utilized to develop robust and accurate cell imaging
and real-time tracking for diagnosis and research due to their
excellent optical properties. The need for high-quality CDs is
urgent and the ML is capable of guiding the synthesis CDs.
By applying ML algorithms to these processes, researchers have
been able to enhance the performance of CDs, improving the

Fig. 5 (a) The maximum fluorescence intensity histogram shows the 400 CDs synthesized under different reaction conditions. Each block represents
the reaction times of CDs for 3 (i), 7 (ii), 14 (iii), and 24 (iv) h. The column and row were controlled by MPBQ and various solvents, respectively. The colors
of different columns in each square lattice show different volumes of VEDA.88 (b) Imaging of whole-cell fluorescence by CDs-3. (i) The diagram shows the
internalization of CDs-3 into the cell. (ii) Confocal images from left to right showing the bright field, blue channel, green channel, and merging of cells.
Reproduced from ref. 58 with permission from American Chemical Society, copyright 2022.
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accuracy and resolution of cell imaging. All mentioned methods
are summarized in Table 2. These advances are significant steps
forward in nanotechnology and bioimaging, which could lead to
more efficient materials and more reliable diagnostic tools.

4. Biosensing

Due to the abundant surface functional groups, CDs are sensitive
to tiny disturbances, leading to great potential for sensing
environmental changes. The specific binding between CDs and
analytes is beneficial for precisely detecting the concentration. In
this section, we discuss the use of CDs as probes to detect
biological analytes such as pH, metal ions, amino acids, etc. ML
is applied and quickly shows the concentration.

4.1 pH

pH is involved in various life activities of living organisms,
including cell division, wound healing, ion uptake, calcium

regulation, etc. Lu et al.104 prepared yellow–green phosphores-
cent carbon dots (P-CDs) with a good linear relationship in the
pH range of 2–12, and retained the strong intensity of fluores-
cence with a durable pH cycle. As shown in Fig. 6a, the mecha-
nism for detecting the pH was related to the abundant –OH and
–COOH, which acted as acceptors for hydrogen ions and hydroxyl
radicals, enabling the fast and efficient detection of the acidity
and basicity of the solution. Zhao et al.105 assembled an efficient
detection platform combining the N-doped blues CDs and the Te-
doped CDs, which can effectively and multi-method analyze pH.
Huang et al.106 synthesized the CDs, the independent-excitation
property at 615 nm. The red CDs (RCDs) can be quenched and
recovered by H+ and OH�, respectively. The ‘‘off–on’’ property
was due to the combination and break between target ions
and the functional group on the surface of RCDs, as shown in
Fig. 6b. Wang et al.107 combined two kinds of CDs into the system
to detect intracellular pH based on the inner filter effect, as shown
in Fig. 6c. The CDs also connected the pH and intracellular

Table 2 The summary of ML in bioimaging and the corresponding performance

Model Result Ref.

XGBoost Produce the highest quality red CDs to increase the cost and have the potential to bioimaging 87
XGBoost Maximum fluorescence intensity and emission center’s CDs generated and applied in bioimaging 88
Self-supervised Denoise images without the data quality demands 90
U-Net Denoise images 91
CARE Restore the missing training image 92
U-Net Inpaint and denoise the 3D image; achieve dynamic volumetric imaging 93
U-Net Use star-convex polygons to separate the overlap nuclei 94
U-Net Utilize star-convex polyhedral to segment the nuclei in the 3D image 95
SVM + U-Net Segment cell membrane with 0.94 segmentation and 0.87 classification accuracy 96
3D U-Net Segment the cell in confocal microscopy image and deep tissue 97
Cellpose Segment the cell in various types for 2D and 3D image 98
Extensive cellpose Improve the classification accuracy in 3D image 101
Ominpose Segment the cell and expand into any 3D objects 102

Fig. 6 (a) Schematic of P-CDs sensing the pH.104 Reproduced from ref. 59 with permission from the Royal Society of Chemistry, copyright 2019. (b) The
schema of synthesizing RCDs and its ‘‘off–on’’ property for the H+/OH�.106 Reproduced from ref. 61 with permission from Elsevier, copyright 2019. (c)
Schematic diagram of a mechanism for the pH-based CDs response on the inner filter effect of Aniline Blue on the emission of Rhodamine B.107

Reproduced from ref. 62 with permission from American Chemical Society, copyright 2021. (d) The schematic diagram of Ca, N, and S-CDs with pH-
responsive properties applied into pH detection, in vivo pH image, and Nucleus-targeting pH image.108 Reproduced from ref. 63 with permission from
Elsevier, copyright 2023.

Materials Advances Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
N

ov
em

be
r 

20
23

. D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 6
:0

8:
21

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ma00443k


© 2023 The Author(s). Published by the Royal Society of Chemistry Mater. Adv., 2023, 4, 5974–5997 |  5985

polysaccharide contents inside the Pholiota adipose fungus’s
mycelia to find out the most suitable condition for growth.
Samran et al.108 reported on the first synthesis of green CDs
(GCDs) and its application with the pH detection for the nucleus
in live cells, as shown in Fig. 6d. The fluorescence intensity of
GCDs was decreased as the pH varied from 1 to 12, and showed an
excellent linear relationship with the pH range from 2–7 and 7–12,
respectively. Furthermore, the CDs were successfully applied to
A549 cells and zebrafish for pH monitoring and imaging, which
had great potential in undertaking the biosensor to understand
the nucleus-related physiological process.

4.2 Metal ions

The heavy metal ions can interact with the CDs, causing
fluorescence quenching. For instance, Nandi et al.109 synthe-
sized nitrogen-doped CDs with dual emission at the peak of
490 nm (green) and 570 nm (yellow) by hydrothermal method.

The emission ratios of CDs were sensitive to the Fe3+ content,
and the color change under UV lamp irradiation from light
green to bright yellow could be observed by naked eye when the
Fe3+ content increased, as shown in Fig. 7a. The ratio of yellow
and green was selected for monitoring the Fe3+ content with the
limit of 7.8 mM, as shown in Fig. 7b. Lesani et al.110 prepared
green CDs using phthalocyanine to detect the Fe3+ concen-
tration in MCF-7 live cells based on a stress-induced cell-based
model. Li et al.111 obtained gold nanoparticles based on carbon
dots to achieve dual ion detection of Cu2+ and Hg2+ dual-mode
detection, including fluorescent and colorimetric dual modal-
ities, as shown in Fig. 7c and d. Zhang et al.112 prepared orange-
yellow quantum dots through a solvothermal method, which
can be used to detect Cu2+. The fluorescence intensity increased
with increasing concentration of Cu2+, as displayed in Fig. 7e.
The detection of Cu2+ ranges from 0.02 to 30 mM, with a
detection limit of 14 nM, as shown in Fig. 7f. Yue et al.113

Fig. 7 (a) The color change and analysis of CDs with Fe3+ added gradually.109 (b) The curve between the ratio of yellow/green and the concentration of
Fe3+. Reproduced from ref. 64 with permission from American Chemical Society, copyright 2022. The absorption (c) and fluorescence spectrum (d) of
CDs upon adding the Cu2+ and Hg2+.111 Reproduced from ref. 66 with permission from Springer Nature, copyright 2021. (e) The map of FL spectra for the
CDs under different concentrations of Cu2+ (0–150 mmol L�1). (f) The relative changes of the fluorescence intensity (F/F0) of the CDs with different
concentrations of Cu2+ (inset: the linear relationship between F/F0 and the concentration of Cu2+).112 Reproduced from ref. 67 with permission from the
Royal Society of Chemistry, copyright 2022. (g) The schematic diagram of CDs detecting Cl� based on the ‘‘on–off–on’’ mechanism.113 Reproduced from
ref. 68 with permission from Frontiers, copyright 2021.
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designed green CDs that detected Ag+ based on the ‘‘on–off–
on’’ feature, as shown in Fig. 7g. The surface of the CDs was full
of carboxyl, amino, and thiol groups, which can specifically
bind to Ag+, causing fluorescence quenching. When the
solution containing Cl� was added to the CDs, Ag+ was shed
from the surface of the CDs to form AgCl, resulting in the
fluorescence recovery.

4.3 Small biological molecules

Amino acids and glucose are essential raw materials for human
metabolism and oxidation, as well as for the normal survival of
the body. Rossini et al.114 assembled a paper microfluidic
device based on the CDs to indirectly detect the glucose and
lactate in saliva samples, as shown in Fig. 8a. The responding
enzyme can oxidize the glucose and lactate, producing H2O2

and causing quenching.
There was a linear relationship between the concentration of

the analytes and the intensity of fluorescence. The detection
limitations of glucose and lactate were 2.60 � 10�6 and 8.14 �
10�7 mol L�1, respectively. Yang et al.115 fabricated the green
hydrophilic CDs to detect glutamic acid and aspartic acid,
whose limitations were 1.69 and 1.24 mM, respectively.

To further decrease the cost of the enzyme, some studies
utilized the ‘‘on–off’’ mechanism to direct the glucose. Zhou
et al.116 used the phenylboronic acid functionalized reduced
graphene oxide (rGO-PBA) and the polyhydroxy-modified CDs
to detect the glucose. As shown in Fig. 11(b), the modified CDs
were attached to the surface of rGO-PBA due to the affinity
between the phenylboronic acid and hydroxyl groups. The
quenching of fluorescence was related to the photoinduced
electron translating from the CDs to graphene oxide. When the
glucose was added to the solution, the CDs were shed from the
graphene surface by stronger binding, leading to the fluores-
cence recovery. The additive had a linear relationship with the
recovered fluorescence with the limitation of 0.01 M. Further-
more, Lin et al.117 designed the carbon-based enzymes to detect

the cysteine (Cys) through the oxidase-mimicking property.
CA-CDs were prepared by the one-step solvothermal method
using citric acid (CA) as the single carbon source, which had a
higher affinity and better catalytic ability with the Cys than the
natural enzyme. Fig. 11(c) shows that the Cys was oxidized to
form the cysteine and H2O2 by CA-CDs. Subsequently, the Cys
can facilitate the decomposition of H2O2 to produce the radical
group of OH�. Then, the solution containing the terephthalic
acid (TA) captured the radicals to make the TA-OH, leading the
strong fluorescence. Therefore, the combination of CA-CDs and
TA accurately detected the Cys with a limitation of 0.036 mM
through the intensity of fluorescence. More importantly, this
research not only provides a new approach to detecting the
concentration of analytes via single simple raw material, but
also establishes the foundation for the proposal and synthesis
of carbon-based enzymes.

4.4 ML assists biosensing

The preparation of CDs is based on the trial-and-error method,
which is subjective, random, and contingent, resulting in chal-
lenges to synthesizing the desirable properties. Han et al.118

applied ML to synthesize CDs to enhance the QY. Fig. 9a
showcases the main procedure, with five important synthesis
features as the input parameters and the QY are output para-
meters. Based on the ML-assist method, the CDs had a signifi-
cant improvement in QY of 39.3%. The CDs also can be used as a
probe to detect the Fe3+ with the limitation of 0.039 mM due to
sensitivity and selectivity. Hong et al.88 utilized ML to guide the
synthesis of CDs with high PL intensity and emission center, as
displayed in Fig. 9b. The synthesis conditions controlling the
optical properties of CDs were considered as the input para-
meters. According to the trained XGBoost model, the CDs with
desired optical properties were obtained. Fe3+ could quench the
fluorescence of CDs and was hardly ever influenced by other
ions, as shown in Fig. 9c. Xu et al.119 conducted the ML into
synthesizing CDs in the microwave to enhance the QY, as

Fig. 8 (a) The schematic diagram of CDs sensing glucose and lactate in saliva samples.114 Reproduced from ref. 69 with permission from Elsevier,
copyright 2021. (b) The illustration of the preparation of rGO-PBA and use in detecting glucose.116 Reproduced from ref. 71 with permission from
Elsevier, copyright 2022. (c) The schematic image of CA-CDs detecting cysteine through oxidation.117 Reproduced from ref. 72 with permission from
Elsevier, copyright 2022.

Materials Advances Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
N

ov
em

be
r 

20
23

. D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 6
:0

8:
21

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ma00443k


© 2023 The Author(s). Published by the Royal Society of Chemistry Mater. Adv., 2023, 4, 5974–5997 |  5987

described in Fig. 9d. Five experiment-related parameters were
viewed as the input feature in the ML model, and the QY of CDs
was regarded as the output feature. The ML guiding CDs synth-
esis enhanced the QY by 200% higher than the pristine average
value, showing excellent potential to find out the intrinsic law to
increase the performance. The CDs acted as the monitor to
detect the H2O2 with the limitation of 0.12 M and displayed the
residual H2O2 on the bleaching teeth.

Compared with traditional sensing methods, the novel
approach based on machine learning (ML) can directly and
quickly detect to save time. Pandit et al.120 combined the ML
and fluorescent array to detect eight proteins based on the
different optical patterns. Seven ML algorithms were performed
on the data, and the recognition accuracy was greater than that
for the traditional linear discriminant analysis (LDA), realizing
100% prediction efficiency. Shauloff et al.121 used interdigitated
electrodes (IDEs) coated with CDs to record the capacitance
difference to distinguish and sense the bacteria through the
CDs matching distinctive gas.

ML was used to study the capacitive response data for
sensing different vapors. It exhibited excellent performance in
distinguishing the single and mixed groups, which can further
detect the kinds of bacteria. The investigation facilitated the
real-time detection of bacteria and the application of ML. Xu
et al.122 constructed a fluorescence sensor array containing the
CDs and lanthanide complex (EDTA-Tb) to sense multiple
heavy metal ions through the ML. Different ions combined
with the sensor array caused different multi-dimension data
(Fig. 10a), while the SX-model can distinguish each other
and predict the concentration. The SX model was precise
and its accuracy was up to 95.6% in the experimental sample.

Liu et al.123 developed a smartphone-based nanoprobe sensing
platform using machine learning to detect glutathione (GSH)
and azodicarbonamide (ADA). The yolov3 was utilized, belonging
to deep learning, to handle the image and establish the model
that can relate the concentration of analytes with fluorescence
ratio, as shown in Fig. 10b. The novel method was integrated
into the WeChat APP, which was convenient for smartphone-
based handheld devices. The performance of detection had
excellent sensitivity in the concentration range of 0.1–200 and
0.5–160 mM with the limitation of 0.07 and 0.09 mM for GHS and
ADA, respectively. Lu et al.124 designed a tri-color fluorescent
optical device based on the ML algorithm and smartphone to
detect tetracycline antibiotics (TC), as shown in Fig. 10c. The
trichromatic sensor consists of blue CDs (BCDs), and the dual-
emission red CDs were sensitive to TC. gases, Upon increasing
the concentration of TC gradually, the sensor color changed
from red to cyan. The YOLO v3 algorithm assisted in the
photographing of the solution, which can implement the detec-
tion of TCs through the visual method. The technique
was integrated into the smartphone, providing real-time and
on-time antibiotic detection. Xu and co-workers125 utilized the
carbon quantum dots-based fluorescence sensor array to sense
the tetracyclines. Tetracyclines mainly contain four kinds:
including tetracycline (TC), oxytetracycline (OTC), doxycycline
(DOX), and metacycline (MTC). The SVM is applied to handle
and analyze the sensor array dataset, which can distinguish the
four kinds of tetracyclines. Moreover, the model is extensible,
which can sense the binary mixture. In river and milk samples,
the model also shows an excellent ability to detect. Wang et al.126

applied the ML to dual-emission fluorescence/colorimetric sen-
sor array to detect the nine antibiotics. The input parameter

Fig. 9 (a) The process of establishing the ML model and application.118 Reproduced from ref. 73 with permission from American Chemical Society,
copyright 2020. (b) The input and output features for the XGBoost model.88 Reproduced from ref. 58 with permission from American Chemical Society,
copyright 2022. (c) The CDs-1 can be quenched by Fe3+, and has high selectivity and low limit of detection with Fe3+. (d) The schematic diagram of
utilizing the XGBoost model to enhance the QY.119 Reproduced from ref. 74 with permission from the Royal Society of Chemistry, copyright 2022.
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contains the difference in fluorescent intensity and maximum
emission wavelengths, while the antibiotics category and corres-
ponding concentration is the output parameter. All of the
processing is optimized by the tree-based pipeline optimization
technique (TPOT). The ML can detect nine antibiotics at 0.5–
50 mM with 95% accuracy. For the unknown sample, the model
also can distinguish the different kinds and quantify the concen-
tration. Jafar et al.127 utilized SVM to sense the concentration of
nitrate, while the polynomial kernel showed the highest accu-
racy. The results showed that the polynomial kernel with the
parameter at g = 0.20 was best, with the MSE of 0.0016 and R2

of 0.93. The ML is integrated into smartphone applications,
which is convenient for online detecting. The lifetime of biosen-
sors also increased through applying the SVM, which is usable
for up to at least 10 days. Gonzalez-Navarro et al.128 constructed
the model between the amperometric response of glucose with

dependent variables under different conditions, such as tem-
perature, benzoquinone, and pH. Four kinds of ML regression
models are compared, while the radial basis function-based SVM
(SVM-R) is an excellent model with an R2 of 0.999. Due to the
sensitivity of the sensor response being strongly related to these
dependent variables, their interactions should be optimized to
maximize the output signal, for which a genetic algorithm and
simulated annealing are used, resulting in good generalization
error. Rong et al.129 used the SVM to analyze the sense data to
detect the small proteins. SVM with four kernels (polynomial,
sigmoidal, linear, and radial basis function) were compared to
the optimized model, while the radial base function kernel
shows the best performance. The model possesses an accuracy
of 98% on the bind interactions between the proteins and DNA.
For the general test, the relative code shows greater ability than
the equivalent circuit analysis. The model can be integrated on
the smartphone for quick detection.

4.5 In brief

The detected method is based on the linear relationship
between the fluorescence of CDs and the concentration of
analytes, leading to the precise sense. However, the traditional
approach is time-consuming and labor-intensive, introducing
innovative ideas to facilitate the change. ML, a novel method,
brings great potential for promoting development. It can find out
the inherent rules to establish a model to simplify the confusing
conditions and enhance the promising result, which is a great
advantage compared with other ways. According to the ML, the
optical properties of CDs can be predicted for the non-
experimental CDs. The result is direct and quick to obtain, and
saves the cost of trial and error. Furthermore, ML brings a new
approach to detecting the concentration through graph processing
and the array sensing model. ML not only changes the traditional
experiment procedure, but also expands the new method to sense.
All related ML models are summarized in Table 3.

5. Cancer therapy

Cancerous tumors are one of the most complex diseases in the
biological system, especially brain tumors related to the human
nervous system, which influences linguistic, motor, cognitive,
etc. CDs’ large surfaces and excellent hydrophilia have been
proven to attach and transport medicine.124 Moreover, the CDs
also act as adjuvants in different therapeutic schedules to
enhance the treatment performance.

5.1 Drug delivery

The huge surface of CDs is fit to load the cancer drug and
control the drug release. Marziyeh et al.130 introduced the CDs
into the mesoporous silica (MS) to form the drug carriers
(MSCDs). The etoposide (ETO) was loaded into the MSCDs,
and carboxymethyl b-cyclodextrin (Cb) as the barrier was
attached to the surface of MSCDs (Cb-MSCDs). Meanwhile,
folic acid (FA) was connected to the MSCDs surface (FA-Cb-
MSCDs) to control the place of release for ETO. The study

Fig. 10 (a) Schematic of the multi-emission array sensor that served to
detect heavy metal ions based on the SX model.122 Reproduced from
ref. 77 with permission from Elsevier, copyright 2022. (b) The diagram of
GSH and ADA determination utilizing Yolo v3 and Wechat.123 Reproduced
from ref. 78 with permission from Elsevier, copyright 2022. (c) The
illustration of the prepared tri-color CDs and application in TCs detection
based on deep learning and smartphone.124 Reproduced from ref. 79 with
permission from Elsevier, copyright 2023.
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showed that ETO-loaded FA-Cb-MSCDs can be partially hydro-
lyzed and consequently release ETO from the nanocarrier for
tumor cells (pH = 5.4), as shown in Fig. 11a. It can also
effectively inhibit the growth of FA-positive HeLa cells, which
can be applied to therapeutic tools. Duan et al.131 assembled
DOX into the low-toxicity CDs to form fluorescent therapeutic
drug delivery systems, as shown in Fig. 11b. The loading
efficiency of DOX could reach 75.3% and the amount of
released DOX at pH 5.0 was four times greater than that of
pH 7.4. The CDs loading DOX can be taken in by human gastric
cancer cells, and the tracking the drug delivery over 48 h is
shown in Fig. 11c. Wen et al.132 conducted studies on novel
nanohybrid-based CDs with magnetic properties. The nano-
hybrid showed low toxicity and can be more readily taken up by
in vitro magnetic attraction. Due to the enormous surface of
nanohybrids, the Pt-based anticancer drug was carried by the
CDs, which can be effectively transported into the tumor and

absorbed through enhancement by magnetism, resulting in the
improved anticancer efficacy. Zhao et al.133 prepared yellow
fluorescent nanohybrids (MSNs-CDs) whose raw materials were
folic acid (FA) and amino-modified mesoporous silica nano-
particles (MSNs-NH2) by hydrothermal method, as displayed in
Fig. 11d. It can be used as the nanocarrier to target the delivery
of DOX to the tumor and release the drug in the tumor cell,
enhancing the medical effects and decreasing the side effects.

5.2 Photothermal therapy

Photothermal therapy (PTT) is a treatment method whose
materials with high photothermal conversion efficiency convert
light energy into heat energy to kill cancer cells under the
irradiation of an external light source.134 Generally, the PTT has
better operation in the 700–950 nm range belonging in the
near-infrared (NIR) region. However, most kinds of CDs have
strong absorption in the ultraviolet region due to the p–p*
transition.135,136 Doping of heteroatoms, metals, nanoparticles,
etc. can effectively improve the optical properties of CDs. In this
section, we review the typical heteroatoms, metals, and nano-
particles combined with CDs to act as PTT agents.

Permatasari et al.137 synthesized the blue-yellow emission
CDs using urea and citric acid as precursors through the
microwave-assisted hydrothermal treatment, as displayed in
Fig. 12a. The study showed that pyrrolic-N-rich is key for CDs
to enhance the near NIR absorption, whose photothermal
efficiency was up to 54.2% (Fig. 12b). Kim et al.138 attained
sulfur-doped CDs (S-CDs), accessing the Camellia japonica
flowers as principle materials acting as the cancer therapeutic
agents. The S-CDs had high NIR absorption, whose photo-
thermal conversion efficiency is up to 55.4% under the
808 nm irradiation. The tumor size in mice with S-CD gradually
became smaller and formed a black scar under the NIR laser
irradiation.

To further enhance the performance of CDs, researchers
have also started to dope various metals and their derivatives.
Lan et al.139 prepared the S, Se co-doped CDs (S-Se-CDs)
through hydrothermal treatment, while polythiophene and
diphenyl diselenide acted as precursors in the alkaline
solution. The co-doped CDs had two NIR emissions at the peak
of 731 nm and 820 nm, and the efficiency of photothermal

Table 3 The summary of ML in biosensing and the corresponding performance

Model Result Ref.

XGBoost Improve the QY to 39.3% and apply CDs to sense Fe3+ 118
XGBoost Max PL intensity and emission center and applied CDs to sense Fe3+ 88
XGBoost Enhanced the QY 200% higher than the pristine and applied CDs to sense H2O2 119
LDA Detect eight proteins with 100% accuracy 120
PCA Detect the kinds of bacteria 121
SX-model Sense seven heavy metal ions with 95.6% accuracy in the experimental sample 122
SX-model Sense nine antibiotics at 0.5–50 mM with 95% accuracy 126
SVM Sense tetracyclines and the binary mixture 125
YOLO V3 Detect GSH and ADA in the range of 0.1–200 and 0.5–160 mM with the limitation of 0.07 and 0.09 mM, respectively 123
YOLO V3 Detect tetracycline antibiotics 124
SVM Sense the concentration of nitrate with R2 of 0.93 127
SVM Sense the concentration of glucose with R2 of 0.9999 128
SVM Detect small proteins with higher accuracy than the equivalent circuit analysis 129

Fig. 11 (a) Schematic diagram of the FA-Cb-MSCDs getting through the
cell and releasing ETO.130 Reproduced from ref. 82 with permission from
Elsevier, copyright 2018. (b) The principle of CDs combined with DOX to
form CDs-DOX.131 (c) The cell uptake of CDs-DOX and application.131

Reproduced from ref. 83 with permission from Elsevier, copyright 2019.
(d) The illustration of the MSNs-CDs@DOX preparation and cancer cell
targeted-delivery.133 Reproduced from ref. 85 with permission from
Springer Nature, copyright 2019.
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conversion was 58.2%, as shown in Fig. 12c. Nanoparticles
acting as carriers or agents combined with the CDs also can
enhance the photothermal property and improve anti-cancer
effectiveness. Qian and collaborators140 leveraged the hydrogen
bond to assemble the CDs into the framework of mesoporous
silica nanoparticles (MSNs), getting the mixture CD@MSNs.
The CD@MSNs can degrade in the cell and aggregate the
dispersed CDs to enhance the photothermal efficacy, realizing
the killing of cancer cells and achieving inhibition of tumor
metastasis. Benny Ryplida et al.141 loaded the CDs into MSNs
with pH-responsive Indocyanine Green (ICG) through electro-
static interactions. The CD@MSN/ICG released the CDs under
the acid pH, which absorbed the excitation and converted it
into heat to kill the cancer cells, as displayed in Fig. 12d. Peng
and co-works142 utilized the one-step microwave-assisted
carbonation method, depositing CDs on Prussian blue nano-
particles (CDs/PBNP). The PBNPs had a photothermal property
and the CDs exhibited strong green emission, so the CDs/PBNP
can act as an imaging agent and PTT agent.

5.3 Photodynamic therapy

Photodynamic therapy (PDT) is a new area of tumor therapy
for malignant tumors and multiple skin diseases.143,144 The
principle of PDT is based on photosensitizers (PS) producing
the reactive oxygen species (ROS) under light excitation to

induce cancer cell apoptosis.145,146 In this section, we review
the CDs acting as agents and carriers in the PDT, respectively.

CDs are used as the PS and image agents in the PDT field,
owing to their non-toxicity and excellent optical properties.
Zhao and co-workers doped N and S into CDs, attaining N, S-
CDs with red emission.147 These CDs accumulated in the tumor
lysosome and mitochondria, and produced singlet oxygen (1O2)
to induce cell death under light irradiation. Wang et al.148

synthesized the Cu-doped CDs (Cu-CDs) via the pyrolysis
method, which can be used in the imaging-guided PDT for
tumor treatment, as shown in Fig. 13a. It showed the high QY of
1O2 (36%) and possessed photoinduced toxicity, which can
induce cell apoptosis. To enhance the treatment performance
for cancer, the CDs serving as PS targeting the nucleic acid were
developed. Xu et al.149 composed the Se and N co-doped CDs
(Se/N-CDs), which bonded with RNA and were transported near
the nucleus to generate the ROS shown in Fig. 13b. Pang
et al.150 designed the novel CDs targeting the nucleolus and
producing ROS, which improved the performance under low
concentrations of CDs.

CDs act as the carriers, enhancing solubility and biocompat-
ibility, resulting in improving the effect of photodynamics.
Yang et al. loaded the insoluble chlorin e6 (Ce6, PS) into CDs
to attain the CDs/Ce6, which had good solubility, biocompat-
ibility, and high fluorescence resonance energy transfer (FRET)
efficiency.151 The system enhanced the photodynamic process

Fig. 12 (a) Scheme illustrating the CDs with strong NIR absorption.137 (b) The absorption spectrum of CDs with rich Pyrrolic-N.137 Reproduced from ref.
89 with permission from American Chemical Society, copyright 2018. (c) Illustration of the working mechanism for the two-photon excitation S-Se-
CDs.139 Reproduced from ref. 91 with permission from Springer Nature, copyright 2017. (d) Illustration of CD@MSN/ICG targeting the tumor and killing
cells based on the PTT.141 Reproduced from ref. 93 with permission from the Royal Society of Chemistry, copyright 2019.
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whose 1O2 QY increased by 200% compared with pristine Ce6.
Beack et al.152 formed CDs/Ce6-HA conjugate by the dehydra-
tion condensation of the amino group of diaminohexane-
modified hyaluronate (HA-DHA) and the carboxyl group of
CDs/Ce6. The conjugate could target the tumor cell and gen-
erate more 1O2 than Ce6 and CDs/Ce6 related to the enhanced
solubility (Fig. 13c).

5.4 ML assists in the medical treatment

ML plays an important domain role in the felid of the tumor.
In this section, we review the application of ML on tumor
discovery, drug design, and drug response prediction.

Xie et al.153 utilized the fast correlation-based Filter (FCBF)
algorithm to find five important biomarkers to detect early lung
cancer in the plasma data. Ail and co-works used an artificial
intelligence diagnostic platform to recognize cancer malig-
nancy, invasiveness, and grading on the blue light cystoscopy
image.154 The ML models showed a high classification on
sensitivity and specificity, up 95.77% and 87.44%, respectively.

This advanced technology exhibited the potential for cancer
diagnosis and improved cancer detection rates, and was a
beneficial treatment decision for doctors. ML helps discover
the relationship between the drug and tumor issue, which is
beneficial to the drug design to shorten the drug development
cycle. Grisoni et al.155 utilized long short-term memory (LSTM)
cells to design the anticancer peptides (ACP), reaching the

selective killing of the cancer cell. Half of the ACPs can kill
cancer cells without influencing the human erythrocytes
whose sensitivity was over three times that of the MCF7 cell.
Furthermore, the ensemble model is proposed to design effective
ACPs.156 Four counter-propagation artificial neural networks
(CPANN) were combined into one ensembled model, where one
half belonged to the lung cancer model, and the remaining
half belonged to the breast cancer model, as shown in Fig. 14a.
The ensembled model de novo designed 14 peptides for testing
the MCF7 cell and A549 cell (lung cell). The results showed the six
peptides had anticancer ability, five of which were effective
against both types of cancer cells.

Nowadays, some ML models are applied to drug response
prediction on patients due to individual variability. Lee et al.157

investigated the relationship between gene expression and the
drug’s sensitivity to acute myeloid leukemia (AML), as shown in
Fig. 14b. They collected genome-wide gene expression profiles
and chemotherapy drug sensitivity, and created novel methods
for studying the prior anticancer knowledge to identify robust
gene expression biomarkers. Kim and partners conducted the
correlation analysis between the gene expression and dose–
response on the patient-derived xenografts (PDXs) models
(Fig. 14c), and built the drug response model via random
forest.158 The model predicted the biomarkers for different
types of cancers, such as breast cancer, pancreatic cancer,
colorectal cancer, or non-small cell lung cancer, for application

Fig. 13 (a) The illustration of Cu-CDs synthesis and imaging-guided PDT application.148 Reproduced from ref. 100 with permission from American
Chemical Society, copyright 2019. (b) Schematic of light-induced entry into the nucleus.149 Reproduced from ref. 101 with permission from Elsevier,
copyright 2020. (d) The illustration of PDT for CDs/Ce6-HA conjugate.152 Reproduced from ref. 102 with permission from Elsevier, copyright 2015.
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to drug therapy. Kong et al.159 utilized ridge regression to
identify the biomarkers whose data came from organoid cul-
ture models. The drug responses were accurately predicted
through the identified biomarkers, while the colorectal cancer
patient was cured with 5-fluorouracil and the bladder cancer
patient was treated with cisplatin, whose numbers were 114
and 77, respectively. The consistency between the experimental
and control groups verifies the predicted result. This work
combined gene data and ML to efficiently accept drug
responses in cancer patients. To explain the drug mechanism
in the ML model, Deng et al.160 constructed the deep artificial
network (DNN) by introducing a layer of path nodes as a hidden

layer that is more interpretable. The performance of DNN was
evaluated on the different independent drug sensitivity data
sets, and the results showed the DNN model had obvious
advantages compared with the extra eight standard regression
models. More importantly, they found the activity of disease-
related nodes decreased, while the drug input forward propaga-
tion, revealing the suppression of the disease path by treating
cancer with drugs.

Using a single anticancer drug was uncommon because of
how easily and quickly it is for tumor cells to develop drug
resistance, so multiple drugs were adopted in the realistic
therapeutic schedule. The combination of multiple drugs can
produce three influences: additive, antagonistic, and synergis-
tic. The drug synergy is most optimized in these conditions,
which can greatly enhance anticancer effect. Predicting drug
synergy is important for the application of multiple drugs. Liu
and co-workers developed a TranSynergy model based on the
knowledge-enable and self-attention transformer.161 In, addition,
the Shapley Additive Gene Set Enrichment Analysis (SA-GSEA)
method was proposed and applied to deconvolute genes, which
improved the interpretability of the model. The combination of
TranSynergy and SA-GSEA provided new insight into the discovery
of anticancer therapy. Ail et al.162 utilized the silico biological
network to recognize the synergistic anticancer drug pair. Based
on the drug-perturbed transcriptome profiles and biological net-
work analysis, they proposed six relative network biology features
and trained the model on the public drug synergy dataset.
The model was capable of discerning whether there was synergy
between two drugs, and explaining the situation in terms of
the molecular network that passed through them. Regan-
Fendt et al.163 designed a new computational approach from gene
expression and network, mining to disease analysis and drug
combination prediction. The new method considered connectivity
mapping and network centrality for transcriptomics. The effect of
prediction was tested on the public gene expression data and
mutation data, and the drug combination results were confirmed
by the high throughput experimental.

5.5 In brief

More and more CDs are being applied to cancer treatment,
whose effect is obviously being studied on mice. However, there
are some challenges to overcome for clinal use. Therefore, the
CDs can further be modified to realize batch synthesis with size

Fig. 14 (a) Schematic representation of the ensemble prediction
model.156 Reproduced from ref. 108 with permission from Springer Nature,
copyright 2019. (b) The illustration of the model for identifying the
relationship between gene expression and drug sensitivity.157 Reproduced
from ref. 109 with permission from Springer Nature, copyright 2018. (c)
Diagram of the correlation analysis and differential expression analysis on
patient-derived xenograft (PDX) tumors.158 Reproduced from ref. 110 with
permission from Springer Nature, copyright 2020.

Table 4 Summary of ML in cancer therapy and the corresponding performance

Model Result Ref.

FCBF Detect early lung cancer in the plasma data 153
CNNs Recognized the tumor with 95.77% sensitivity and 87.44% specificity 154
LSTM Design the anticancer peptides and reach the selective killing of the cancer cell. 155
CPANN De novo designed 14 peptides for the MCF7 cell and A549 cell 156
RF Find the relationship between gene expression and dose–response on the PDXs; predict the

biomarkers for different types
158

Ridge regression Predict the different drug responses identified biomarkers while the colorectal cancer patient was cured 159
DNN Reveal the suppression of the disease path by treating cancer with drugs 160
TranSynergy Predict the drug synergy and combine with SA-GSEA to discover anticancer therapy 161
Silico biological network Recognize the synergistic anticancer drug pair. 162
SynGeNet Analyze disease and predict the drug synergy 163
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control and new properties combining multi-functions to
enhance the anticancer effect. ML has offered great conveni-
ence for cancer treatment on cancer discovery, drug design,
and drug response prediction. The image of cancer tissue is
from different departments, and the ML can integrate the
information to detect the potential tumor position. With the
data increasing on the cancer gene, the ML with strong com-
putational ability is firstly selected to handle this complex data,
which shortens the time and cost of new drug discovery.
Moreover, multiple drugs simultaneously are used in the clinal
treatment whose effect is predictable through the ML, assisting
the doctor’s decision-making. In the future, ML will continue to
play a significant role in the anticancer process and enhance
the understanding of cancer. All related ML models are sum-
marized in Table 4.

6 Conclusion and perspective

This review mainly introduces how MLs have facilitated
CDs’ application in the biological field. Firstly, owing to their
excellent photoluminescence, chemical stability, and low cytotoxi-
city, the CDs are regarded as a bioimaging agent, biosensor,
carrier, and drug to the server in the cell and organism. Then,
the ML is introduced into the field to enhance the properties of
CDs or change the traditional data analysis method, improving the
accuracy and precision of the results. Moreover, the summary in
every section shows the excellent potential for incorporating ML.

However, two significant problems may impede the devel-
opment of ML in the biological field. At first, the data from
prepared CDs takes a lot of work to gather. Establishing a
database is so urgent for the laboratory, which can effectively
solve the missing conditions. The database forms unified
management and control of data, and dramatically improves
data integrity and security. The balance of data is a crucial
issue, which directly influences the model performance.
Research tends to be biased toward obtaining successful results
and previously failed experiments cannot be recorded. So, we
should pay more attention to the proportion of data. In addi-
tion, current research focuses on changes in the experimental
conditions and keeping the recipe the same for synthesizing
CDs, which is limited in terms of tuning the material perfor-
mance. In the future, different precursors and various solvents
can be used as experimental conditions to predict the relevant
properties by ML. This process requires familiarity with the
chemical structure and physical properties of the raw materials,
utilizing a set of descriptors or features to represent the
material in the dataset.

The automation of acquisition pipelines and the new micro-
scopy technologies have broken the limits of temporal
and spatial resolution, dramatically increasing the amount
of bioimage data. The major challenge is to interpret these
image data sets in a quantitative, automatic, and efficient way.
Computer vision and image analysis are applied to microscopic
images to extract biological information and generate databases,
which expedites the development of bioimaging. For supervised

machine learning algorithms, the image itself needs to be
labeled, which requires manual operation, and is time-
consuming and laborious. In return, the labeled data determine
the performance of the model, so special attention should be
paid to data selection and labeling.

Biosensors inevitably have some irregular signal noise,
which leads to poor stability of biosensors and limits their
commercialization. Detecting the corresponding analyte concen-
tration is essential, which is based on analyzing the sensing data.
ML can provide a new method of data analysis, perform a series
of noise processing on the data, and automatically predict the
type or concentration of analytes according to the decision
system. In addition, biosensors are easily affected by the sample
environment and operating conditions, which greatly disturb the
results. ML can detect anomalies and exclude outliers by rule. At
present, the combination of biosensors and machine learning
for health monitoring is a worthy challenge. Biosensors can
continuously detect the corresponding indicators and provide
sequential data, while ML analyzes data and evaluates biological
health using new algorithms such as RNN, LSTM, etc.

ML has been extensively studied in tumor therapy to diag-
nose tumors and predict a patient’s condition, obtaining
excellent success. However, some limitations and obstacles
must be overcome before it can be widely used in the clinic.
As the amount of CT and MR imaging continues to grow, the
management of medical data is a major barrier. Collating the
imaging data needs of trained professionals in terms of label-
ing, annotation, segmentation, quality control, or application,
makes the process expensive in both time and cost. It is
important to develop automated imaging process software,
and the use of data is also restricted due to permission and
privacy concerns, so the wide clinical application of ML is hard.
ML is a black box model, which cannot be explained to a certain
extent, receiving certain limitations for their application. The
current development of data visualization can help understand
the principle of machine learning to a certain extent, accelerating
the integration between ML and cancer therapy.
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