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Introduction

Temporal logic circuits implementation using
a dual cross-inhibition mechanism based on DNA
strand displacementt

Yuan Liu, ©2 Xiaokang Zhang, ©2 Xun Zhang,? Xin Liu, ©? Bin Wang,”
Qiang Zhang & *@ and Xiaopeng Wei*?

Molecular circuits crafted from DNA molecules harness the inherent programmability and biocompatibility
of DNA to intelligently steer molecular machines in the execution of microscopic tasks. In comparison to
combinational circuits, DNA-based temporal circuits boast supplementary capabilities, allowing them to
proficiently handle the omnipresent temporal information within biochemical systems and life sciences.
However, the lack of temporal mechanisms and components proficient in comprehending and
processing temporal information presents challenges in advancing DNA circuits that excel in complex
tasks requiring temporal control and time perception. In this study, we engineered temporal logic
circuits through the design and implementation of a dual cross-inhibition mechanism, which enables the
acceptance and processing of temporal information, serving as a fundamental building block for
constructing temporal circuits. By incorporating the dual cross-inhibition mechanism, the temporal logic
gates are endowed with cascading capabilities, significantly enhancing the inhibitory effect compared to
a cross-inhibitor. Furthermore, we have introduced the annihilation mechanism into the circuit to further
augment the inhibition effect. As a result, the circuit demonstrates sensitive time response
characteristics, leading to a fundamental improvement in circuit performance. This architecture provides
a means to efficiently process temporal signals in DNA strand displacement circuits. We anticipate that
our findings will contribute to the design of complex temporal logic circuits and the advancement of

molecular programming.

transient values from inputs.>”?® As a consequence, these
circuits demonstrate proficient analysis of multiple input
signals,* effectively catering to diverse requirements encom-

DNA nanotechnology has brought forth novel methods and
techniques for computation and manufacturing at the molec-
ular and nanoscale levels."” DNA molecules, harnessed in ways
unseen in nature, are employed to fabricate chemical reaction
networks,> molecular computers,”® information storage
media,”® and further utilized to drive nanomachines,”*° control
molecular systems,"** process information,"** and construct
molecular security systems.”>® Among all applications, DNA
circuits play a vital role, which can be realized through diverse
approaches including DNA strand displacement,'”*® pH-regu-
lation,"** lighting control,>** DNA self-assembly,**** and
more.>>?¢

DNA combinational logic circuits possess the inherent
capability to process information through the utilization of
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passing computing,*>** sensing,*>** and self-assembly
control.*»* However, they encounter significant challenges
when it comes to processing temporal information related to
input order or historical inputs, which is ubiquitous in nature,
spanning from the molecular level* to cellular,*” tissue,*® and
organismal levels.*

Temporal logic circuits, incorporating time as a factor in their
operations, offer unique advantages compared to combinational
logic circuits.*”** On the one hand, temporal logic circuits exhibit
dynamic behavior and can respond to changes in inputs over
time, which enables temporal circuits to model and simulate real-
world systems that involve time-dependent behaviors, such as
control systems, communication protocols, or signal processing
algorithms. On the other hand, temporal logic circuits can
incorporate memory elements, allowing them to store informa-
tion about previous states or events and perform tasks that require
memory, including state retention, temporal logic operations, and
more. These advantageous features make the construction of
temporal logic circuits capable of performing temporal informa-
tion of great significance.
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In recent years, temporal logic circuits have been realized
using a variety of approaches. Notably, genetic circuits have
been employed to create temporal logic gates capable of sensing
and recording temporal information, encompassing the order
of inputs, the timing between inputs, and the duration of input
pulses.** Furthermore, DNA strand displacement has been
adopted as a viable method to construct DNA reaction networks,
which exhibit the capacity to process temporal information
owing to their programmability and predictability. In the realm
of theoretical research, DNA reaction networks integrated with
memory units present a promising avenue for computational
tasks that involve the verification of specific temporal relation-
ships within time-varying input signals.** Such networks,
designed with temporal specificity, can discern and respond to
specific time patterns in the concentration parameters of
signals.** In the realm of experimentation, a temporal memory
strategy has been proposed to construct temporal logic circuits
capable of encoding and retaining all input information,
thereby facilitating intelligent decision-making from a compre-
hensive perspective.*® Additionally, another strategy known as
cross-inhibition has been employed to realize temporal logic
circuits, enabling time-based responses and swift decision-
making based on the timing of consecutive events.** More-
over, the DNA self-assembly technique serves as the computing
platform to implement finite-state machines with temporal
resolution, endowing them with the ability to perceive and
process inputs with temporal ordering.*

Among the above strategies, cross-inhibition is fundamen-
tally a dynamic process that utilizes chemical reaction networks
to enable interactive inhibition between two or more signals or
components.* In the process, the presence or activation of one
signal leads to the suppression or reduction of other signals,
creating a regulatory feedback loop. Due to its ability to process
and control signals and events within biochemical systems at
the nanoscale, the cross-inhibition mechanism can be utilized
for decision-making and molecular cryptography.

By cascading with DNA combinational logic circuits, the
cross-inhibition mechanism can be harnessed for decision-
making in tic-tac-toe games.” Through the input of
a sequence representing the game process, the outcome of the
game can be determined. Combined with enzyme-controlled
techniques, the cross-inhibition mechanism can be employed
to construct a molecular encryption system based on an
enzyme-controlled cross-inhibition network, where the
progressive unlocking of the network in a specific sequence is
achievable only by inputting the password in the correct order.*®
Otherwise, the inhibitory factors within the network will be
activated to block the unlocking pathway and make the system
sealed. Furthermore, the expanded multi-node cross-inhibition
mechanism can be utilized to realize symmetric encryption
systems, wherein different input sequences activate distinct
inhibitory nodes that convert the input temporal information
into encrypted data according to the arrangement of the
inhibitory nodes.*”

Despite the existence of various methods for constructing
versatile components of temporal logic circuits, such as the
temporal AND gate, there still remains a notable scarcity of such
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versatile components in temporal logic circuits. The diversity of
such versatile components is of utmost importance for the
construction of complex temporal circuits. At present, the lack
of available and versatile temporal logic circuit components
severely limits the construction and application of complex
temporal logic circuits, thus hindering their full potential. In
comparison to combinational circuits, temporal logic circuits
necessitate the consideration of time factors, making the design
and implementation of versatile temporal circuit components
a persistent challenge.

To tackle this challenge, we have proposed a novel DNA
temporal logic circuit capable of functioning as temporal OR
gate. The core of the temporal logic circuits lies in the dual
cross-inhibition mechanism, which resolves two key issues of
the traditional cross-inhibition mechanism. On one hand,
through interface-based design, it resolves the issue of the
traditional cross-inhibition mechanism being unable to
cascade with other circuits. On the other hand, by designing two
inhibition pathways, it significantly enhances inhibition degree
of the circuit, thereby improving the reliability and precision.
Furthermore, we have proposed a method to improve the
temporal logic circuit by incorporating an annihilation mech-
anism, which can substantially increase the inhibition degree at
the expense of a minor reduction in the output signal. Notably,
the system we designed is an all-DNA system, wherein both the
input and output signals are composed of single-stranded DNA,
thereby enabling seamless cascading with various types of DNA
circuits. Within such an all-DNA system, the intrinsic
programmability and scalability render the circuit highly
compatible with diverse chemical reaction networks, particu-
larly those reliant on time-dependent processes.

Results and discussion
Design and implementation of temporal logic circuits

The concept of a temporal OR gate is shown as Fig. 1a. Port A
and port B serve as input while port X and port Y serve as output.
Like a traditional OR gate, if either input A or input B (or both) is
true, the output is also true. Only when both inputs A and B are
false, the output will be false. However, unlike a traditional OR
gate, there is one more column describing the temporal order of
the two inputs A and B in the truth table (Fig. 1b), which leads to
a greater number of input combinations for a two-input
temporal OR gate compared to the four input combinations of
the traditional OR gate. This distinction arises due to the
involvement of relative timing of signals, which represents
a crucial aspect of temporal information. Similar to the
temporal AND gate,* in a temporal OR gate, the operation is
influenced by the relative order of the two inputs when both
input values are true. This means that the design of the
temporal OR gate needs to take the sequence of the signals into
account.

The principle of the temporal OR gate implemented by
DNA strand displacement is designed as shown in Fig. 1c. The
operation of the temporal OR gate depends on the dual cross-
inhibition mechanism. Previous work on cross-inhibition
mechanism tended to focus on reporting the results of

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Design and implementation of temporal logic gate. (a) Concept of temporal OR gate. (b) Truth table of the temporal OR gate. (c)
Architecture design of the temporal OR gate based on DNA strand displacement. The asterisk denotes the complementary sequence of a specific
domain. (d) Fluorescence reporting mechanism. (e) Sequences of the essential domains in temporal OR gate. (f) Kinetic characterization of the
temporal OR gate. Detector A, Detector B, Reporter X and Reporter Y are added as substrates in advance. [DA] = [DB] = [RX] = [RY] = 300 nM, [SA]
= [SB] = 600 nM. The interval between the additions of SA and SB is 30 minutes, and the order of their additions is annotated in the plot labels.
Fluorescence values in the experimental data were collected every minute. The measured fluorescence was normalized using a method that
involved adding a 10-fold excess input to generate saturation fluorescence values. One unit of normalized fluorescence corresponds to the

fluorescence generated by consuming 1 nM DA.

a cross-inhibition process. However, the output signals were
designed as three-strand complexes, making it impossible to
cascade with other types of DNA circuits or act as an upstream
circuit in chemical reaction networks.

The dual cross-inhibition mechanism we proposed can
effectively address this issue, in which two inhibition pathways
are engineered to synergistically inhibit target signal and after
inhibition a DNA single strand is generated for cascading. The

© 2023 The Author(s). Published by the Royal Society of Chemistry

reporter mechanism is employed to receive the single strand to
demonstrate the cascading ability and produce detectable
fluorescence signals (Fig. 1d). As shown in Fig. 1c, the main
inhibition process is performed by the two detectors. Their
cooperative operation enables the processing of temporal
information composed of two input signals in a specific order.
When the signal is input, the corresponding detector is acti-
vated, initiating a toehold exchange reaction and triggering the

RSC Adv, 2023, 13, 27125-27134 | 27127
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release of the “killer” strand. The killer strand invalidates the
other detector while generating an output signal. The output
signal consists of two parts: the linking domain bound to the
detector and the displacement domain used for branch migra-
tion of the reporter. The linker domain contains a hidden
toehold that is arranged 6 nt away from the end of the detector
to reduce leakage reactions.
We model this chemical reaction network as follows:

SA+DA%KA+W1 (1)
KA + DB 2 SX + w4 )
SX + RX 20X + W5 3)
SB+DB k% KB+ W2 @)
KB+ DA S8y + W3 (5)
SY + RY £ 0Y + W6 (6)

From the model, it can be seen that the chemical reaction
network is highly symmetrical. In the case of Signal A (SA) input
first, Detector A (DA) receives SA, then takes domain ¢ and
domain s as the toeholds, and domain b as the branch migra-
tion domain, carries out the toehold exchange reaction, while
releasing Killer A (KA). Then KA takes domain s as the toehold,
and domain b as the branch migration domain, undergo
a strand displacement reaction with DB, releasing output Signal
X (SX). The domain b of SX contains a hidden toehold 5-
CTAGCA-3’ (its complementary domain is the 6 nt sequence at
the 5" end of the b2* domain, which is the toehold of Reporter X.
The abbreviation for Reporter X is RX), which can undergo
strand displacement reaction with RX using the domain x as the
branch migration domain. The final output signal is expressed
through the fluorophore attached to RX. The process of input-
ting SB first, followed by SA, can be achieved through the
symmetry of this system.

The sequence information of each key domain in the circuit
is depicted in Fig. 1e. Here, the domains ¢ and ¢2 in the circuit
represent functional domains that participate in upstream
biochemical reactions, and their sequences are determined by
the specific experimental requirements. As long as there is no
interference with the sequences of other parts of the system, the
sequences of domains c¢I and ¢2 have no observable impact on
the kinetic process.*

Fig. 1f (and ESI Fig. S17) presents the results of real-time
fluorescence experiments, accompanied by simulated results.
The curves OX-data and OY-data in the figure represent the data
of real-time fluorescence experiments, while the dashed lines
OX-sim and OY-sim represents the simulated results. DA, DB,
RX, and RY were pre-added as substrates and scanned at initial
points. The time interval between SA and SB was 30 minutes.
(Demonstrations of real-time fluorescent experiments and
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simulation results at the time intervals of 10 min and 20 min are
shown in ESI Fig. S2t) It is evident that upon introducing any
signal into the system, the signal promptly propagates through
the chemical reaction pathway, leading to a swift augmentation
of fluorescence intensity. Furthermore, subsequent input
signals are noticeably suppressed, albeit with a minor deviation
from the simulated theoretical values, indicating a slight
leakage. The reaction rate constants, fitted based on experi-
mental data, are as follows: k; =7.5 x 10* M *s™, k_; = 1.7 x
10°M ‘s Lk =17%x10°M s ks =4x10°M 's L In
this case, due to the use of similar sequences, k; and k_; were
referenced from the reaction rate constants of the cross-inhib-
itor,** and k; was referenced from the rate of reporter k;..** Due
to the approximate symmetry,*® we assume k_; = k,. Given the
symmetry of the DNA circuit, the reaction rate constants can be
theoretically designed to be extremely close. Therefore, for
biochemical reactions with the symmetric process, we assume
that the reaction rate constants in the symmetric positions are
equal, that is, ky = ky, k1 = k_4, ky = ks, k3 = ke.

Time-response characteristics of the dual cross-inhibition
mechanism

The relative timing of signals is a significant aspect of temporal
information, especially in fields like neuroscience. It implies
that there are specific time intervals between signals, which
impose requirements on the time-response characteristics of
temporal circuits. For the dual cross-inhibition mechanism,
this requirement manifests in the need for effective inhibition
of signals with different time intervals. To facilitate the quan-
tification and comparison of inhibition effectiveness, the
concept of inhibition degree was introduced,** which is defined
as follows:

The formula indicates that the inhibition degree to which
signal SB is inhibited by SA at time ¢ is equal to the ratio of the
concentration of OX to that of OY at that moment. Corre-
spondingly, the inhibition degree to which signal SA is inhibi-
ted by SB at time ¢ is equal to the ratio of the concentration of
OY to that of OX at the moment, i.e.,

The dual cross-inhibition mechanism not only exhibits
effective signal inhibition but also demonstrates a higher
inhibition degree at different time intervals compared to
previous work on cross-inhibition mechanism, which means
that utilizing the dual cross-inhibition mechanism enables the
realization of specific functions while generating and trans-
mitting more precise signals. Fig. 2a depicts schematic diagram
elucidating the dual cross-inhibition mechanism employed in
the temporal OR gate. It is illustrated that two signal processing
pathways intersect at nodes DA and DB. At each node, signal

© 2023 The Author(s). Published by the Royal Society of Chemistry
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processing within one pathway inhibits the other, thus giving
rise to a distinctive inhibition pathway which we refer to as DA
inhibition pathway (at node DA) or DB inhibition pathway (at
node DB). Due to the dual action of both pathways, we coined
the term dual cross-inhibition mechanism to encapsulate this
unique characteristic. Specifically, we take the inhibition of SB
by SA as an example.

In the DA inhibition pathway (Fig. 2b), the generation of SY
necessitates the presence of DA. However, due to the rapid
consumption of DA by SA, KB is unable to react with DA to
produce SY, thus achieving the inhibitory effect. To elaborate
further, the reaction between DA and SA involves a strand
displacement reaction with toehold exchange, leading to the
rapid consumption of DA by SA and the formation of W1 and
KA. Since the subsequent reaction involving KA is a unidirec-
tional strand displacement reaction, the rapid consumption of
generated KA promotes the reaction between SA and DA to
proceed in the forward direction and further accelerating the
consumption of DA.

In the DB inhibition pathway (Fig. 2c), the generation of SY
necessitates the presence of DB, which is rapidly consumed by
the products KA from SA and DA, converting DB into W4. As
a result, it becomes extremely difficult for SB to react with W4.
While there is a potential for leakage between SB and W4, the
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presence of the domain b in W4 makes it challenging for the
domain s in SB to attach to the domain s* in W4, which effec-
tively block the leakage. Due to the presence of these two
pathways, when SB is input after SA, it is very difficult for SY to
be generated through the chemical reaction networks to trigger
the generation of fluorescence from reporter RY.

From the perspective of chemical reaction networks, the dual
cross-inhibition mechanism offers improvements in signal
processing, which expands the functionality of the inhibition
strand within the dual cross-inhibition mechanism. The inhi-
bition strand not only hampers reactions by rendering the
substrates invalid but also serves as a vital signaling pathway for
displacing the output strand from the substrates. In the specific
chemical reaction network, it is observed that the generation of
an output (OY) from the inhibited latter input signal (e.g., SB)
requires two steps. Firstly, the inhibited signal must undergo
toehold exchange with the residual detector (DB) that receives
the signal. Secondly, it necessitates the displacement of the
inhibition strand (KB) generated through the toehold exchange
with the other detector (DA). Therefore, both toehold exchange
with DB and displacement of KB are crucial factors in gener-
ating the output and serve as the focal points that are inhibited.

Under the effective inhibition of the two pathways, experi-
mental and simulation results show that the temporal logic OR

a d
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Fig. 2 Dual cross-inhibition mechanism and time—response characteristics. (a) Schematic diagram of the dual cross-inhibition mechanism. (b)
Illustration of DA inhibition pathway, demonstrating the rapid consumption of DA by SA when SA inhibits SB, instead of generating SY through
interaction with KB. (c) lllustration of DB inhibition pathway, demonstrating the rapid consumption of DB by KA, instead of generating KB through
interaction with SB. (d) A bar chart comparing experimental data with simulation results, with SA added 10 minutes, 20 minutes, and 30 minutes
before SB. The height of each bar indicates the value of OX or OY collected at 60 min of the reaction. The terms “OX-data” and "OY-data”
represent the experimental data for OX and QY, while “OX-sim” and "OY-sim” represent the simulation results for OX and OY. (e) Comparison of
the time response characteristics of temporal OR gate and cross-inhibitor. The X-axis represents the time interval between the additions of SA
and SB. The Y-axis represents the inhibition degree at 60 min of the reaction at the different time intervals between the two input signals. In all
experiments and simulations of (d) and (e), [DA] = [DB] = [RX] = [RY] = 300 nM, [SA] = [SB] = 600 nM. DA, DB, RX and RY are added as substrates in
advance.
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gate based on the dual cross-inhibition mechanism can
perform accurate signal processing (Fig. 2d). SA can signifi-
cantly inhibit the subsequent input signal SB at time intervals of
10 min, 20 min, and 30 min, preventing the establishment of
a signaling pathway between SB and the reporter RY. Moreover,
the experimental and simulation results are consistent. To
observe the signal inhibition in a broader range and compare
the performance with the cross-inhibitor, we simulated the
inhibition degree of the temporal OR gate and the cross-
inhibitor at intervals ranging from 10 min to 50 min.

As shown in Fig. 2e, the orange data points represent the
correlation between inhibition degree and time interval for the
temporal OR gate, while the blue data points represent the
relationship for the cross-inhibitor. Both the temporal OR gate
and the cross-inhibitor exhibit an increase in inhibition degree
as the time interval extends. However, there is a notable
difference that the temporal OR gate demonstrates an
exponential-like pattern with the time interval, whereas the
cross-inhibitor shows a linear relationship. This discrepancy
suggests that the dual cross-inhibition mechanism employed in
the temporal OR gate is more effective compared to a single-step
reaction of the cross-inhibitor, where the input signal directly
converts to the output signal. The presence of the dual cross-
inhibition mechanism enhances the gate's time response
characteristics, enabling it to respond more sensitively to
changes in time intervals.

In conclusion, the temporal OR gate based on the dual cross-
inhibition mechanism provides cascading function, robust
temporal response characteristics and exceptional signal pro-
cessing capabilities. These attributes offer significant assurance
for signal accuracy, particularly in conditions where longer time
intervals are involved.

Enhancing temporal logic OR gates using annihilation gates

The annihilation mechanism utilizes cooperative hybridization
to mutually annihilate two specified signals,*® and is thus used
in winner-take-all neural networks to ensure the preservation of
a single winner.*® We introduce this mechanism into the
temporal OR gate to enhance the inhibitory effect and ensure
the preservation of effective signals.

Fig. 3a illustrates the difference between the temporal OR gates
with and without the incorporation of the annihilation gate (AG).
As shown, SA is input prior to SB at a time interval of 2 min,
leading to the output OX increasing sharply. However, in the left
plot where AG is not incorporated into the temporal circuit, the
undesired production of OY reaches the half of the amount of OX,
leading to a seriously distorted output signal. In contrast, in the
right plot of Fig. 3a, where AG was incorporated into the temporal
circuit, the latter input SB is significantly inhibited at a cost of
a small amount of OX, generating a small amount of OY. In the
Fig. 3b, it can be seen that the inhibition degree of the temporal
OR gate with AG is increased three-fold than that of the temporal
OR gate without AG, which means that the proportion of the
leakage signal has decreased from approximately one-half to one-
sixth, which is a significant improvement. In order to specifically
investigate the role of AG, it is necessary to establish a specific
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definition in this context, excluding AG as a substrate. Therefore,
the substrates considered in this study are restricted to DA, DB,
RX, and RY, while AG is not included.

The principle of a temporal OR gate with the incorporation
of AG is shown in Fig. 3c and is mainly used to eliminate the
killers (Killer A and Killer B) in the pathway that generates the
output signal. The annihilating process involving the elimina-
tion of KA and KB is modeled as follows:

KA + KB +AG % W7 + W8 7)

The annihilation gate contains domains within KA and KB,
which can trigger the annihilation reaction only when both of KA
and KB are present, resulting in the production of W5 and W6 that
no longer participate in any reactions in the circuit. We conducted
a detailed study of temporal OR gate with the incorporation of the
annihilation gate using the CRN-Simulator. Keeping other
parameters constant, we first investigated k, at different orders of
magnitude, which determines the effectiveness of the annihila-
tion gate. As shown in Fig. 3d, as k, increases from 10° to 10", the
annihilation effect rapidly increases when the exponent reaches
around 12. At the exponent of 13, a highly effective inhibition is
already achieved. Therefore, in subsequent studies, we assumed k,
= 10" (which implies the lengths of toehold ¢ and s are approxi-
mately 7 nt). Next, we studied the rate constants k, and k_,, which
collectively determine the production rate of KA and also repre-
sent the speed at which the temporal circuit receive the upstream
signals (SA and SB). As shown in ESI Fig. S3,T a smaller k; leads to
a lower inhibition degree and exhibits an approximately linear
relationship, while a smaller k_, leads to a higher inhibition
degree, showing a similar exponential relationship. Furthermore,
we assumed that k_, is n times as large as k; to study the impact of
the relationship between k; and k_; on the inhibition degree. As
a collaborative parameter, k; ranges in two orders of magnitude.
From Fig. 3e, it can be observed that when 7 is less than 2, the
inhibition degree increases with the increase of k;. However, when
n is greater than 2, the inhibition degree decreases significantly,
and regardless of how k; changes, it remains at a low level (the
slice plots of Fig. 3e are shown in ESI Fig. S4t). This means that if
k_1 is much greater than k;, temporal OR gate will lose its infor-
mation processing functionality.

After studying the intrinsic properties of the circuit deter-
mined by k; and k_;, we further investigated the effect of the
concentration factors on the inhibition degree. When the global
concentration increases (keeping a 2 : 1 ratio between input and
substrate), the inhibition degree of the system significantly
enhances, indicating that the higher the concentration of the
system that incorporates this circuit, the better performance
can be achieved (ESI Fig. S51). When only the concentration of
AG is increased (Fig. 3f) or only the ratio of input to substrate is
increased (ESI Fig. S6t), the inhibition degree shows a notice-
able rise, showing that these parameters can be adjusted indi-
vidually based on the specific system into which the temporal
circuits are integrated. However, due to the inability to consume
excess strands, the improvement in circuit performance asso-
ciated with an increase in excess concentration comes at the

© 2023 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ra03995a

Open Access Article. Published on 11 September 2023. Downloaded on 7/19/2025 5:37:37 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

View Article Online

RSC Advances

a . . . : b . .
SA@Omin, SB@2min SA@Omin, SB@2min SA@Omin, SB@2min
—100 Hidt i —100 7
- = 1 L 6
& 80 8 g0 T T
o) —— OX-sim ® / —— OX-sim 5
[&] o
c 60 — OY-sim c 60 — OY-sim % 4
8 Lodbbbsbbbssibbbsbbbbibbbbtbbbits 8 O
3 a0 8 a4 <3
o )
5 5 2
5 20 > 20 S 1
o ™ .
0 0 0
30 40 50 60 0 10 20 30 40 50 60 -AG +AG
Time (mins) Time (mins)
c Input . d SA@Omin, SB@2min
cd t ‘ 50
=~ AN t
SA(signal A) a / \3 6
t \ @ 30
3 W1(Waste 1) _ 3
b * S
/ \ DA(Detector A) S| -.S 20
: : NS % s W5(Waste 5)
W3(Waste 3
\f b s 10
KA(Killer A) . ~ B
Output a b* s [l _af all sl all = |
y a 10° 107 10° 10° 10' 10" 10™ 10' 10™
A ka( -25-1)
SY(Signal Y) b
X b a b* s* e ‘
AG(Annihilation Gate) >
SX(Signal X) ——
DB(Detector B) a A t* a* b 40
N2 s T @ 30
b " é KB(Killer B) a =
W6(Waste 6) ,%e 20
A\ T o~ y
W4(Waste 4) c‘27 . 10 2x10°
s 5 1.6x10°
\ 1.2x10°
[ b a 4 8x10% é\\
o ko4, ax10t &
SB(signal B) J t* 7 A
W2(Waste 2) 8 NC
f SA@Omin, SB@2min g SA@Omin, SB@2min h SA@O0min, SB@7, min
30( © 100nM Je® e, « -AG 150| . -AG
25| = 200nM Lot 15 " = +AG « +AG i
@ 20| -« 300nM o’ _gant ) o @ 100
2 15 . " e S 10 :
hS ot mm" . RS S
. a® ° ~ ~
| ..,.o..---" 5 50 i
5 ;;..-O .....tooo.-ooonnoooo..-oo .'.......Oo-ooo
olLfe s e e
0 200 400 600 800 1000 % 100 200 300 400 500 0 5 10 15 20

Concentration (nM)

Concentration (nM)

Interval Time 7, (mins)

Fig. 3 Demonstration of the temporal logic gate with the incorporation of the annihilation gate. (a) Comparison of the simulations of temporal
OR gates with and without the incorporation of the annihilation gate. “—AG" indicates that the annihilation gate is not incorporated, while "+AG"
indicates that the annihilation gate is incorporated. [DA] = [DB] = [RX] = [RY] = 150 nM, [SA] = [SB] = 300 nM. DA, DB, RX and RY are pre-added as
substrates. (b) Comparison of the inhibition degrees in (a). “—AG" and "+AG" represent the absence and presence of the annihilation gate. (c)
Architecture design of the chemical reaction network of temporal OR gate with the incorporation of the annihilation gate. The reaction process
of the reporter mechanism is the same as shown in Fig. 1a. (d) Simulation results of the inhibition degree in a temporal OR gate with the
incorporation of the annihilation gate at different orders of magnitude for the reaction rate constant k,. (e) Simulation results of the three-
dimensional surface plot illustrating the inhibition degree idgo(B) (Z-axis) as a function of the reaction rate constant k; (X-axis), and the ratio of rate
constants k; to k; (Y-axis) for the temporal OR gate with the incorporation of the annihilation gate. (f) Simulation depicting the inhibition degree
under different concentrations of AG, with the X-axis representing AG concentration and the Y-axis representing the inhibition degree. The graph
includes three curves representing substrate concentrations of 100 nM, 200 nM, and 300 nM. In all cases, the input-to-substrate ratio is
maintained at 2 : 1. (g) Time response characteristics of temporal OR gate with the incorporation of annihilation gate. (f) Comparison of time
response characteristics between temporal OR gates with and without the incorporation of the annihilation gate. In (d)—-(h), all substrates and AG,
except for the variables and the specifically annotated, were at a concentration of 300 nM, while the input signals were twice the concentration

of the substrates.
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cost of potential leakage risk. Therefore, when designing
circuits, it is not recommended to prioritize strategies that
enhance circuit performance by elevating excess concentra-
tions. Theoretically, it is recommended to use an AG concen-
tration that is equal to the substrate concentration (i.e., [DA] =
[DB] = [AG]) such that the annihilation gate is capable of
annihilating almost all of the killers. Practically, a moderate
increase in concentration may be performed in experiments if
necessary.

Interestingly, it has been observed that maintaining
constant concentrations of AG and input while increasing
substrate concentration actually results in a reduction in inhi-
bition (ESI Fig. S7t). This finding suggests that, when aiming to
enhance circuit performance, the interplay between AG and
substrate concentrations holds greater significance than simply
regulating one of them independently. Notably, when solely the
concentration of the input signal remains constant and both AG
and substrate concentrations rise simultaneously, leading to an
initial increase followed by a subsequent decrease in the inhi-
bition degree (Fig. 3g). Therefore, an optimal solution lies
within the range of these concentrations. If the system in which
the circuit is integrated allows, selecting the optimal concen-
tration solution becomes feasible.

Finally, we studied and compared the time response char-
acteristics of the temporal OR gates with and without the
incorporation of AG. As shown in Fig. 3h, the temporal OR gate
with the incorporation of AG exhibited a significantly enhanced
inhibition degree. Even with relatively short intervals between
signals, the circuit was able to respond sensitively.

Among all the aforementioned cases, compared to the
circuits with incorporated AG, circuits without incorporated AG
exhibited very minimal changes in inhibition degree, indicating
that the strategy of integrating annihilation mechanism can
significantly enhance circuit performance, particularly within
a time interval of only 2 minutes. Thus, the improvements
implemented with this strategy have been proven to be highly
effective, demonstrating the vital role of the annihilation
mechanism in the circuit, greatly expanding the application
scope of the proposed temporal circuit.

Above all, circuits without incorporated AG demonstrated
minimal changes in the inhibition degree when compared to
circuits with incorporated AG. This observation highlights the
effectiveness of integrating an annihilation mechanism in
enhancing circuit performance, particularly within a short time
interval of only two minutes. Consequently, the improvements
implemented through this strategy have been proven to be effec-
tive, underscoring the crucial role of the annihilation mechanism
in the circuit. This advancement significantly broadens the
application potential of the proposed temporal circuit.

Experimental
Materials and reagents

All DNA samples with specific sequences were purchased from
GenScript Biotech Co., Ltd. (Nanjing, China). All the unmodi-
fied DNA strands were gel-purified using the polyacrylamide gel
electrophoresis (PAGE), while the modified DNA strands were
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purified using high-performance liquid chromatography
(HPLC). The two fluorophores immobilized on the reporters
were FAM and HEX, and their corresponding quenchers were
both BHQ1. All oligonucleotides were dissolved in 1x tris-
acetate-EDTA-Mg>" (1x TAE/Mg”>") buffer. The 1x TAE/Mg>*
buffer contains 40 mM tris, 20 mM acetic acid, 1 mM EDTA2Na
and pH balanced to 8.0 with the addition of 12.5 mM Mg(OAc,)
and is stored at 4 °C. The DNA sample concentrations were
measured using a NanoDrop 2000 spectrophotometer (Thermo
Fisher Scientific Inc., Waltham, MA, USA), with the absorption
wavelength set at A = 260 nm. All the involved reagents were of
analytical grade without further purification. All solutions were
prepared using ultrapure water. Note that there are no more
purifications were applied in our experiments.

Assembly procedure

All DNA complexes (ESI S8t) were formed by mixing the corre-
sponding single strands with equal molar concentrations of 4
UM in a total volume of 50 uL in 1x TAE/Mg”" buffer. Subse-
quently, all samples were then annealed using a polymerase
chain reaction (PCR) thermal cycler C1000 Touch (Bio-Rad
Laboratories, Inc., Hercules, CA, USA). The annealing process
involved heating the samples to 95 °C for 5 minutes, followed by
a gradual temperature decrease at a rate of —0.8 °C per minute
until reaching 23 °C.

DNA sequence design

The sequences of all strands used in the experiment, as listed in
(ESI s87), were designed through the following process: the
sequence design of the dual cross-inhibition mechanism was
guided by the sequence provided in the cross-inhibitor.** The
reporter component was designed based on the sequence and
methods employed in the catalytic system.”® The remaining
sequences were generated using NUPACK and underwent
manual modifications before being concatenated to meet the
desired specifications. These modified sequences were further
examined using NUPACK to ensure the absence of unexpected
hybridization structures (ESI Tables S1 and S21) and minimize
crosstalk between unrelated domains.*"*

Fluorescence kinetics

All spectrofluorometric measurements were conducted at 37 °C
using a real-time PCR system (CFX96 Deep Well, Bio-Rad
Laboratories, Inc., Hercules, CA, USA) equipped with a 96-well
fluorescence plate reader. Prior to the experiments, all samples
related to fluorescence experiments were kept at room
temperature. The volume of each DNA sample used was 26.67
uL.

Simulation

The simulation and dynamic analysis were conducted using
CRNSimulator, a programming platform for engineered chem-
ical systems that runs on Wolfram Mathematica 12.0. Before
running the program, the CRNSimulator Mathematica Package
(CRNSimulator.m) and its extensions (CRNSimulator-

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Extensions.m) were loaded. The stochastic perturbation
method was applied in the Fig. 3a and b, where all reaction rate
constants were subjected to random perturbations with a range
of positive and negative 30%. The codes used in the program is
listed in ESI S9.7

Conclusions

In this study, we have incorporated time as a key factor to design
and implement DNA strand-displacement circuits capable of
processing specific types of temporal information. The pivotal
component of the temporal logic circuit is the dual cross-
inhibition mechanism, which allows the circuit to achieve
high levels of inhibition and low levels of leakage. By intro-
ducing a toehold-hidden strategy, the interface-based design
enables the circuit to seamlessly cascade with other DNA-based
molecular circuits. Additionally, leveraging the annihilation
mechanism, we have proposed a method that can trade a small
amount of output signal for a high degree of inhibition, effec-
tively enhancing the circuit's overall performance.

The molecular system we propose possesses two important
characteristics. Firstly, the system is an all-DNA system, with
DNA single-strands as both inputs and outputs. This feature
facilitates the integration of this system with other existing
types of molecular circuits, including combinational logic
circuits and temporal logic circuits. Secondly, the system is
symmetric, implying that by increasing the number of inhibi-
tion nodes, the number of input and output interfaces can be
theoretically expanded.

However, in our proposed system, the inhibition pathways
are point-to-point, meaning that one inhibition signal inhibits
one substrate. To address this limitation, a signal-restoration
mechanism, akin to the winner-take-all neural networks,*® can
be introduced to achieve the one-to-many effect, enabling the
construction of a multi-node inhibitory network and facilitating
the realization of more complex temporal information pro-
cessing systems. Additionally, our research has shown that
reaction rate constants significantly impact circuit perfor-
mance. Thus, further research can introduce various rate
regulation mechanisms, like mismatch strategies, to provide
fine-tuning capabilities.

As a type of temporal logic circuit, the circuits proposed in
this study are envisaged to have utilities in the design of time-
related information processing systems, specifically in the
development of event-driven systems and systems that neces-
sitate precise timing and synchronization. Specifically, based on
the time-responsive characteristics, the circuits we proposed
could be applied to design time-aware devices and integrated
with time-related sensors. This feature provides opportunities
for developing advanced systems that dynamically respond to
temporal changes and synchronize with specific events.

Moreover, the adaptability and robustness of our temporal
logic circuit offer potential applications in the field of molecular
robotics and nanomachines. By leveraging its ability to process
temporal inputs and make precise decisions, our circuit can act
as a control module for constructing molecular machines with
sophisticated functionalities, which could autonomously

© 2023 The Author(s). Published by the Royal Society of Chemistry
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perform complex molecular computations and carry out precise
tasks at the nanoscale.

In conclusion, with the incorporation of a dual cross-
inhibition mechanism as the core component, we have ach-
ieved an effective and reliable circuit capable of distinguishing
temporal patterns of molecular signals. Its capacity holds
promise for potential applications in synthetic biology, time-
aware sensors, molecular robotics, and other areas. As we
continue our exploration and endeavor to harness the potential
of temporal information in molecular systems, our temporal
logic circuit may serve as a foundational stepping stone,
offering possibilities for the development of innovative and
intelligent molecular technologies.
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