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oscale temperature mapping
across the multi-quantum well of a light-emitting
diode in operation using vacuum null-point
scanning thermal microscopy to evaluate local
energy conversion efficiency

Hwijong Shin,† Seosi Liu† and Ohmyoung Kwon *

Electrical energy that is not converted into light in light emitting diodes (LEDs) is locally dissipated as heat in

the active layers. Therefore, by measuring the temperature distribution with nanoscale resolution across the

multi-quantum well (MQW) of an LED in operation, the effect of nanostructures inside the LED on the local

energy conversion efficiency can be observed. In this study, we first demonstrated that vacuum null-point

scanning thermal microscopy (VNP SThM) could be used to quantitatively map the two-dimensional

temperature distribution across the MQW of an LED in operation with a sufficient signal-to-noise ratio.

Subsequently, by increasing the injection current in four steps, we quantitatively mapped the

temperature distribution across the MQW at each step and observed the shift in the temperature peak

across the active layers due to the increase in injection current. The measurements of the temperature

distribution around the MQW indicate that as the injection current increased, the overall temperature

around the MQW increased significantly, and the temperature peak position shifted. These results show

that the main cause of the dissipation of electrical energy into thermal energy inside an LED changes as

the injection current increases, and the nanostructures inside an LED affect the dissipation of electrical

energy into thermal energy. The high thermal sensitivity, nanoscale resolution, and convenience of VNP

SThM may enable the direct observation of the effect of the nanostructures inside various types of

nanophotonic devices on local energy conversion even under intense localized radiation.
Introduction

Light-emitting diodes (LEDs) are energy conversion devices that
convert electrical energy into light. LEDs are rapidly replacing
existing light-emitting devices because of their high energy
efficiency, long lifespan, and low-cost mass production. For
example, gallium nitride (GaN)-based LEDs are used in a wide
range of applications such as liquid crystal display backlights,
large screen displays, and general lighting.1–3 In addition,
AlGaN LEDs can be tuned to cover nearly the entire ultraviolet
spectral range (210–400 nm), making them well suited for
applications across various elds, including the biological,
environmental, industrial, and medical elds.4 In addition,
mini-LEDs and micro-LEDs are considered the most promising
next-generation display technologies.5,6

In the research and development on LEDs, efficiency
improvement is very important, particularly at high current
densities. Current commercial LEDs exhibit considerably high
University, Seoul 136-701, South Korea.
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34238
efficiencies; however, the efficiency decreases as the injection
current increases.7–9 The main causes of efficiency droop are
Auger recombination in the quantum-well region10–13 and elec-
tron leakage into the p-doped region.14–18 However, the causes of
efficiency droop in various types of LEDs are being
investigated.19–21

To date, most studies have analyzed the cause of efficiency
droop based on modeling or by measuring the light output
outside the LED chip and analyzing the luminous efficiency,
light intensity, and wavelength. Although various theoretical
models have been developed, uncertainties still exist regarding
the leakage currents andmaterial properties used for modeling.

For example, in the case of electroluminescence measure-
ments, arbitrary assumptions about the current-injection effi-
ciency are necessary.22,23 Problems are also associated with
photoluminescence owing to the change in energy bands
according to bias and the correspondence between the excita-
tion power for photoluminescence and current injection for
electroluminescence.19 Experimental Auger electron measure-
ments showed that the appearance of Auger electron peaks
coincided with the efficiency droop.12,13 However, the Auger
electron measurement does not exclude all other factors that
© 2023 The Author(s). Published by the Royal Society of Chemistry
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may lead to an efficiency droop in LEDs, and it is still only an
indirect tool for the analysis of other factors.

In LEDs, electrical energy that is not converted into light in
the active layers dissipates locally as heat. Therefore, the direct
measurement of the temperature distribution around themulti-
quantum well (MQW) in an operating LED enables the direct
evaluation of the local energy conversion efficiency of the LED.
However, as mentioned previously, few of the measurement
studies conducted to date have performed local and direct
measurements of the energy conversion phenomenon (from
electricity to light or heat) occurring in LEDs. Direct and local
measurements of the energy conversion phenomenon are
required for a more reliable and simple analysis of the efficiency
droop phenomenon.

Because the thickness of each layer of the MQW and
surrounding epilayers is less than 100 nm, a temperature
measurement tool with nanoscale spatial resolution is required.
However, quantitatively measuring the temperature distribu-
tion around the MQW on the cross section of an operating LED
with a spatial resolution of several nanometers corresponding
to the characteristic length of the nanostructures constituting
the epilayers is challenging. At present, scanning thermal
microscopy (SThM), which is one of the few temperature
measurement tools with a nanoscale resolution (∼10 nm),
seems to be the most suitable tool for measuring the tempera-
ture distribution around the MQW on the cross section of an
LED in operation.24

However, conventional SThM, which determines
temperature/thermal properties by scanning the surface of the
sample with an SThM probe in air, cannot be used to map the
temperature locally and quantitatively because of the following
three limitations: (i) heat transfer between the probe and
sample through air, (ii) change in the contact thermal resis-
tance between the probe tip and sample surface, and (iii)
temperature perturbation of the sample due to heat ux trans-
ferred through the tip-sample contact.25 To overcome all three
limitations of conventional SThM, Chung et al. theoretically
proved and developed null-point scanning thermal microscopy
(NP SThM), which can quantitatively measure local temperature
distribution, and experimentally demonstrated its
effectiveness.26

However, in the case of an LED in operation, quantitatively
measuring the local temperature across the MQW is difficult
because heat is transferred not only through air but also via the
intense light emitted from the MQW. Jung et al. theoretically
explained that NP SThM is effective when additional heat
transfer occurs via light, and they quantitatively measured the
temperature distribution across the MQW on the cross section
of an operating LED using NP SThM under atmospheric
conditions.27

NP SThM is theoretically ideal in that it can overcome all
three abovementioned limitations; however, implementing it
under atmospheric conditions is cumbersome and affords low
measurement sensitivity. Under ambient conditions, NP SThM
requires six scans of the same scan line with the SThM probe
operating in passive and active modes, and the distance
between the probe tip and the sample changed scan by scan. For
© 2023 The Author(s). Published by the Royal Society of Chemistry
local measurement, it is necessary to quantitatively measure the
local temperature of a sample from only an extremely small heat
ux passing through the nanosized contact formed between the
tip of the probe and the sample. However, under ambient
conditions, sufficiently increasing the thermal sensitivity of
SThM probes is difficult owing to heat transfer through air.

The results of Jung et al., who measured the temperature
distribution across the MQW on the cross section of an oper-
ating LED using NP SThM under atmospheric conditions,
indicate that the signal-to-noise ratio was not sufficiently high
to obtain reliable measurements.27 The temperature distribu-
tion measured by Jung et al. had a measurement noise of 0.2–
0.5 °C; however, the height of the temperature peak measured
across the active layers was only 0.6–0.8 °C. In addition, owing
to the complexity of the measurement method that entailed
scanning the same scan line six times, Jung et al. obtained only
one-dimensional temperature proles but not two-dimensional
temperature distributions.

Cha et al. recently analyzed the measurement characteristics
of an SThM probe in vacuum and demonstrated that NP SThM
can be implemented with two scans of the same scan line, even
at a low vacuum (10−1 Torr or higher).28 Therefore, two-
dimensional imaging with NP SThM is possible in a vacuum.
More importantly, this shows that vacuum NP SThM (VNP
SThM) can improve the thermal sensitivity of the measurement
by at least 10 times compared with atmospheric NP SThM, even
at a relatively low degree of vacuum.

In this study, we rst demonstrated that VNP SThM could be
implemented with two scans, even when heat transfer occurs via
intense light emitted locally from the MQW of an operating LED.
Aer validating VNP SThM in the presence of intense localized
light emission, we obtained a two-dimensional temperature
distribution across the MQW of an LED operating at each of the
four injection current densities. In contrast to NP SThM in air,
VNP SThM measures the temperature distribution with more
than 10 times higher thermal sensitivity and signal-to-noise ratio,
enabling a reliable analysis of the effect of LED epilayer nano-
structures on local energy conversion efficiency.

Methods

NP SThM measures the temperature of the sample when the
temperatures of the probe tip and sample equalize and the heat
ux between them disappears, enabling measurement of
unperturbed temperature. If the temperatures of the tip of the
SThM probe and that of the sample surface are the same, the
temperature jump Tj (hTc − Tnc) that occurs when the tip of the
probe touches the sample surface becomes zero. Using this
principle, in a previous study, Chung et al. rigorously derived
the principal equation of NP SThM,26 as follows:

TsðxÞ ¼ Tc1ðxÞ � Tc2ðxÞ � Tc1ðxÞ
Tj2ðxÞ � Tj1ðxÞ ðTc1ðxÞ � Tnc1ðxÞÞ

¼ Tc1ðxÞ � Tc2ðxÞ � Tc1ðxÞ
ðTc2ðxÞ � Tnc2ðxÞÞ � ðTc1ðxÞ � Tnc1ðxÞÞ

ðTc1ðxÞ � Tnc1ðxÞÞ; (1)
RSC Adv., 2023, 13, 34230–34238 | 34231
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where Ts, Tc, Tnc, and Tj are the unperturbed temperature of the
sample surface, temperature measured by the SThM probe in
the contact mode, temperature measured by the SThM probe in
the nonthermal contact mode, and temperature jump, respec-
tively.26 The nonthermal contact mode is an imaginary scanning
mode, which is the same as the contact mode other than the
absence of heat transfer through tip–sample contact. The
nonthermal contact mode is imaginary in the sense that it is
impossible to eliminate heat transfer through tip–sample
contact while scanning the probe in contact mode. Obtaining
data corresponding to Tnc(x) under atmospheric conditions
actually requires two scans, as described below. In eqn (1), all
temperatures are expressed as functions of the transverse
coordinate x. Furthermore, in eqn (1), the subscripts “1” and “2”
are used to differentiate the data measured using the SThM
probe heated to two different degrees. Using eqn (1), we can
obtain the unperturbed quantitative temperature of the sample
without additional probe calibration or modeling for a specic
situation. All data for eqn (1) are measured using the SThM
probe and do not include any parameters that require calibra-
tion for estimation. The validity of eqn (1) has been demon-
strated in follow-up studies.29–31

However, as mentioned previously and detailed by Cha et al.,
six scans are required to obtain Ts(x) using eqn (1) under
ambient conditions.28 According to eqn (1), a total of 4 scans
(Tc1(x), Tc2(x), Tnc1(x), and Tnc2(x)) looks needed to calculate
Ts(x). However, because two scans are required to obtain Tnc1(x),
and Tnc2(x) under ambient conditions, respectively, a total of 6
scans are required to obtain Ts(x). To obtain Tnc(x) under
atmospheric conditions, we determined Tl(x) at h1 and Tl(x) at
h2. Tl(x) at h is the temperature prole obtained by scanning the
SThM probe along the same scan line as in the contact mode
but at a height h above the sample surface, using the topog-
raphy data obtained in the contact mode. The subscript l indi-
cates that the tip of the probe was lied off the sample surface.
Subsequently, for every x, by linearly extrapolating Tl(x) at h1
and Tl(x) at h2 with respect to h, we obtain Tl(x) at h = 0, which
corresponds to Tnc(x), as clearly demonstrated by Kim et al.32

The 6 scans required to obtain Ts(x) under ambient condi-
tions using eqn (1) can be performed in the following order:
Typically, scan SThM probe in contact mode without inten-
tionally heating the probe and obtain Tc1(x). Scan the SThM
probe along the same scan line as in the contact mode but at
a height h1 above the sample surface, using the topography data
obtained in the contact mode and obtain Tl1(x) at h1. Scan the
SThM probe along the same scan line as in the contact mode
but at a height h2 above the sample surface, using the topog-
raphy data obtained in the contact mode and obtain Tl1(x) at h2.
Heat the SThM probe to a different degree. Scan SThM probe in
contact mode and obtain Tc2(x). Scan the SThM probe along the
same scan line as in the contact mode but at a height h1 above
the sample surface, using the topography data obtained in the
contact mode and obtain Tl2(x) at h1. Scan the SThM probe
along the same scan line as in the contact mode but at a height
h2 above the sample surface, using the topography data ob-
tained in the contact mode and obtain Tl2(x) at h2.
34232 | RSC Adv., 2023, 13, 34230–34238
Recently, Cha et al. experimentally demonstrated that Ts(x)
can be obtained using eqn (1) with only two scans even at a fairly
low vacuum (∼10−1 Torr).28 Even at a fairly low vacuum, Tnc1(x)
and Tnc2(x) in eqn (1) have constant values independent of x,
and only Tc1(x) and Tc2(x) vary with x. In this case, Tnc1(x) and
Tnc2(x) assume constant values that can be measured immedi-
ately before or aer the scans for Tc1(x) and Tc2(x). Therefore, in
vacuum, Ts(x) can be obtained with two actual scans, as
opposed to measurements in air, which require six actual scans.

To conrm that Tnc(x) has a constant value independent of x
even at fairly low vacuum levels, Cha et al. experimentally
showed that Tl(x) remained constant over a certain range of h
and x when the vacuum level was sufficiently low.28 As the
degree of vacuum increases, themean free path (MFP) of the gas
molecules constituting air increases. When the MFP of the
molecules exceeded the scan size (range of x) and the range of h
used to obtain Tl(x) at h = 0, which corresponds to Tnc(x), heat
transfer via air occurs ballistically within the scan size and
range of h. When this occurs, Tl(x) becomes constant within the
scan size and range of h and is not affected by changes in x or h.
For a Tl(x) independent of x and h within a certain scan size and
range of h, any Tl(x) measured within this scan size and range of
h can be considered as Tnc(x).

However, as shown schematically in Fig. 1, in this study, we
had to measure the temperature distribution across the MQW
on the cross section of an operating LED that locally emits
intense light. We rst determined whether VNP SThM can be
implemented with two scans, as in the study by Cha et al.,28

despite heat transfer by the intense localized light emitted from
the MQW. To achieve this, conrming that, in a vacuum, Tnc(x)
had a constant value regardless of the lateral position x of the
probe tip during scanning, even in the presence of intense light
from the MQW, was necessary. As explained previously, Tnc(x)
corresponds to Tl(x) when h = 0. Therefore, we experimentally
determined the variation of Tl(x) with h and x.

Fig. 2 shows a schematic of the experimental setup for the
VNP SThM under the conditions of a controlled vacuum, the
circuit for AC heating and DC thermoelectric signal extraction
from the thermocouple of the SThM probe, and the circuit for
LED operation and injection current monitoring. The temper-
ature sensor (thermocouple) of the SThM probe is heated with
an AC bias of 100 kHz. At such a high frequency, despite AC
heating, there is no temperature oscillation corresponding to
the frequency of the AC bias in the SThM probe, owing to the
large thermal time constant of the thermocouple sensor of the
SThM probe (∼10 ms). As shown in Fig. 2, C1 blocks any
unwanted DC voltage that may exist in the AC bias and interfere
with the thermoelectric voltage generated by the thermocouple
of the SThM probe. L1 and C2 act as a low-pass lter to block the
AC bias when measuring the thermoelectric voltage generated
by the thermocouple of the SThM probe. To monitor the
injection current, the voltage across the reference resistance
(100 U) was measured during the LED operation.

The circuit for LED operation and injection current moni-
toring was electrically oated from the ground of the circuit for
AC heating and DC thermoelectric signal extraction from the
thermocouple of the SThM probe. If the circuit for LED
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Heat transfer between the tip of the SThM probe scanning
across the MQW and the cross section of an operating LED. Between
the tip of the SThM probe and the cross section of an operating LED,
radiative heat transfer occurs due to the intense light emitted locally
from the MQW, as well as conduction heat transfer through the
contact between the probe tip and the cross section of the LED. To
verify the possibility of quantitative temperature mapping around
MQW with two scans even in the presence of heat transfer via intense
light locally emitted from the MQW, the effects of the distance h
between the probe tip and the cross section of the LED and the lateral
position x of the probe tip on the temperature measured by the SThM
probe must be determined.

Fig. 2 Experimental setup for vacuum null-point scanning thermal
microscopy (VNP SThM) under controlled vacuum. The thermocouple
of the SThM probe is heated with a high-frequency (100 kHz) AC bias.
C1 blocks blocks unwanted DC voltages that may be present on the AC
bias. L1 and C2 act as a low-pass filter to block high-frequency AC bias
when measuring the thermoelectric voltage generated by the ther-
mocouple of the SThM probe. The thermoelectric voltage generated
by the thermocouple is directly amplified by an in-amp in the vacuum
chamber before passing through the feed-through to minimize
interference by external noise.
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operation and injection current monitoring is not electrically
oated from the ground of the SThM probe, the current can
suddenly ow because of the local potential difference between
the tip of the SThM probe and the LED cross section. When this
occurs, the thermocouple of the SThM probe is destroyed.

The SThM probe used in this study is the NP SThM02 probe
developed by Chae et al. The cantilever and tip of the probe are
composed of a 1.5 mm-thick silicon oxide lm. The length and
width of the cantilever of the probe are 200 mm and 20 mm,
respectively. The height of the tip is 12 mm.33 A thermocouple
junction composed of chromium and gold thin lms is located
at the apex of the tip. The diameter of the thermocouple junc-
tion is approximately 100 nm, and the tip radius of the NP
SThM02 is approximately 65 nm. The heat-resistance tempera-
ture of the thermocouple junction of the NP SThM02 probe was
∼250 °C.

In this study, an LED sample with the same structure as that
used by Jung et al. was used for comparison with the results
reported by Jung et al.27 The epilayers of the GaN-based vertical
LED used in this experiment were composed of a 2.5 mm-thick n-
GaN layer, 110 nm-thick super lattices (SLs), 80 nm-thick MQW,
45 nm-thick electron blocking layer (EBL), 60 nm-thick p-GaN
layer, and 60 nm-thick indium tin oxide (ITO) layer deposited
on a sapphire substrate. To measure the temperature
© 2023 The Author(s). Published by the Royal Society of Chemistry
distribution across the MQW of an LED using VNP SThM, the
cross section of the LED must be scanned with an SThM probe.
Therefore, as shown in Fig. 2, an LED was cleaved, attached to
a ceramic package such that the cross section of the LED was
exposed upward, and mounted on the AFM.

Fig. 3a shows Tc(x) and Tl(x) at 100 nm and Tl(x) at 300 nm
measured across the MQW of an LED operating at a current
density of 10.2 A cm−2 in vacuum (8.9 × 10−2 Torr). Tc(x)
changes between 73.5 °C and 75.5 °C depending on x. However,
Tl(x) at 100 nm and Tl(x) at 300 nm both maintain a nearly
constant value of ∼82.7 °C. If Tl(x) has a constant value
regardless of x, Tnc(x) corresponding to Tl(x) at h = 0 also has
a constant value regardless of x.

Therefore, the measurement results shown in Fig. 3a indi-
cate that only Tc1(x) and Tc2(x) depend on x in eqn (1), even
across the MQW on the cross section of the LED that locally
emits intense light. In addition, Tl(x) at 100 nm and Tl(x) at
300 nm almost overlap. This indicates that Tl(x) has a negligible
dependence on h within this range. Hence, with two scans
(Tc1(x) and Tc2(x)) using VNP SThM, the temperature distribu-
tion across the MQW of the LED in operation can be obtained.

If Tl(x) varied with x experimentally, this would also be a very
interesting result. As explained by Jung et al., eqn (1) is valid
even when there is heat transfer by radiation.27 In addition, as
demonstrated experimentally by Cha et al., Tl(x) is independent
of x when there is no heat transfer by local intense radiation in
RSC Adv., 2023, 13, 34230–34238 | 34233
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Fig. 3 Dependence of Tl(x) and Tc(x) on x and h on the cross section of
an LED in operation at the current density of 10.2 A cm−2 in vacuum
(8.9 × 10−2 Torr). (a) Dependence of Tl(x) and Tc(x) on x. Tc(x) shows
a distinct dependence on x; Tl(x) shows little dependence on x except
for measurement noise. (b) Dependence of Tl(x) and Tc(x) on h. A
negative temperature jump Tj (h Tc − Tnc) occurs instantaneously
when the tip of the SThM probe touches the cross section of the LED.
This means that the temperature of the probe tip is higher than the
temperature of the cross section of the LED. Until the tip of the SThM
probe touches the cross section of the LED, Tl(x) increases slowly with
decreasing h.

Fig. 4 Measured external quantum efficiency (EQE) of the LED. The
measured EQE is normalized by the EQE at a current density of 3.48 A
cm−2, where the EQE reaches its peak. The grey area is the normal
operation range. (Reproduced from ref. 27 with permission from
American Institute of Physics).
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vacuum.28 Therefore, the change in Tl(x) with x in vacuum
should be due to the spatial change in local radiation. This
would havemeant that the spatial variation in the light intensity
emitted from the MQW could be measured by the SThM probe
with nanoscale resolution. However, no change in Tl(x) with x
due to the spatial change of local radiation was observed.

When the LED is turned off, Tl(x) does not depend on x or h,
as in the case of Cha et al., and remains almost constant at
∼40 °C. A temperature rise of∼20 °C above room temperature is
attributable to the heating of the SThM probe by the red laser
used for position control.

Fig. 3b shows the temperature measured by the SThM probe
and the deection of the SThM probe as a function of the
distance h between the tip of the SThM probe and the cross
section of the LED when the LED is operated with an injection
current of 10.2 A cm−2 at a vacuum of 8.9 × 10−2 Torr. By
denition, Tl corresponds to Tnc immediately before the tip of
the SThM probe touches the sample (h = 0), and Tl corresponds
to Tc immediately aer the tip touches the sample. The negative
value of the temperature jump Tj (h Tc − Tnc) that occurs when
34234 | RSC Adv., 2023, 13, 34230–34238
the tip of the SThM probe touches the sample indicates that the
temperature of the tip is higher than the temperature of the LED
cross section. As shown in Fig. 5b and 6b, the actual tempera-
ture of the epilayers on the cross section of an LED in operation
at an injection current of 10.2 A cm−2 measured using the VNP
SThM varies between 35 and 40 °C depending on x. This means
that the temperature on the cross section of the LED during
operation is not high at this current density; however, the tip of
the SThM probe is heated to a temperature higher than that of
the cross section by the light emitted from the MQW.

According to the measurement results shown in Fig. 3b, Tl
decreases slowly as the distance h between the tip of the SThM
probe and the cross section of the LED increases. Cha et al.
observed negligible dependence of Tl on h. However, in this
case, the dependence of Tl on h was small but observable. This
is because the heating of the probe tip by the light emitted from
the MQW gradually decreases as h increases. The reason for the
decrease in heating of the tip is presumed to be that the solid
angle of the tip to the MQW decreases as h increases. Therefore,
in this study, the same experiment as that shown in Fig. 3b was
performed as required, and Tl at h = 0, indicated by the dotted
line in Fig. 3b, was set to Tnc.

As demonstrated above, the measurement results in Fig. 3a
conrmed that Tnc(x) had a constant value regardless of the
lateral position x of the probe tip during scanning, even in the
presence of intense light from the MQW. Therefore, as in the
case of Cha et al., Ts(x) can be obtained using eqn (1) with only
two scans even at a fairly low vacuum (∼10−1 Torr).28 However,
unlike the case of Cha et al., as shown in Fig. 3b, it is conrmed
that the dependence of Tnc(x) on h is weak but can exist.

Therefore, in this study, the 2 scans required to obtain Ts(x)
in vacuum (8.9 × 10−2 Torr) using eqn (1) is performed in the
following order: Scan SThM probe in contact mode without
intentionally heating the probe and obtain Tc1(x). Measure the
temperature using the SThM probe as a function of the distance
h between the tip of the SThM probe and the cross section of an
LED in operation and obtain Tnc1(x), which is the temperature
© 2023 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ra06062d


Fig. 5 Two-dimensional graphs of Tc1, Tc2, and Ts obtained at four injection current densities. Ts is obtained by substituting Tc1 and Tc2 alongwith
Tnc1 and Tnc2 measured separately into eqn (1). (a) At 3.48 A cm−2, Tnc1= 49.7 °C and Tnc2= 63.9 °C. (b) At 10.02 A cm−2, Tnc1= 82.7 °C and Tnc2=
115.8 °C. (c) At 15.38 A cm−2, Tnc1 = 96.1 °C and Tnc2 = 103.6 °C. (d) At 22.09 A cm−2, Tnc1 = 120.0 °C and Tnc2 = 129.3 °C. Tc1 and Tc2 appear
qualitatively similar to Ts in their changes. However, Tc1 and Tc2 differ from Ts in the magnitude of change, rate of change, and absolute value.
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measured immediately before the tip of the SThM probe
touches the sample (h = 0). Heat the SThM probe to a different
degree. Scan SThM probe in contact mode and obtain Tc2(x).
Measure the temperature using the SThM probe as a function of
the distance h between the tip of the SThM probe and the cross
section of an LED in operation and obtain Tnc2(x).

Result

We demonstrated that VNP SThM could be performed with two
scans across the MQW on the cross section of the LED in
operation and measured the change in the two-dimensional
temperature distribution across the MQW as the injection
current was increased systematically over four stages.

As shown in Fig. 4, the external quantum efficiency (EQE) of
the LED used in this study peaks at an injection current of 3.48
© 2023 The Author(s). Published by the Royal Society of Chemistry
A cm−2 and then decreases as the injection current increases.
We measured the temperature distribution around the MQW at
four injection current densities: 3.48, 10.02, 15.38, and 22.09 A
cm−2, where the EQE was measured.

Two-dimensional graphs of Tc1, Tc2, and Ts obtained at four
injection current densities are shown in Fig. 5. Ts is obtained by
substituting Tc1 and Tc2 along with Tnc1 and Tnc2 measured
immediately before or aer performing the scans, for Tc1 and
Tc2 in eqn (1).

As shown in Fig. 5, Tc1 and Tc2 appear qualitatively similar to
Ts in their changes. However, the magnitude of change, rate of
change, and absolute values of Tc1 and Tc2 are signicantly
different from those of Ts, which is the actual surface temper-
ature obtained from eqn (1). This is because Tc1 and Tc2 are
affected by not only the local heat transfer through the contact
between the tip of the probe and cross section of the LED but
RSC Adv., 2023, 13, 34230–34238 | 34235
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Fig. 6 One-dimensional temperature distributions obtained by
superimposing the two-dimensional temperature distributions across
the multi-quantum well (MQW) of a light-emitting diode (LED) in
operation with respect to the position of the nanostructures consti-
tuting the epi-layers at four different injection current densities: (a)
3.48, (b) 10.02, (c), 15.38, and (d) 22.09 A cm−2. In the cases of current
densities at 3.48 and 10.02 A cm−2, the temperatures of the SL and p-
GaN regions, which have high electrical resistance, appear high. At
a current density of 15.38 A cm−2, the overall increase in temperature is
significant, whereas the location of the temperature peak occurs in the
MQW, as indicated by the red dashed circle. At a current density of
22.09 A cm−2, the temperature peaks not only in the MQW but also
near the interface between the MQW and electron-blocking layer, as
indicated by the red dashed circles.
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also the light emitted from the MQW, red laser required for
position control, and electrical heating of the probe. In addi-
tion, even the temperature signal due to local heat transfer
through the contact between the tip of the probe and LED cross
section is inuenced by not only the local temperature of the
LED cross section but also the local contact thermal resistance
and local spreading thermal resistance of the sample. However,
34236 | RSC Adv., 2023, 13, 34230–34238
as previously mentioned, eqn (1) enables the quantitative
measurement of the unperturbed temperature of the sample,
even when there is heat transfer through air or by light, and the
contact thermal resistance between the tip of the probe and the
sample and the spreading thermal resistance of the sample are
unknown and change. Therefore, when analyzing the temper-
ature distribution across the MQW of an LED during operation,
Tc is not appropriate, and Ts must be used.

In principle, because the active layers of the LED used in this
study have a one-dimensional structure, the temperature
distribution across the MQW of the LED should also be a func-
tion of x. However, the measured temperature distributions
shown in Fig. 5 are not completely one-dimensional. This is
primarily because the roughness of the cross-sectional surface
causes measurement noise. Previously, Cha et al. experimen-
tally demonstrated that the VNP SThM could be used to
measure the unperturbed quantitative temperature distribution
regardless of the topography.28 However, the roughness of the
sample surface still seems causing noise in the measurement
owing to the irregularity of the tip–sample contact. In the
process of exposing the LED cross section through cleaving, we
attempted to obtain as at a cross section as possible; however,
the resulting LED cross section was not completely at.

The temperature distributions in Fig. 5 show that the overall
temperature across the MQW of the LED increased as the
current density increased, and the location of the temperature
peak shied signicantly. For a more facile analysis of the effect
of the nanostructures constituting the epilayers on the change
in the temperature distribution with increasing current density,
the two-dimensional temperature distribution at each current
density in Fig. 5 is superimposed with respect to the positions of
the nanostructures constituting the epilayers. Furthermore, the
temperature distribution is redrawn into a one-dimensional
temperature distribution, as shown in Fig. 6.

At a current density of 3.48 A cm−2, as shown in Fig. 6a, the
temperature across the MQW of the LED is low overall, and the
temperatures in the MQW and n-GaN regions are the lowest.
This may be because the rate at which the current injected into
the MQW is dissipated as heat is small because the EQE is
maximum at this current density. By contrast, the temperatures
of the SL and p-GaN regions are relatively high because the
electrical resistance of these regions is relatively high.

At a current density of 10.02 A cm−2, as shown in Fig. 6b, the
overall increase in temperature is ∼5 °C, in contrast to the case
of a current density of 3.48 A cm−2, and the temperature
distribution is similar to that at a current density of 3.48 A cm−2.
At this current density, the rate at which the current injected
into the MQW dissipates as heat remains still low.

At a current density of 15.38 A cm−2, as shown in Fig. 6c, the
overall increase in temperature is considerable, ∼50 °C, in
contrast to the case of a current density of 10.02 A cm−2. The
signicant overall temperature increase indicates that the rate
at which the injected current dissipates as heat increases
signicantly. The temperature distribution was also consider-
ably different from that at a current density of 3.48 A cm−2 or
the one at 10.02 A cm−2. At the two relatively low current
densities, the temperature was relatively high in the SL and p-
© 2023 The Author(s). Published by the Royal Society of Chemistry
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GaN regions. However, in this case, the temperature peaked
distinctly in the MQW. The signicant change in the relative
temperature distribution indicates that the main cause of the
dissipation of electrical energy as heat has changed. As the
current density increases, the proportion of electrical energy
dissipated as heat increases to a greater extent in the MQW
region than in the SL and p-GaN regions.

At a current density of 22.09 A cm−2, as shown in Fig. 6d, the
overall increase in temperature is∼25 °C, in contrast to the case
of a current density of 15.38 A cm−2. The relative temperature
distribution is somewhat different from that at a current density
of 15.38 A cm−2. At a current density of 15.38 A cm−2, the
temperature peaks only in the MQW region; however, in this
case, the temperature peaks not only in the MQW region but
also near the interface between the MQW region and EBL. This
is probably due to the leakage current. As the current density
increases, the rate of electrons owing through the MQW into
the EBL increases, resulting in an increased rate of phonon
generation in the EBL, and consequently, a temperature peak
near the EBL.

Conclusions

In this study, we rigorously demonstrated that VNP SThM could
quantitatively map two-dimensional temperature distribution
with high thermal sensitivity and nanoscale resolution, even in
the presence of locally varying strong light emissions, such as
the cross section of an operating LED. Subsequently, using VNP
SThM, we mapped the temperature distribution around the
MQW on the cross section of an LED in operation for each
injection current while increasing the injection current of the
LED in four steps. The measurement results of the temperature
distribution around the MQW clearly show that as the injection
current increased, the overall temperature around the MQW
increased signicantly, and the temperature peak position
shied. These results directly show that the main cause of the
dissipation of electrical energy into thermal energy inside the
LED changes as the injection current increases, and the nano-
structures inside the LED affect the dissipation of electrical
energy into thermal energy. We anticipate that the high thermal
sensitivity, nanoscale resolution, and convenience of VNP SThM
will enable the direct observation of the effect of nanostructures
inside various types of nanophotonic devices on local energy
conversion even under intense localized radiation.
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