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machine-learning force fields for
the accurate description of molecular condensed-
phase systems†

Moritz Thürlemann and Sereina Riniker *

Electronic structure methods offer in principle accurate predictions of molecular properties, however, their

applicability is limited by computational costs. Empirical methods are cheaper, but come with inherent

approximations and are dependent on the quality and quantity of training data. The rise of machine

learning (ML) force fields (FFs) exacerbates limitations related to training data even further, especially for

condensed-phase systems for which the generation of large and high-quality training datasets is difficult.

Here, we propose a hybrid ML/classical FF model that is parametrized exclusively on high-quality ab

initio data of dimers and monomers in vacuum but is transferable to condensed-phase systems. The

proposed hybrid model combines our previous ML-parametrized classical model with ML corrections for

situations where classical approximations break down, thus combining the robustness and efficiency of

classical FFs with the flexibility of ML. Extensive validation on benchmarking datasets and experimental

condensed-phase data, including organic liquids and small-molecule crystal structures, showcases how

the proposed approach may promote FF development and unlock the full potential of classical FFs.
1. Introduction

An accurate description of the physical interactions between
atoms in condensed-phase molecular systems remains one of
the biggest challenge in computational chemistry. Electronic
structure methods are in principle able to describe properties of
such systems reliably.1,2 However, access to long time-scales and
large systems is severely limited by the associated computa-
tional cost. Due to the computational complexity of electronic
structure methods, this issue is unlikely to be resolved solely by
additional computational power in the near future.3 As a solu-
tion, approximate methods, such as force elds (FFs)4 or semi-
empirical quantum chemistry methods, have been developed.5,6

Especially FFs enable routine access to large systems at micro-
second time scales.7 However, approximations inherent to FFs
and semi-empirical methods limit their ability to describe
certain interactions, for instance polarization.8,9

With the development of machine learning (ML) potentials
during the last decade (see e.g. refs. 10–13), a new paradigm has
emerged for the computational study of atomic systems.
Thanks to the fast-paced development of underlying architec-
tures, ML potentials achieve now routinely errors on training
sets and validation sets comparable to the errors of the refer-
ence method itself.14–20 However, existing models are still
nces, ETH Zürich, Vladimir-Prelog-Weg 2,
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limited by their robustness for long prospective simulations,
transferability, and computational cost.21,22 Especially the
ability to transfer from small systems in vacuum, i.e., mono-
mers and dimers, to diverse condensed-phase systems has, to
our knowledge, not been demonstrated yet. In practice,
extending the sampling of accurate electronic structure
methods with ML could be one of the most interesting use cases
for ML potentials.23,24

Transferability from the gas phase to the condensed phase is
essential due to the computational cost associated with the
generation of large training sets with highly accurate reference
methods. With increasingly accurate ML models, the quality of
the reference method becomes decisive as the model itself will
no longer be the leading error source. As an exemplary use case,
special attention is given to molecular crystals in this work.
Crystal structure prediction (CSP), i.e., the prediction of the
spatial arrangement of atoms in the crystalline phase given
a chemical or structural formula, has been a long-standing
challenge in physical sciences.25–28 As demonstrated in the sixth
CSP blind test,29 successful prediction and ranking of crystal
structures does not only hinge on the ability to accurately
predict the lattice energy. Instead, the importance of entropic
contributions, and possibly to a lesser degree nuclear quantum
effects, has emerged.30–34 Obtaining a good estimate of these
contributions requires, however, extensive sampling.

In this study, we build on the developments and results
proposed in previous work and extends the formalism proposed
in ref. 35. As the most important addition, we introduce a ML-
parametrized two-body potential to improve the description of
Chem. Sci., 2023, 14, 12661–12675 | 12661
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Fig. 1 Classification of classical intermolecular interactions. (left)
Classical fixed-charge FF with point charges and a Lennard-Jones
potential. (middle) Classical polarizable FF such as AMOEBA39 with the
additional inclusion of polarization (N, 1) and atomic multipoles (2, (0,
1, 2)). (right) Model proposed in this work, which includes a three-body
dispersion term (3, 1) and a pairwise ML potential (2, (0, 1, 2)) compared
to the polarizable FF. The pairwise ML potential can account for
directional interactions in a systematic manner.
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short-range interactions. This two-body potential incorporates
directional information through the use of static multipoles
and induced dipoles. Such generic ML n-body potentials could
greatly facilitate the development of potentials for situations
where classical approximations break down or in cases where
the derivation of an analytic functional form is difficult. At the
same time, interpretability is retained to a large degree.

In this work, particular emphasis is put on the transferability
from small and isolated systems to large systems in the
condensed phase. We argue that this size-transferability
provides not only a strong signal that the model predicts
interactions in accordance with underlying physical laws, but
also enables parametrization on high-quality data which is
typically only available for small systems. At present, size-
transferability is possibly the most overlooked property for ML
potentials, which are either only trained and applied to small
systems where such effects are not apparent, or which are only
trained and applied to condensed-phase systems, possibly
obscuring this limitation. To achieve this goal, the proposed
model relies on existing classical models, which describe the
interactions between atoms where possible, such as classical
dispersion models and multipole electrostatics. ML comes into
play to (i) parametrize these classical models, and (ii) to replace
and correct the classical description. The former takes advan-
tage of the automatic differentiation based parametrization
framework described in previous work.35 Automatic differenti-
ation has emerged as a powerful tool in computational science,
permitting efficient gradient-based parametrization of physical
models.36–38 The latter is used to introduce a higher degree of
exibility, which is necessary for situations where classical
approximations break down, for instance at short distances and
large overlaps.

2. Theory
2.1 Model overview

We assume a classical description of atomic interactions.
Within this formalism, molecules are described as graphs with
nodes corresponding to atoms and edges to covalent bonds.
This notion allows for the denition of learned atom types
following the formalism that we proposed in our previous work
on graph neural network (GNN) parametrized FFs.35 At the same
time, the classical description permits a separation into inter-
molecular and intramolecular interactions.

Taking advantage of this separation, an intramolecular
potential was parametrized on energies, gradients, and multi-
poles (MBIS40) of isolated molecules on PBE0/def2-TZVP level of
theory.41–43 For the treatment of intermolecular interactions, an
additional separation of long-range and short-range interac-
tions is introduced. We assume that long-range interactions,
including electrostatics, polarization, and dispersion, are
accurately captured by classical models using atomic multi-
poles and polarizabilities,44,45 and the D3 dispersion correc-
tion.46,47 As these descriptions break down at short distances,
a number of classical models have been put forward in recent
years,48,49 which resolve this limitation, for instance through the
use of charge-penetration models for the description of short-
12662 | Chem. Sci., 2023, 14, 12661–12675
range electrostatics.50 Here, a pairwise ML potential is adopted
as an alternative. Within a classical formalism, potentials can
be classied according to the information used as input feature
(Fig. 1). We follow a classication based on two fundamental
dimensions: the degree of directional information (angular
momentum) and the number of particles (many-body order)
involved in the interaction.

Thanks to their exibility, ML potentials can be parame-
trized in a systematic manner according to the proposed cate-
gorization. In this work, we limit ourselves to an anisotropic
pairwise ML potential, which is applied to intermolecular atom
pairs at short distances in addition to dispersion, electrostatic,
and polarization interactions. We will refer to this model as
ANA2B, i.e., an anisotropic, non-additive FF in combination
with a two-body ML potential.

As input features, pairwise distances, atom types, and the
interaction coefficients of static and induced multipoles are
used. A more detailed description of these features is given in
Section 2.5.3. The pairwise intermolecular interaction is trained
on neutral systems of the DES5M dataset,51 which includes
intermolecular potentials of small molecule dimers obtained
with spin-network-scaled MP2 (SNS-MP2).52–54 At present,
DES5M is the largest dataset of high-quality intermolecular
interactions. Since datasets of similar quality are not available
for condensed-phase systems, we limit ourselves to DES5M for
intermolecular interactions of dimers and PBE0/def2-TZVP for
intramolecular interactions of monomers (see Section 2.5), with
the aim to develop a model that can transfer from these small
systems to the condensed phase.
2.2 Molecular graphs and atom types

The notion of atom types used as part of the proposed model
relies on the formalism proposed in ref. 35. This formalism
makes use of atom types, which are learned from molecular
graphs, i.e., graphs that do not include information about the
geometry of amolecule but only its covalent bonds. Graphs were
constructed in the same manner as described in ref. 35. We will
refer to these molecular graphs as Gmol: Atom types extracted
from these molecular graphs are used as input features for
subsequent tasks. The atom type of atom i is dened as an n-
© 2023 The Author(s). Published by the Royal Society of Chemistry
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dimensional feature vector hi
n ˛ Rn where the superscript n

indicates the order, i.e., h0 corresponds to the element itself, h1

to an atom type that incorporates information about the
immediate neighbours, and so on. Atom types are learned as
part of the training process with a message passing GNN as
proposed in ref. 55.
2.3 Geometric graphs

The models for the prediction of atomic multipoles and the
correction to the intramolecular potential VDML use geometric
information. These graphs were constructed by including an
edge between all atoms, which were <5 Å apart. Following the
approach described by Gasteiger et al.,56 distances were encoded
with 20 Bessel functions and enveloped with a cutoff function to
ensure a smooth cutoff. Element types were encoded as one-hot
vectors serving as initial node features.
2.4 Message passing graph neural networks

Given a molecular or geometric graph G ¼ ðV ;EÞ with nodes V
and edges E as described above, message passing can be dened
as,57,58

hi
lþ1 ¼ fh

 
hi

l ;
X
j˛NðiÞ

fe

�
hi

l ; hj
l ; uij

�!
; (1)

where hi
l ˛ Rn describes the hidden-feature vector of node vi

aer l iterations, uij ˛ Rn the edge feature of edge eij between
node i and j, andN(i) denoting the set of neighbours of vi. fe and
fh refer to edge and node update functions. The superscript l
denotes the current message passing iteration. In this context,
geometric and molecular graphs used in this work differ by the
denition of N(i) and the edge feature uij.
2.5 Energy decomposition

Essential to the ANA2B model is a decomposition of interac-
tions, which aims to follow a physically motivated classical
description of interatomic interactions where possible.
Remaining interactions are treated as corrections parametrized
by ML models. The decomposition achieves two goals: rst, the
total potential energy is separated into manageable pieces.
Second, the resulting interactions are interpretable. Here,
a brief description of the involved interaction terms is given.
Based on the classical description assumed in this work,
interactions are separated into purely intermolecular and purely
intramolecular contributions, as well as dispersion interactions
(D3),

Vtotal = Vintra + Vinter + VD3. (2)

Dispersion interactions VD3 are described with the D3 disper-
sion correction46 using Becke–Johnson damping with parame-
ters for PBE0,47,59 and are applied to both intramolecular and
intermolecular interactions.

The purely intramolecular term Vintra is described in the
ANA2B model by a ML potential, referred hereaer as VDML.
This ML potential was trained on energies and gradients of
© 2023 The Author(s). Published by the Royal Society of Chemistry
small molecules using PBE0/def2-TZVP as the reference
method.

The purely intermolecular term Vinter consists of

Vinter = VES + Vpol + VDSR. (3)

where Vpol refers to the polarization energy and VDSR to the
short-range two-body ML correction. A detailed description of
the intermolecular terms is given in the following paragraphs.

2.5.1 Electrostatics. Long-range intermolecular electro-
static interactions are described with atomic multipoles. We
made use of our previously introduced formalism for the
prediction of atomic multipoles60 based on MBIS atomic
multipoles40 up to the quadrupole and atomic volumes. Here,
the model is re-trained and improved based on the model
architecture described in ref. 61. Implementation of the elec-
trostatic interaction and Ewald summation follows the
formalism outlined in refs. 62–65. The interaction of point
multipoles at site i and site j is decomposed in terms of order l,62

VES ¼
X4
l¼0

Bl

�
rij
�
Gl
�
~rij
�
; (4)

with multipole interaction coefficients Gl(~rij) and the radial
functions Bl(rij) dened as62

Bl

�
rij
� ¼ ð2l � 1Þ!!

r2lþ1
; (5)

with !! refering to the double factorial. Note that intramolecular
electrostatic interactions are contained in VDML (see above).

2.5.2 Polarization. A description of polarization is intro-
duced through the Applequist model44 including Thole damp-
ing45 as the energy resulting from placing the molecule in the
electric eld produced by the static multipoles,

Vpol ¼ �1

2
mindEstatic; (6)

where mind refers to the self-consistently converged induced
dipoles, and Estatic to the electric eld produced by the static
multipoles. Estatic is not damped and includes only intermo-
lecular contributions. Induced dipoles m are obtained as

mind = B−1Estatic (7)

via inversion of the 3N × 3N polarizability matrix B,66

B ¼
(
aij

�1 for i ¼ j

�Tij for isj
(8)

with the atomic polarizability ai and the elements Tij of the
dipole–dipole interaction matrix. These elements Bij are dam-
ped with the damping proposed by Thole,

fThole = 1 − exp(−auij
3) (9)

using a damping factor a and the polarizability-normalized
distance

uij ¼ rij�
aiaj

�1
6

: (10)
Chem. Sci., 2023, 14, 12661–12675 | 12663
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The damping factor a is set to 0.39 as in the AMOEBA FF.39 For
the rst order polarization model ANA2B1, mind was obtained as

mi,ind = ai × Ei,static, (11)

i.e., taking only the direct polarization into account. Thole
damping is not applied to the direct polarization term. Periodic
boundary conditions are introduced through the Ewald
summation formalism described in ref. 67. The reciprocal space
contribution is neglected for the mutual polarization term.

Static atomic dipole polarizabilities are obtained as

ai = a0× hr3i × fa(hi
2), (12)

where a0 is the polarizability of the isolated element, and hr3i
the ratio between the atomic volume of the isolated atom and
the atom in themolecule analogous to the Tkatchenko-Scheffler
model.68 Finally, an atom type derived scaling factor fa(hi

2) is
introduced to calibrate the polarizabilities with respect to the
dataset published in ref. 69. Atomic volumes hr3i are predicted
by the same model that predicts the atomic multipoles, i.e., for
the isolated molecule using MBIS atomic volumes40 as the
reference.

2.5.3 Short-range correction (DSR). Instead of developing
corrections for short-range phenomena such as charge pene-
tration, a ML-parametrized pairwise interaction is proposed.
This short-range pairwise potential is composed of the
following terms,

VDSR = Vex,static + Vex,ind + Vatt, (13)

and is applied to all intermolecular atom pairs within a distance
of 6.5 Å.

The repulsive terms Vex,static and Vex,ind build on the orbital
overlap model proposed by Salem70 and extended by Murrell
et al.,71 which describes the exchange energy as a function of the
orbital overlap S2,

Vex ¼ K1S
2

r
þ K2S

2

r2
: (14)

Attractive contributions to the short-range interaction due to
charge transfer and charge-penetration effects are introduced
as

Vatt = −KS2 (15)

Parameters for these interaction terms (coupling parameters K
and overlaps S2) are parametrized by a ML model. The input
features are described in the following.

� Pairwise atom types: features obtained from molecular
graphs Gmol described in Section 2.2 are symmetrized as hij

l =

fh(hi
l,hj

l) + fh(hi
l,hj

l). For the short-range correction, only rst-
order atom types are used. These will be referred to as hij

1. Only
rst-order atom types are used to avoid overtting as multipoles
already include information about the environment.

� Distance features: distances are encoded with ve Gauss-
ians exp(−arij

2) with logarithmically spaced a ˛ 0.1, 1 Å−2.
Preliminary work (data not shown) indicated that Bessel
12664 | Chem. Sci., 2023, 14, 12661–12675
functions, which are frequently used to encode distances,
induce oscillations in the pairwise potential. The Gaussians are
centered at 0 to avoid this behaviour. These features will be
referred to as dij.

� Anisotropic features: anisotropy is introduced based on the
atomic multipoles Mk of order k as the symmetrized multipole–
multipole interaction coefficients,62

g0 ¼ Mi
0 �Mj

0

g1 ¼ Mi
0 � �Mj;a

1~rij;a
��Mj

0 � �Mi;a
1~rij;a

�
g2 ¼

�
Mi;a

1~rij;a
�� �Mj;a

1~rij;a
�

g3 ¼ Mi;a
1Mj;a

1

g4 ¼
�
Mi;ab

2~rij;a
�
b
Mj;b

1 � �Mj;ab
2~rij;a

�
b
Mi;b

1

g5 ¼ Mj
0 � �Mi;ab

2~rij;ab
�þMi

0 � �Mj;ab
2~rij;a

�
g6 ¼ Mi;ab

2Mj;ab
2

g7 ¼
�
Mi;ab

2~rij;a
�
b

�
Mj;ab

2~rij;a
�
b

g8 ¼
�
Mj;ab

2~rij;ab
�� �Mi;ab

1~rij;a
�� �Mi;ab

2~rij;ab
�� �Mj;a

1~rij;a
�

g9 ¼
�
Mi;ab

2~rij;ab
�� �Mj;ab

2~rij;ab
�
:

(16)

In this context, scalar multiplication is indicated by × and
contractions are performed over the Cartesian components
indicated by the greek indices.~rij,ab refers to the tensor product
of the Euclidean vector~rij,a =~rj −~ri with itself. Vectors~rij,a are
normalized. Two types of features are used. The rst type is
calculated without inclusion of the induced dipoles, i.e., (M0,
M1, M2), whereas the second includes the contribution of the
induced dipoles, i.e., (M0, M1 + mind, M

2). These features will be
referred to as gij,static and gij,ind, respectively.

Using the above features, the orbital overlaps S2 are param-
etrized by an articial neural network (ANN) fS2 as,

Satt
2 ¼ fS2 ;static

�
hij

1; dij; gij;static
�

Sex;ind
2 ¼ fS2 ;ind

�
hij

1; dij ; gij;ind
�

Sex;static
2 ¼ fS2 ;static

�
hij

1; dij ; gij;static
� (17)

Overlaps sharing the same input features, i.e., Satt
2 and Sex,static

2,
are predicted by the same model.

Coupling constants K are predicted as

K = fK(hij
l,dij), (18)

that is without including the anisotropic features. Independent
coupling constants are predicted for each term using the same
model. Overlaps and Gaussian distance features are multiplied
with a switching function to guarantee a smooth cutoff,72

fswitchðxÞ ¼ 1� 6x5 þ 15x4 � 10x3

xðrÞ ¼ ðr� rswitchÞ
ðrcut � rswitchÞ

(19)

with distance r, cutoff rcut, and switching distance rswitch. The
switching distance is set to rcut − 1 Å.

3. Methods
3.1 Models and training procedure

Several ML models were used in this work. An overview is given
in Fig. 2. If not mentioned otherwise, ANN parametrized func-
tions f were constructed from two fully connected feed-forward
© 2023 The Author(s). Published by the Royal Society of Chemistry
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layers of size 128 using the Swish activation function.73 The
GNNs used to extract features of molecular graphs Gmol

employed a node-embedding and edge-embedding layer and
message passing layers consisting of a single feed-forward layer
of size 64. Each model was trained separately on its respective
target. If not noted otherwise, models were optimized with
Adam74 using an exponentially decaying learning rate ˛ [5 ×

10−4, 1 × 10−5].
3.1.1 Multipoles and atomic volumes. MBIS multipoles on

a PBE0/def2-TZVP level of theory were predicted using our
previously introduced formalism for an equivariant multipole
GNN.60 In addition, the MBIS atomic volume ratio was included.
The message passing formalism described in ref. 60 was
replaced with the AMP formalism described in ref. 61. For
training, the dataset generated in ref. 60 was used and extended
with conformations sampled with molecular dynamics (MD) to
improve coverage of off-equilibrium conformations. MD simu-
lations were performed with xTB (version 6.4.1)6 using the GFN-
1 Hamiltonian.75 A seed conformation for MD was generated
with the ETKDG conformation generator76 as implemented in
the RDKit.77 MD simulations were carried out in the NVT
ensemble for n× 100 ps, with integration steps of 0.5 fs at 800 K
without any constraints. If not stated otherwise, default settings
(sccacc = 2, hmass = 4 a.u.) were used. n was determined based
on the number of heavy atoms in the molecule (<5: n = 16, <7: n
= 8, <Z < 11: n = 4, >10: n = 2). Snapshots were written out every
100 ps. The n + 1 conformations, including the xTB GFN-1
minimum structure, obtained in this manner served as input
for the following single-point calculations. Single-point gradi-
ents were evaluated for each structure with PBE0/def2-TZVP41–43

using PSI4 (version 1.4).78,79 MBIS multipoles40 and volumes
were obtained with PSI4.80 If not stated otherwise, default PSI4
settings were used (energy and density convergence threshold
10−8 a.u.). Data for 1 514 462 conformations for a total of 451
973 unique molecules were obtained in this way.

3.1.2 ML correction. The ML correction was used to
describe intramolecular interactions except for the contribution
of the D3 dispersion model. The DML potential is based on the
AMP architecture proposed in ref. 61. However, instead of
a single set of multipoles, a total of 32 independent sets of
Fig. 2 Overview of the ANA2B model. Dotted lines refer to features
that depend on the geometry while bold lines to features based on
molecular graphs. Blue components refer to intermolecular interac-
tions, red to intramolecular interactions, and grey to shared
interactions.

© 2023 The Author(s). Published by the Royal Society of Chemistry
multipoles up to the quadrupole were expanded on each atom.
Note that these multipoles serve only as a tool to introduce
directional interactions, unlike the electrostatic multipoles
used for VES. Three message passing steps were employed with
a cutoff of 5 Å. Themodel was trained over 2048 epochs on PBE0
potential energy and gradients. The model was trained on the
same dataset used to train the multipole model. Gradient
norms were clipped to norm 1. During each epoch, 1028
samples were presented. Each sample consisted of a batch of all
conformations of ve molecules. The model was trained on
weighted relative energies and gradients,

L DML ¼ wi � ð1� bÞ � �DVref � DVML

�2 þ b

3N

XN
i

�
X3
a

�
vVref

vxi;a

� vVML

vxi;a

�2

: (20)

DVML and DVref refer to the relative energies, i.e., the difference
between the energy of a conformation i and a conformation j
serving as a reference point DV = Vi − Vj. b was set to 0.9.
Weights wi were dened as,

wi ¼ exp

�
� Vmin � Vi

kBTN

�
; (21)

where Vmin is the energy of the conformation with the lowest
energy of a given molecule, and N the numbers of atoms. T was
set to 2000 K. Only molecules with more than one possible
conformation and conformations with negative atomization
energies and with maximum gradient components #2000 kJ
mol−1 Å−1 were used.

3.1.3 Short-range correction. The short-range pairwise
potential VDSR was trained on the intermolecular potentials of
dimers in vacuum from the DES5M dataset.51 A cutoff of 6.5 Å
was used for this interaction. As an exception, a cutoff of 5.5 Å
was found to be optimal for the ANA2B0 model, i.e., the model
without any polarization interactions. The model was trained
over 512 epochs. Gradient norms were clipped to norm 1.
During each epoch, 2048 samples were presented. Each sample
consisted of all congurations of a given dimer. The mean
squared error (MSE) between the predicted intermolecular
potential and the reference (SNS-MP2)52,53 was optimized.
Performance on the S7L81,82 and S66x8 (ref. 83) datasets were
used as signals for early stopping. The mean absolute error
(MAE) on a set of structures from X23 and ICE13 (CYTSIN01,
URACIL, UREAXX12, HXMTAM10, CYHEXO, SUCACB03,
CYANAM01, PYRZOL05, OXALAC04, ammonia, CO2 and ice
polymorphs Ih and II) was used to the select the nal models.

3.1.4 Polarizabilities. The model used to predict polariz-
ability scaling factors from molecular graphs was trained on
a dataset of CCSD molecular polarizabilities reported in ref. 69.
The model was trained over 512 epochs. During each epoch 512
randomly drawn samples consisting of a single molecule were
presented. The model was optimized with respect to the MSE
between the predicted molecular polarizability and the CCSD
molecular polarizability.
Chem. Sci., 2023, 14, 12661–12675 | 12665
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3.2 General implementation details

All ML models were implemented in TensorFlow (version
2.11.0).84 The atomic simulation environment (ASE, version
3.22.1)85 was used as MD engine, for optimization, and for
general analysis tasks including the calculation of harmonic
free energies and thermodynamic integration. MDTraj (version
1.9.8)86 was used for post-processing and analysis tasks.

For long-range electrostatic interactions and polarization,
a real-space cutoff of 10 Å was used. The screening parameter a for
Ewald summations was set to 0.292 and 0.215 for the evaluation of
the electrostatic interaction and the mutual polarization, respec-
tively. Crystal structures were minimized with xed lattice
parameters. For MD simulations involving liquids, cutoffs for the
D3 model were set to 10 Å, 5 Å, and 10 Å for the two-body-term,
three-body-term, and the coordination number, respectively. For
calculations and MD simulations involving crystals, cutoffs for the
D3 model were set to 15 Å, 8 Å, and 15 Å for the two-body-term,
three-body-term, and the coordination number, respectively.
3.3 Molecular dynamics (MD) set-up

Simulations of the pure liquids in the GROMOS 2016H66 dataset
were performed with ASE.85 22 Å cubix boxes were generated with
packmol87 followed by a pre-equilibration over 10 000 steps at 300
K with OpenFF (version 2.0) using OpenMM (version 8.0).88,89

Equilibration and production runs were performed with an
Andersen thermostat90 at the simulation temperature described in
the GROMOS 2016H66 publication91 (298.15 K if not noted
otherwise) and a Monte-Carlo barostat92 with a target pressure of 1
bar. The integration step was set to 0.5 fs. The equilibration was
performed over 2000 steps (1 ps) using the respective ANA2B
model with the collision frequency set to 0.1 and the barostat
frequency set to 10. For the production run over 120 000 steps (60
ps), the collision frequency was set to 0.01 and the barostat was
applied every 25th step. These runs were repeated three times with
different random number seeds for the generation of the initial
velocities. Ensemble properties were averaged over the last 35 ps.

For the prediction of the heat of vaporization, monomers
were simulated in the gas phase. These simulations were
equilibrated over 2000 steps (1 ps) using a Berendsen thermo-
stat93 (s = 10 fs) followed by a 100 000 step (50 ps) production
run using a Langevin thermostat with a friction of 1 a.u. Starting
conformations were generated with the ETKDG conformation
generator76 in the RDKit.77 Averages were taken over four repli-
cates with different initial velocities.
3.4 Ranking of crystal structures – CSP blind tests 3 and 5

For the third CSP blind test,94 all structures submitted by van
Eijck were used (entries VIII, X, XI).95–97 For the h blind test,98

submissions of Neumann and co-workers were considered
(entries XVI, XVII, XVIII).99–101 These submissions were selected
because they contain in all cases a candidate structure that was
considered a match with the experimental structure.

Candidate structures were relaxed under xed lattices using
the (L)BFGS optimizer with a tolerance of 1 kJ mol−1 Å−1.102–106
12666 | Chem. Sci., 2023, 14, 12661–12675
Lattices parameters were not minimized. Structures that did not
converge within 250 steps were excluded.

3.5 Ranking of crystal structures – CSP blind test 6

3.5.1 Relaxation of crystal structures. Lattices were relaxed
with an external pressure of 1 bar using an anisotropic Monte
Carlo barostat92 at 0 K. Subsequently, structures were relaxed
under xed lattices using the (L)BFGS optimizer with a toler-
ance of 1 kJ mol−1 Å−1.102–106

3.5.2 MD simulations. The NPT ensemble was sampled
using an Andersen thermostat90 and an anisotropic Monte Carlo
barostat92 at 1 bar and a temperature of 150 K (XXII) and 300
(XXIII, XXVI). The collision frequency was set to 0.1 and the
barostat frequency was set to 10. Structures were equilibrated
for 1 ps followed by 5 ps production runs. These simulations
were used to obtain thermally expanded cells and the mean
potential energy.

3.5.3 Gibbs term. The difference between the Helmholtz
free energy F and the Gibbs free energy (G) was obtained as,107

DF/G = PhVi + kBT log r(hjP,T), (22)

with hVi referring to the mean volume during the simulation
and P to the pressure. The density r(hjP,T) was obtained
through a kernel density estimation using Gaussian kernels
with a width of 0.1. The density was estimated for the cell
parameters.

3.5.4 Helmholtz free energy. The harmonic Helmholtz free
energy (FH) was calculated with the phonon module imple-
mented in ASE using the minimized structures from step one.
The phonon density of states was sampled on a uniform k-point
grid of size (20, 20, 20) using 2000 sampling points.

3.5.5 Thermodynamic integration. The anharmonic
correction to the harmonic Helmholtz free energy (FA) was ob-
tained with a thermodynamic integration from the harmonic
potential (VH) to the unconstrained potential (VA),

DH/A ¼
ð1
0

hVA � VHildl (23)

following the description in ref. 108. The harmonic potential
was obtained from the numerically calculated Hessian of the
relaxed structure using the lattice parameters with the highest
likelihood. The thermodynamic integration was performed over
eleven uniformly spaced l-points. Numerical integration was
performed using a trapezoidal integration. An initial equili-
bration over 0.5 ps was performed followed by 0.1 ps of equili-
bration and 1 ps of sampling at each lambda point. The NVT
ensemble was sampled with an Andersen thermostat90 at 150 K
(XXII) and 300 K (XXIII, XXVI).

4 Results and discussion

The proposed ANA2B model was applied to a range of existing
benchmarks to establish a level of accuracy. The datasets are
categorized by their use as training, validation, or test set, and
include intermolecular potential energies of dimers and lattice
energies of molecular crystals and water ice. Particular attention
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Mean absolute error (MAE) in [kJmol−1] for the intramolecular
ML potential used in this work for benchmarks of conformation
energies (test sets). N is the number of data points per dataset. The
method used to generate the training data (PBE0-D3) is shown as
a comparison. More detailed error statistics is provided in Table S2 in
the ESI

Name N Type Intra ML PBE0-D3

Glucose109 205 Test 2.5 2.3
Maltose109 223 Test 2.7 1.9
SCONF110 17 Test 1.6 1.1
PCONF111 10 Test 6.7 6.2
ACONF112 15 Test 0.5 0.2
CYCONF113 15 Test 2.7 2.7
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is given to the role of polarization because preliminary results
(data not shown) highlighted its importance. We have thus
studied three variations of the ANA2B model: the rst variation
does not include any polarization interaction at all, and will be
referred to as ANA2B0. The second variation, labelled ANA2B1,
includes only the polarization stemming from the direct eld,
i.e., neglecting the mutual polarization. The third variation,
labelled ANA2BN, includes a full treatment of the direct and
mutual polarization terms. At present, all models were only
trained and applied to neutral molecules consisting of the
elements H, C, N, O, F, S, Cl.

4.1 Monomers in vacuum

4.1.1 Performance on training and validation sets. A data-
set of small molecules, covering potential energies, gradient,
atomic multipoles, and atomic volume ratios on a PBE0/def2-
TZVP level of theory was used to train the intramolecular
potential. The construction of this dataset is discussed in
Section 3.1. Table 1 reports the errors for the gradients and
relative energies for the training set and validation set.

4.1.2 Performance on test set. The following section
reports the performance of the intramolecular ML potential on
several computational benchmark datasets of conformation
energies (Table 2). Overall, we nd that our model performs
comparable to the reference method (PBE0-D3BJ/def2-TZVP)
with MAE values that are typically larger by a few tenths of a kJ
mol−1. These results justify on one hand the decision to use the
ML potential in place of the DFT calculation and that ML
potentials might overall be able to substitute DFT in many
situations. At the same time, datasets such as PCONF clearly
display how the ML potential ‘inherits’ the accuracy of the
method used to generate the training set.

4.2 Dimers in vacuum

4.2.1 Performance on training set. Table 3 displays MAEs
for the full training set (DES5M). In all cases, the prediction
error of around 2.0 kJ mol−1 is below the ‘chemical accuracy’
level of 4.184 kJ mol−1. If only near-equilibrium structures (<10
kJ mol−1) are considered, the MAE drops further to 0.5 kJ mol−1.
For a subset of 370 000 molecules (DES370K), CBS extrapolated
CCSD(T) reference data exists, which was used to train the SNS-
MP2 model51 applied to the remaining DES5M dataset.
Compared to SNS-MP2 itself (0.2 kJ mol−1 for DES370K and 0.1
Table 1 Mean absolute error (MAE) in [kJ mol−1] for the training set
and validation set of energies and gradients of small molecules in
vacuum. Errors for relative energies, i.e., with respect to the energy of
a reference conformation, are reported. Three outlier conformations
were excluded due to highly deformed structures being present. More
detailed error statistics is provided in Table S1 in the ESI

Name N Type DMLintra

DEnergy 1 398 301 Train 0.5
Gradient Train 0.8
DEnergy 79 369 Validation 0.6
Gradient Validation 0.8

© 2023 The Author(s). Published by the Royal Society of Chemistry
kJ mol−1 for DES370K<10kJ mol−1 (ref. 51)), the ANA2BN model
introduces an additional error of 0.9 kJ mol−1. On near-equi-
librium structures (DES370K<10kJ mol

−1), our model introduces
only an additional 0.4 kJ mol−1 error compared to the error
between SNS-MP2 and CCSD(T)/CBS.

4.2.2 Performance on validation set. The S66x8 (ref. 83)
and S7L81 datasets were used as early-stopping signal during
training of the ANA2B models. While only small differences are
found for the small molecule dimers in the S66x8 dataset,
a considerably larger MAE is observed for the supramolecular
systems in the S7L dataset. These results are consistent with the
results observed for molecular systems shown below in
Subsection 4.3. Very large molecules and/or molecular clusters
might thus be an adequate and cost-efficient substitute to train
and validate size-transferable ML potentials in the absence of
condensed-phase data. For the S7L structures, the PNO coupled
cluster calculations of ref. 82 were used (Table 4).

4.2.3 Performance on test set. Table 5 lists MAE values for
14 computational benchmark datasets of dimer interaction
potentials. In most cases, errors for the three ANA2B models are
comparable. However, for datasets that contain highly polariz-
able systems, e.g., nucleobases in JSCH and ACHC, or for
datasets with hydrogen-bonded systems, i.e., HB375x10,
HB300SPXx10 and HBC1, the two models which include
a treatment of polarization (ANA2B1 and ANA2BN) perform
better.

4.3 Molecular crystals

To assess whether the ANA2B can transfer from dimers and
monomers in vacuum to condensed-phase systems, the model
was applied to the prediction of lattice energies of molecular
crystals. Table 6 and Fig. 3 show the corrected experimental
lattice energies of the X23 dataset124–126 and diffusion Monte
Carlo lattice energies for water ice polymorphs.127 Note that
a subset of structures from X23 and ICE13 were used as vali-
dation structures to select the nal model (see Section 3.1.3).
Overall, the observed MAE is comparable to the most accurate
dispersion corrected DFT calculations reported so far. For
example, a recent study by Price et al.128 reported an MAE of 2.0
kJ mol−1 using B86bPBE-25 in combination with the XDM
dispersion correction. The same study also reported an MAE of
0.8 kJ mol−1 for the ICE13 dataset. Note that direct comparison
Chem. Sci., 2023, 14, 12661–12675 | 12667
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Table 3 Mean absolute errors (MAE) in [kJ mol−1] for the training set of DES5M (SNS-MP2) and the subset DES370K (CCSD(T)/CBS). 1For the
DES370K subset, MAE values with respect to the CCSD(T)/CBS reference are reported. The models were trained on the full SNS-MP2 dataset
(DES5M). N is the number of data points per dataset. More detailed error statistics is provided in Table S3 in the ESI

Name N Type ANA2B0 ANA2B1 ANA2BN

DES5M51 4 034 267 Train 1.9 2.0 2.0
DES5M<10kJ mol−1 (ref. 51) 3 255 535 Train 0.5 0.5 0.5
DES370K51 269 611 Train1 1.2 1.2 1.1
DES370K<10kJ mol−1 (ref. 51) 235 958 Train1 0.5 0.5 0.5

Table 4 Mean absolute error (MAE) in [kJ mol−1] for the validation sets
S66x8 (ref. 83) and S7L.81,82 N is the number of data points per dataset.
More detailed error statistics is provided in Table S4 in the ESI

Name N Type ANA2B0 ANA2B1 ANA2BN

S66x8 (ref. 83) 528 Validation 1.3 0.8 0.8
S7L81,82 7 Validation 21.1 2.0 2.3

Table 5 Mean absolute error (MAE) in [kJ mol−1] for intermolecular
potential benchmarks of dimers in vacuum (test sets). N is the number
of data points per dataset. More detailed error statistics are provided in
Tables S5–S7 in the ESI

Name N Type ANA2B0 ANA2B1 ANA2BN

SSI114 2596 Test 0.6 0.7 0.6
BBI114 100 Test 1.0 0.7 0.7
UBQ115 81 Test 1.0 1.2 1.0
ACHC8 54 Test 4.8 2.2 1.0
JSCH116 123 Test 4.7 2.9 2.8
HSG117 16 Test 0.8 0.7 0.8
HBC1 (ref. 118) 58 Test 8.5 3.3 2.0
S22 (ref. 116) 22 Test 3.3 1.7 1.6
S22x7 (ref. 119) 154 Test 5.9 3.0 2.8
D1200 (ref. 120) 482 Test 1.7 1.2 1.2
D442x10 (ref. 120) 1570 Test 1.9 1.6 1.5
R739x5 (ref. 121) 1615 Test 2.5 2.3 2.3
HB375x10 (ref. 122) 3750 Test 1.9 1.4 1.4
HB300SPXx10 (ref. 123) 1210 Test 4.1 3.1 3.5
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with B86bPBE-25 is somewhat complicated by the fact that the
lattice energies were obtained for structures minimized with
a different method (B86bPBE). Finally, the MAE for the X23
dataset with an existing multipole FF for molecular crystals,
FIT,129 is reported as 9.2 kJ mol−1.130 This direct comparison
indicates that the hybrid approach proposed in this work may
present a way to unlock the full potential of classical FFs.
Table 6 Mean absolute error (MAE) in [kJmol−1] for experimental (X23) an
in the test set. N is the number of data points per dataset. Results for B86
ref. 128. B86bPBE-25 values were calculated with geometries relaxed at
(cytosine, uracil, urea, hexamethylenetetramine, cyclohexane-1,4-dione,
Ih, ice II) were used to select the final model. Graphical results are shown
the ESI

Name N Type ANA2B0

X23 (ref. 124–126) 23 Test1 4.6
DMC-ICE13 (ref. 127) 13 Test1 8.3

12668 | Chem. Sci., 2023, 14, 12661–12675
The overall good performance of ANA2B compared to hybrid
DFT methods is particularly interesting considering that hybrid
DFT calculations are currently probably the most accurate
approach feasible for relatively large scale studies of condensed-
phase systems. Taking into account the error of the reference
method itself and the error resulting from the ML model
underscores the importance of developing ML models, which
are transferable and thus able to take advantage of the high-
quality data available for small systems.

In the case of the ice polymorphs, the importance of
a description of polarization becomes evident. While the
expensive treatment of mutual polarization (ANA2BN) results
only in a small improvement of the MAE compared to the
(ANA2B1), a clear difference is observed with regards to the
ranking of the ice polymorphs (Table 6): for the ANA2BN model,
good agreement with the DMC reference is found with
a Spearman correlation coefficient rspearman of 0.77. For the
ANA2B1, the ranking is considerably worse with a slightly
negative coefficient rspearman = −0.04 (ANA2B0: rspearman =

−0.74). While water presents a unique case, which might
exaggerate the importance of polarization, these results still
show a clear trend. Including some description of the non-
additive nature of polarization might thus be the most impor-
tant ingredient required to achieve transferability from vacuum
to the condensed phase.
4.4 Condensed-phase properties of pure liquids

Prediction of experimental condensed-phase properties of
molecular liquids have been a long-standing goal for the
parametrization and testing of classical FF. Particularly for ML-
based FF, these properties are an interesting test case as they
require sufficient sampling in both the gas phase and the
condensed phase.

Here, we rely on a dataset that was used to parametrize and
validate the GROMOS 2016H66 FF.91 This dataset consists of
d computationally (ICE13) derived lattice energies ofmolecular crystals
bPBE and B86bPBE-25 with XDM dispersion correction are taken from
the B86bPBE level (B86bPBE-25//B86bPBE). 1Errors on a subset of X23
succinic acid, cyanamide, pyrazole, ammonia, and CO2) and ICE13 (ice
in Fig. 3. More detailed error statistics are provided in Tables S8–S10 in

ANA2B1 ANA2BN B86bPBE B86bPBE-25

3.2 2.9 3.0 2.0
1.4 1.3 7.5 0.8

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Results for the lattice energies of systems in the X23 (top panels) and ICE13 datasets (bottom panels) with the ANA2B models. The left
column (ANA2B0) refers to the model without any treatment of polarization, the middle (ANA2B1) column shows results for the model that
includes only the direct polarization term, and the right column (ANA2BN) displays results for the model which includes a full treatment of
polarization. Equality ±4.184 kJ mol−1 is indicated by the black lines.
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a diverse set of 57 small molecules and several properties
including the heat of vaporization, density (r), isothermal
compressibility (k), thermal expansion coefficient (a), and the
dielectric permittivity (3). We limit the analysis to the heat of
vaporization and the density in this study due to the slow
convergence of the other properties. Results with ANA2B1 are
shown in Table 7. For both properties, we observe RMSE values
comparable to the xed-charge FFs (IPA and GROMOS
2016H66) shown in Fig. 4 and Table 7, conrming the obser-
vation made for the prediction of lattice energies, i.e., trans-
ferability to the condensed phase is possible for the ANA2B1

model. These results are particularly noteworthy as GROMOS
2016H66 was parametrized on these two thermodynamic
properties. The slightly smaller error of IPA for the density
might stem from the fact that its parametrization included
molecular crystals, indicating that the prediction of densities
could be improved by incorporating condensed-phase
Table 7 Root-mean-square error (RMSE) for pure liquid properties of
57 systems used in the calibration and validation of the GROMOS
2016H66 FF91 for the ANA2B1 model. Values for GROMOS 2016H66
and IPA were taken from the referenced publications. The uncertainty
is given as the mean standard deviation obtained over four replicates.
More detailed error statistics is provided in Table S11 in the ESI. The
individual numerical values are given in Table S12

Property IPA35 GROMOS 2016H66 (ref. 91) ANA2B1

Hvap [kJ mol−1] 4.5 3.5 2.8 � 0.9
r [kg m−3] 26.3 32.4 33.9 � 5.8

© 2023 The Author(s). Published by the Royal Society of Chemistry
structures during training. Finally, we note that as the only
exception, two of three simulations of ethylenediamine in the
liquid phase crashed aer 24.3 and 31.6 ps, respectively, with
the ANA2B1 model.

4.5 Crystal structure prediction

Having established a level of accuracy in the previous sections,
this last section is concerned with the application of the
ANA2BN model to the (retrospective) ranking of molecular
crystals. As targets we use the structures, which were part of the
CSP blind tests 3,94 5,98 and 6 (ref. 29) organized by the Cam-
bridge Crystallographic Data Centre in the past. These blind
tests were chosen due to the availability of all submitted
Fig. 4 Results for condensed-phase properties of 57 molecules used
in the parametrization and validation of GROMOS 2016H66: density
(left) and heat of vaporization (right) for the ANA2B1 model. Black lines
indicate equality ±50 kg m−3 and ±4.184 kJ mol−1.
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candidates, allowing for the least biased assessment of the
ability to nd the experimental crystal structure given a list of
candidates. We limit ourselves to the pure and neutral targets
restricted to H, C, N, O, F, S, Cl. Target XX of the third blind test
was excluded due to convergence issues. For the third and h
blind test, a ranking based on lattice energies is used. For the
sixth blind test, we furthermore explore how additional contri-
butions, such as entropic terms, impact the ranking.

4.5.1 CSP blind tests 3 and 5. Rankings for targets stem-
ming from the third and h blind test are shown in Fig. 5.
Candidates for blind test three submitted by van Eijck were
generated using random search.96 Candidates for the h blind
test submitted by Neumann et al. were generated using Monte
Carlo parallel tempering.100 In all cases, a match with the
experimental structure (red) would have been found as the most
stable structure within a window of <1.3 kJ mol−1. Overall, these
results underscore the strength of the proposed ML-augmented
FF, which yields rankings that are in most cases comparable to
rankings based on much more expensive methods such as
system-tailored FFs101 or DFT.131

4.5.2 CSP blind test 6. In previous work, Hoja et al.31 pre-
sented a workow to rank crystal structures of the 6th CSP blind
test29 in a hierarchical manner. They generated candidate
structures rst using the tailor-made FF developed by Neumann
and co-workers,100,101 and subsequently ranked them with
increasingly computationally demanding methods, including
vibrational contributions in the nal ranking. Here, we base our
study on the candidate structures made available as part of their
work,31 which includes all known experimental structures. The
exhaustive computational study by Hoja et al. has provided
insight into the different contributions stemming from DFT on
different levels of theory and vibrational contributions, which
we can use for a comparison with our ANA2BNmodel. Rankings
for the three pure systems XXII, XXIII, and XXVI are shown in
Fig. 6–8 based on the lattice energy (ANA2BN E(0 K)), the
harmonic Helmholtz free energy (ANA2BN FH(T)), the Helm-
holtz free energy including anharmonic corrections (ANA2BN

FA(T)), the Gibbs free energy (ANA2BN GA(T), and the mean
Fig. 5 Stability ranking for the crystal structure for the compounds of
the CSP blind tests 3 (VIII, X, XI)94 and 5 (XVI, XVII, XVIII)98 using the
lattice energy predicted with the ANA2BN model. Each horizontal bar
represents the stability of a structure with respect to the most stable
structure. Red bars indicate experimental structures. The candidate
structures were taken from the corresponding publications.94,98

12670 | Chem. Sci., 2023, 14, 12661–12675
potential energy during a molecular simulation (ANA2BN E(T)).
Rankings for dispersion corrected PBE and PBE0 are taken from
ref. 31.

For compounds XXII and XXVI, the ANA2BN lattice energy
ranks the experimental polymorph as the most stable (XXII) and
the h most stable (XXVI) structure within a window of 2 kJ
mol−1. Interestingly, we do not observe a distinct benet for the
inclusion of corrections to the lattice energy based on entropic
contributions. While in some cases a destabilization of non-
experimental structures is observed, no systematic improve-
ment of the actual ranking is found. This surprising nding
suggests that improving the accuracy of the predicted energy
might be the highest priority for future work. A ne-tuning on
high-quality data of crystalline energies and/or gradients could
be a possible solution. Such a ne-tuning might be particularly
important for systems where a ne balance between intra-
molecular and intermolecular interactions exists, i.e., most
exible molecules.

A second interesting observation concerns compound XXIII,
where the ANA2BN model fails to rank the experimental struc-
tures near the most stable candidate. This failure is most
evident for polymorph A, which is in all cases ranked as one of
the least stable structures. As the only exception, polymorph B is
found within a window of a bit more than 5 kJ mol−1. Impor-
tantly, several structures, most notably polymorph D and N70,
could not be converged during the optimization or resulted in
unstable MD simulations. In previous work,31 N70 was ranked
as the most stable polymorph with PBE0 + MBD + Fvib.

Relative errors in percent of the lattice cell parameters with
respect to the experimental structures are given in Table 8. A
consistent underestimation of cell parameters and volumes is
found, consistent with the results obtained for the densities of
liquids. However, unlike for liquids sampled at nite tempera-
tures, the underestimation of cell volumes might be explained
partially with the optimization of cell parameters at 0 K.
Fig. 6 Stability ranking for the crystal structure of compound XXII.
Each horizontal bar represents the stability of a structure with respect
to the most stable structure. The stability is given in kJ per mol per
molecule. Candidate structures and rankings for dispersion corrected
PBE and PBE0 are taken from ref. 31. Experimental structures are
marked in red.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 Stability ranking for the crystal structure of compound XXIII.
Each horizontal bar represents the stability of a structure with respect
to the most stable structure. The stability is given in kJ per mol per
molecule. Candidate structures and rankings for dispersion corrected
PBE and PBE0 are taken from ref. 31. Experimental structures are
marked in color.

Fig. 8 Stability ranking for the crystal structure of compound XXVI.
Each horizontal bar represents the stability of a structure with respect
to the most stable structure. The stability is given in kJ per mol per
molecule. Candidate structures and rankings for dispersion corrected
PBE and PBE0 are taken from ref. 31. Experimental structures are
marked in red. Note that PBE0 + MBD is not available for all poly-
morphs of this structure.

Table 8 Relative deviations in percentage ((pred. − exp.)/exp.) ×
100%) from the experimental lattice cell parameters and volumes for
the polymorphs minimized with ANA2BN and mean absolute
percentage errors (MAPE)

Systems a b c a b g Volume

XXII-N2 −0.78 −0.49 1.11 — 0.76 — −0.66
XXIII-A −1.85 −2.45 0.37 — −1.48 — −3.69
XXIII-B 2.55 −0.49 −4.92 3.97 1.56 −1.49 −3.47
XXIII-C −2.70 −0.81 −0.92 2.03 2.06 0.23 −3.96
XXIII-D −2.20 0.63 0.99 — 2.07 — −2.47
XXVI-N1 −1.72 −1.26 −2.64 3.30 0.73 0.86 −4.41
MAPE 1.97 1.02 1.83 3.10 1.44 0.86 3.11

© 2023 The Author(s). Published by the Royal Society of Chemistry
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5 Conclusion

In the present work, we have introduced a hybrid classical/ML
potential for the simulation of molecular systems. Our work
demonstrates that the combination of classical potentials with
specic ML-based corrections can result in highly accurate,
interpretable, and transferable potentials. The classical
description of atomic interactions can thereby prot from
augmentation with ML while ML can prot from the constraints
imposed by classical models, especially for long-range interac-
tions (such as dispersion, electrostatics, and polarization). The
proposed hybrid approach could thus ll the existing method-
ological gap with a method, which can reach the accuracy of
DFT at a computational cost between classical FF and semi-
empirical methods while simultaneously improving the appli-
cability of ML potentials. In the present work, particular
attention was given to the development of an ML-based
approach, which can be used for condensed-phase systems but
does not require reference data of such systems. Our results
indicate that such an approach could be a powerful tool for
crystal structure prediction, in particular. System-specic ne-
tuning could further improve structural rankings and render
FFs a viable choice for crystal structure prediction tasks.

Besides improving the efficiency and computational cost,
possible avenues for future investigations could include the
explicit treatment of three-body interactions with a ML potential
or higher-order polarization. However, both of these options
would result in signicant additional computational costs. An
alternative route might be the application within a semi-empir-
ical model instead of a classical FF. In principle, the proposed
pairwise ML potential could be applied to semi-empirical
methods. Assuming that semi-empirical methods are able to
accurately describe long-range interactions, a short-range pair-
wise potential might be able to largely resolve the limitations of
semi-empirical models. This application might be particularly
interesting for systems for which the classical approximations
assumed in this work are not valid. In a similar vein, the pairwise
potential could also be used to improve the description interac-
tions between the QM andMM particles in QM/MM simulations,
which typically still rely on classical Lennard-Jones potentials.

Overall, we anticipate that the proposed methods will
signicantly facilitate the parametrization of highly accurate FF.
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