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Combining low-cost electronic structure theory
and low-cost parallel computing architecture†

Pit Steinbach and Christoph Bannwarth *

The computational efficiency of low-cost electronic structure methods can be further improved by

leveraging heterogenous computing architectures. The software package TeraChem has been

developed since 2008 to make use of graphical processing units (GPUs), particularly their strong single-

precision performance, for the acceleration of quantum chemical calculations. Here, we present the

implementation of three low-cost methods, namely HF-3c, PBEh-3c, and the recently introduced

oB97X-3c. We show that these can benefit in terms of performance when combined with ‘‘consumer

grade’’ GPUs by leveraging the mixed precision integral handling in TeraChem. The current limitation of

the latter’s GPU integral library is that Gaussian integrals only for functions with angular momentum

l o 3 can be computed, which generally restricts the achievable accuracy in terms of the one-particle

basis set. Particularly, the implementation of the oB97X-3c method now enables higher accuracy with

this setting which, in turn, provides the most efficient implementation accessible with consumer-grade

hardware. We furthermore show that the implemented 3c methods can be combined with the hh-TDA

formalism. This gives new and efficient low-cost multi-configurational excited states methods, which are

benchmarked for the description of lowest vertical excitation energies in this work. All in all, the

combination of these efficient electronic structure theory methods with affordable highly parallelized

computing hardware provides an optimal computational and monetary cost to accuracy ratio.

1 Introduction

When attempting the computation of chemical properties with
high accuracy, considering the flexibility of the investigated
molecules is essential.1–3 This task usually involves the compu-
tation of energies and gradients for many geometries to explore
the configurational space.4,5 For this exploratory phase usually
semi-empirical or classical methods are used.6–8 This choice of
theory level often leads to a lack in accuracy of the corres-
ponding energies, making a precise determination of the
lowest-lying conformers difficult. For this purpose, an ab initio
method with reasonable energy description at low computa-
tional cost is beneficial. An additional field of application for
such methods, would be the computation of thermochemical
properties for large molecules.9 For transition state geometry
searches, efficient methods are also of interest since many
singlepoint, gradient and even Hessian matrix calculations
are necessary. For such situations, Grimme and coworkers
pioneered the development of ‘‘low-cost’’ ab initio methods,
with HF-3c.10 The so-called ‘‘3c methods’’ are characterized by

small basis sets and empirical correction schemes,11–13 specially
fitted for this combination of method and basis set. This concept
was successfully adapted to density functional theory (DFT),
for example, with PBEh-3c and and the recently introduced
oB97X-3c.9,14–16 Details about the components of the aforemen-
tioned composite methods are discussed later on in this work.

Variants without Fock exchange may benefit from signifi-
cant speed-up if combined with the resolution-of-the-identity
approximation for Coulomb integrals (RIJ).17 This has then
enabled the use of basis sets with somewhat larger cardinal
numbers (triple-zeta), providing larger variational flexibility
than achievable with minimal and double-zeta basis sets. The
previously published B97-3c15 and r2SCAN-3c16 methods are the
representatives of this 3c method subset. In combination with
the RIJ approximation, these have become very popular in well-
established CPU-based quantum chemistry packages like
ORCA18,19 or TURBOMOLE.20,21 The small basis set 3c methods
with Fock exchange, however, may be favored in situations
when the DFT-related self interaction error becomes relevant,
e.g., in polar systems or for the calculation of excited states.
Particularly, the most recent variant, oB97X-3c,9 also holds
promise for delivering reasonable ground state energetics with
very compact basis sets. By far, the rate-determining step
remains the computation of the Fock exchange in this method,
as well as in the HF-3c and PBEh-3c methods. Acceleration of
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this component is less straightforward than for Coulomb
integrals: here, the formal scaling with the system size cannot
be reduced via a resolution-of-the-identity scheme.22 Instead,
the formal scaling can be reduced from quartic to cubic only by
introduction of a seminumerical integration scheme.23–27

These are particularly effective for large basis sets with cardinal
number of three or higher. For small basis sets (minimal and
double-zeta), however, using schemes that provide a lower
formal scaling are expected to be less significant, as reducing
the effective scaling, e.g., through Schwarz screening,28 can
already lead to more significant speed-ups. For example, the
standard GPU-accelerated integral library in the quantum
chemistry program TeraChem29,30 makes no use of any formal
scaling reduction scheme (like resolution-of-the-identity or
seminumerical integration) but strongly reduces the effective
scaling through efficient prescreening of necessary ERIs to be
computed. In the present work, we take the subset of Fock
exchange-inclusive 3c methods with small basis sets (HF-3c,
PBEh-3c, and oB97X-3c) and implement them into the quan-
tum chemistry program TeraChem.

Here, the effective wall time can be further reduced by using
heterogeneous computing architecture like graphical processing
units (GPUs). GPUs represent highly parallel computing architec-
tures that are well suited for single instruction operations performed
on multiple data points. Electronic structure theory is, in principle, a
prime application for GPU acceleration, due to the large number
of integral evaluations and linear algebra operations to be
performed.31–39 Leveraging GPUs in scientific computing was parti-
cularly enabled through the release of NVIDIA’s Compute Unified
Device Architecture (CUDA) toolchain for general purpose GPU
computing in 2007.40 During the advent of CUDA, the idea for the
TeraChem29,30 software package emerged. The initial focus was the
computation of the electron repulsion integrals (ERIs), which marks
the computational bottleneck for most methods.41–44 An initial
limitation of GPUs in electronic structure theory calculations was
the availability and performance of double-precision floating point
(FP64) operations. FP64 describes the use of 64 bits to store floating
point numbers, which leads to a precision of 15–17 significant
digits.45,46 This high precision is generally necessary in quantum
chemical calculations, since usually large total electronic energies or
large energy terms of opposing sign need to be stored. However, the
net energy changes relevant for chemistry are often much smaller,
such that these can be expressed sufficiently well within single-
precision floating point (FP32) arithmetic. Consequently, by using
reformulations of the self-consistent field (SCF)47 method like
incremental SCF techniques, and clever handling of ERIs,29,48 the
majority of operations may be carried out with FP32 numbers, while
the number of costly FP64 operations can be reduced considerably.
This is realized in the so-called ‘‘mixed-precision’’ (MP) scheme48 in
TeraChem, which enables precision errors nearly as low as a full
FP64 ERI handling, but at a computational cost much closer to an
FP32 treatment. The corresponding integral routines became the
core of the TeraChem codebase and are encapsulated into the
IntBox library.30 Hence, all electronic structure theory implementa-
tions inherit the speed of those fundamental routines by using Fock
matrix components from this library.

While the need of algorithms leveraging good FP32 perfor-
mance may have been mitigated with the advent of FP64
capable GPUs (e.g., from the Tesla family), so-called
‘‘consumer-grade’’ or ‘‘gaming’’ GPUs still show significant
efficiency drops (1 : 64), when it comes to computations exe-
cuted in double-precision (FP64). At the same time, ‘‘consumer-
grade’’ GPUs are often cheaper by about a factor of 2–10. Hence,
the availability of MP schemes in electronic structure theory
remains of great importance in order to leverage this kind of
low-priced computing hardware. Furthermore, the total mem-
ory capactiy of consumer-grade GPUs (o24 GB) remains a
limiting factor. The implication for quantum chemistry is that
most GPU-based integral implementations are only available, at
least with superior performance, for Gaussian basis functions
with angular momentum of l o 3 (i.e., s, p, and d
functions).29,37,39

In this this work, we want to put the focus on combining
such low-cost heterogeneous computing architecture with the
low-cost Fock exchange-inclusive 3c methods. To further high-
light our implementation of those methods in TeraChem, we
present a new field of application for the 3c methods arising
from their availability in TeraChem and choose to focus on
excited states. Especially in the realm of simulation of energy
conversion materials, an ongoing need for efficient excited
states methods applicable to molecular complexes exists.
A promising candidate in this regard is the recently suggested
variation of hole–hole Tamm–Dancoff Approximation (hh-TDA).49,50

This relatively inexpensive multi-configuration framework can be
coupled with the 3c methods in the quantum chemistry pack-
age TeraChem. Ultimately, this combination and use of MP
enables robust and fast exploratory excited-state potential
energy surface calculations. We focus on benchmarking vertical
excitations in this work, but conical intersections are also
accessible with hh-TDA, as shown before.49,50 A short theore-
tical introduction to hh-TDA will be given in the Section 1.1.

1.1 Hole–hole Tamm–Dancoff approximation

We give a short overview on hh-TDA, starting from the non-
Hermitian eigenvalue problem of the particle–particle random
phase approximation:49,51

App Bph

Bhp Ahh

 !
X

Y

 !
¼

X

Y

 !
x 0

0 �x

 !
(1)

The superscripts pp and hh define particle–particle and
hole–hole blocks of the pairing field response, respectively.
The matrices X and Y contain the eigenvectors, corresponding
to the pp and hh transition amplitudes. The corresponding
eigenvalues (double ionization energies) are given in the diag-
onal matrix x. Within the Tamm–Dancoff approximation,52 the
coupling matrices Bhp and Bph between the pp and hh channels
are neglected. The hh block yields an eigenvalue problem
giving the hh-TDA equation as:

AhhY = Yxhh (2)
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The elements of Ahh are given as:

½Ahh�ik;jl ¼ �dijdkl Ei þ Ekð Þ þ aX ½prjqs� � ½iljkj�ð Þ (3)

d denotes Kronecker delta, E denotes the orbital energy, ijkl
denotes occupied spin orbitals. The response kernel is scaled
according to the amount of Fock-exchange aX used in the density
functional approximation (DFA).49 In the case of a range-
separated DFA, a modified Coulomb operator is used, which is
not further discussed in this work. For a comprehensive deriva-
tion, we refer the reader to ref. 49. Instead of the double anionic
reference proposed in the original work,49 later work50 proposed a
more robust variant using fractionally occupied molecular orbitals
(FOMO) of an N electron system with the occupied space span-
ning all orbitals required to describe the double anionic (N + 2)
system. This variant will be used for benchmarking in this work.

1.2 Low-cost 3c composite methods with Fock exchange

For implementation in TeraChem, we favored those 3c meth-
ods with Fock exchange since the efficient exchange matrix
build of the former can be leveraged.29 Therefore, the HF-3c,
PBEh-3c, and oB97X-3c are added to the TeraChem software
suite. Table 1 gives an overview of the components of the
implemented methods.

Due to the missing London dispersion in Hartree–Fock (HF),
a specially fitted dispersion correction based on the DFT-D3
model12 (with Becke–Johnson damping)53 is used. The basis set
incompleteness error and basis set superposition error (BSSE)
are reduced by corrections applied using the geometrical
counterpoise correction (gCP)11 and a short-range bond correc-
tion. These three corrections lead to the original naming
scheme with the ‘‘3c’’ suffix.

As a successor, PBEh-3c also includes dispersion and BSSE
corrections fitted for the use with the high amount of non-local
Fock exchange (42%). Different from HF-3c, three-body Axilrod-
Teller_Muto (ATM) dispersion terms12 are included and a
modified, short-ranged damped gCP correction is used. The
def2-mSVP basis is mainly derived from the def2-SVP,54 but was
modified for various elements.14 This composite method also
involves changes to the parameters of the PBE0 exchange and
correlation functionals.55,56

The latest addition to this family of composite methods is
oB97X-3c.9 Here, Grimme and coworkers developed a new
double zeta basis set with large-core effective core potentials
(ECPs). A large number of primitive Gaussian functions is used
for every contracted Gaussian, allowing a good description with

a small number of basis set coefficients. The basis set is
constructed such that the BSSE is relatively low compared to
basis sets with the same cardinal number.9 A correction using a
fitted gCP model is thereby not necessary for this method. The
parameters for the functional and range-separated exchange
are unchanged to those in the parent oB97X-V method.57 In the
following section, we will further go into the details of the
integral handling in TeraChem.

1.3 Computation of electron repulsion integrals and mixed
precision scheme in TeraChem

Hybrid DFT methods use a combination of exact Fock exchange
combined with a density-based exchange functional. Inclusion
of Fock exchange increases the computational cost, however, it
is essential when considering excited states, e.g., via time-
dependent DFT (TD-DFT)58 or through the hh-TDA framework.
Furthermore, it was shown to improve the thermochemistry of
reactions.59 We can leverage the GPU-based Fock exchange
build routine in TeraChem to speed-up this costly process.
All integrals within TeraChem are computed in an effectively
low-scaling integral-direct fashion,30 while approximations such
as the resolution-of-the-identity (RI)17 are not employed. We will
outline the steps used to reduce the number of FP64 operations
and, thereby, improve the performance with consumer-grade
GPUs.48

To estimate the numerical value of off-diagonal elements in
ERI tensors, TeraChem employs a density-weighted Schwarz
bound:28,30,47,48

mnjklð ÞDklj j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mnjmnð Þ kljklð Þ

p
Dkl

��� ��� (4)

Here, (mn|kl) are ERI integrals in the non-orthogonal atomic
orbital (AO) basis and Dkl is the density matrix element for the
AOs k and l. We are simplifying the mathematical approach here
slightly, as the actual implementation performs the screening
based on primitives and uses the largest density matrix element
of a shell–shell pair for screening.30 The density-weighted ERI
tensor elements are then sorted according to the value estimated
by eqn (4). Based on a threshold escreen, values are screened-out
and neglected for computation. Due to the performance differ-
ence between FP32 and FP64 operations, a further sorting of
values is beneficial. The eFP64–FP32 threshold determines if single
or double precision is used for the calculation of those elements.
This value can remain constant during the self-consistent field
(SCF), yielding the ‘‘mixed precision’’ scheme proposed by Luehr
et al.48 The change of this value with the SCF cycles gives the
‘‘dynamic precision’’ scheme.48 A graphical representation of
this tiered precision scheme for ERI tensors can be seen in Fig. 1.

As already suggested by Almlöf et al.,47 density-based screen-
ing approaches are more effective when combined with an
incremental build of the Fock Matrix F (shown here for the
closed-shell case):

Fm ¼ Fm�1 þ DJm � 1

2
DKm (5)

In this equation, m is the number of the current SCF cycle and

Table 1 Components of the 3c methods presented earlier and imple-
mented in this work

Method HF-3c10 PBEh-3ca 14 oB97X-3c9

Basis MINIX def2-mSVP vDZP
Fock exchange [%] 100 42 16.7–100
Dispersion D3(BJ)12,53 D3(BJ)+ATM12,53 D413

gCP11

a Additionally, three functional parameters were modified (w.r.t. the
PBE functional).
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DJm and DKm are the Coulomb and exchange matrices, respec-
tively, built from the difference density DDm of the current
iteration (with DDm = Dm � Dm�1).

Combining the mixed-precision scheme and incremental
Fock builds reduces the number of FP64 operations required
and thus speeds-up the computation, especially on ‘‘gaming’’
GPUs. However, the GPU-based implementation also comes
with a drawback. Currently, the TeraChem software package
can only handle integrals up to an angular momentum of l = 2
(d-functions) and ECP potentials with an angular momentum
up to l = 4 (g-functions). This is the prime reason why we did not
consider the B97-3c and r2SCAN-3c schemes. But also for the
chosen 3c methods, this restricts the elements for which the
implemented 3c methods are available.

After introducing the computational details of our work, we
will go over some implementation details and give an overview
on the elements available in our implementation. Next, the
average wall time per SCF cycle of our implementation com-
pared to state-of-the-art CPU quantum chemical packages,
ORCA18,19 and TURBOMOLE20,21 is discussed. We will also
compare the performance for GPUs of various retail prices to
carefully assess the price to performance ratio for the GPUs in
our compute cluster. Lastly we will benchmark the 3c methods
with the hh-TDA scheme for their ability to compute vertical
excitations for organic molecules.

2 Computational details

To assess the correctness of our implementation, the ORCA18,19

and TURBOMOLE20,21 programs were used as reference. These
codes were also used to compare the performance of our pre-
sented GPU implementation to existing and well-performing CPU
implementations. The ORCA18,19 calculations were performed

with version 5.0.4 using defgrid3, all other parameters were kept
as per default unless specified otherwise. TURBOMOLE20,21 ver-
sion 7.6.1 was used, the dynamic grid m4 was used. No symmetry
is exlpoited in any of our calculations. Furthermore, generation of
the guess computed by the define program (via an extended
Hückel scheme) is not included in the timings. The
TeraChem29,30 calculations are performed with a development
version based on release 1.9. All TeraChem calculations are
performed using dftgrid1 and the superposition of atomic den-
sities (SAD) guess (without purification) unless stated otherwise.

We also would like to share the hardware details used for the
timings. A small number of identical HPZ workstations are used
to compute the timings for ORCA, TURBOMOLE, and TeraChem
(with one RTX 3070 GPU per node). This workstation contains an
Intel i7-11700 CPU running at 2.50 GHz base-clock. Eight CPU
threads are used for all calculations. The system has 32 GB of
CPU RAM, and an NVIDIA GeForce RTX 3070 GPU with 8 GB
VRAM. The systems used for the Quadro RTX 5000 and 3080Ti
timings feature an Intel Xeon W-2255 CPU @ 3.70GHz and 64 GB
of CPU RAM. TeraChem is built with compilers and linked
against libraries from the CUDA v11.6 release, the Intel Classic
Compiler, and its Math Kernel Library (Intel oneAPI 2023.0).
During timings no other user controlled workloads are executed,
and the systems are kept in a climate controlled room at 22 1C.

For the hh-TDA benchmark set taken from ref. 49, a regular
single point calculation is performed first. The coefficients
from this calculation are then used as a guess for the subse-
quent hh-TDA calculation with fractionally occupied molecular
orbitals (FOMO). The detailed input is given in the ESI.† For the
intermolecular charge transfer subset, the number of com-
puted states had to be increased to 10 roots to find the charge
transfer state, mainly for oB97X-3c.

3 Results and discussion
3.1 Implementation details and element availability

TeraChem’s current integral library is limited to angular momenta
l o 3 (spd-functions) for the explicit treatment of electrons. The
ECPs provide angular momenta up to g. These limitations lead to a
restricted availability of elements for the 3c methods in TeraChem.
We validate our implementation against those in ORCA and
TURBOMOLE, by computing energies and gradients for small
molecules containing all implemented elements. The validation
thresholds are detailed in the ESI.† We employed large grids for the
DFT calculations in all software programs to compare absolute
energy and gradient values. In TeraChem, ‘‘dftgrid5’’ is used,
‘‘defgrid3’’ in ORCA and ‘‘grid m4’’ in TURBOMOLE. In the
following Fig. 2–4, we will give an overview on which elements
are available according to their original publication.9,10,14

For HF-3c, we encountered some inconsistencies comparing
the original publication and the implementation in ORCA and
TURBOMOLE. We found that the elements from Y to Xe use the
def2-SVP basis set instead of def2-SV(P). Additionally, the
ECPs vary between transition metals and main group elements.
From Y to Cd, the def2-ECPs60 are used, whereas the def-ECPs

Fig. 1 Schematic graphical representation of ERI values sorted by numer-
ical value. The numerically largest ERIs are computed in FP64 and are
colored in red. ERIs below escreen are neglected and not computed.
Integrals with values between eFP64–FP32 and escreen are computed using
FP32 operations. Weighting with the density matrix (not visualized for
simplicity) further reduces the number of costly ERI evaluations.
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(modified version of ref. 61) are used for the main group
elements from In to Xe. Due to the angular momentum limita-
tion, the transition metals from Y to Cd can’t be computed
according to the ORCA and TURBOMOLE implementation. For
In to I, we adopt the ORCA and TURBOMOLE implementation,
which differs from the original publication, hence a different
color is used.

For PBEh-3c, elements with atomic number Z 4 10, the
def2-SVP basis set is used in the def2-mSVP basis (despite a
typographical error in the original publication indicating the
use of def2-SV(P)).14 Therefore, transition metals and lantha-
nides in addition to Xe, Ba, and Rn deviate from the original
publication due to the missing implementation of f-functions.

Since oB97X-3c was not available to us in TURBOMOLE
when preparing this work, we only compared against ORCA for
this composite method. The oB97X-3c composite method relies
less on f-functions for transition metals, making its implemen-
tation in TeraChem very appealing. The sixth period (likewise,
Kr and Xe) use ECPs with very high angular momenta, i.e. up to h,
which is not supported in TeraChem. Despite this restriction,
oB97X-3c is the composite method available for the largest
number of elements out of the selection covered in this work.

The geometric counterpoise correction model is added to
the software package as Fortran code,62 enabling compatibility
to the C code base through the iso c binding module. The
DFT-D4 model is accessed via the C API of the corresponding
Fortran project,63 whereas the D3 model (including three-body
terms) had been reimplemented in TeraChem by one of us
previously, based on the available Fortran code.

The GMTKN5559 benchmark set is used to assess the
numerical accuracy of the mixed precision (MP) scheme in
TeraChem compared to double precision (DP) in TeraChem
and to ORCA. Since the oB97X-3c method has the largest

collection of available elements, we choose it to compare those
computation schemes. The GMTKN55 database is a collection
of 55 benchmark sets grouped into 5 subsets, dedicated to
various properties. We will not focus on comparing the results
of this benchmark to other methods or DFAs, since it is well
covered in the original oB97X-3c publication.9 The detailed
comparison of mean absolute deviation (MAD) values according
to the weighted MAD (WTMAD-2) scheme59 for the subcategories
in GMTKN55 can be found in Table 2.

We can observe at most a deviation 0.005 kcal mol�1 in the
intermolecular non-covalent interactions subset between both
TeraChem schemes and ORCA. To even emphasize potential
single outliers, we also show the Bessel corrected standard
deviation (STD) for each subset, weighted accordingly to the
WTMAD-2. For the WTSTD-2, we can also observe a deviation of
at most 0.004 kcal mol�1 between ORCA and TeraChem. Again,
the WTSTD-2 values are mostly indistinguishable for both
numerical accuracy schemes in TeraChem.

The small deviations observed are absolutely negligible and
are likely due to different settings in the analytical ERI and
numerical DFT integral evaluation alongside different SCF
thresholds in both programs, but not due to precision errors
arising from the MP scheme in TeraChem. Therefore, the MP
ERI evaluation scheme can be used safely for a large variety of
molecules without any noticeable accuracy penalty.

Additionally, we would like to point out that with oB97X-3c
implemented, more accurate but fast thermochemistry calcula-
tions become available with consumer-grade GPUs. Usually such
good performance for thermochemistry is only accessible with
large basis sets including polarization functions. However, these
basis sets contain functions with high angular momenta (l 4 2),
not available in TeraChem (and not well-performing in other
GPU codes). With oB97X-3c and its specifically parametrized

Fig. 2 Overview of elements for which HF-3c is implemented in TeraChem. The elements conforming to the original publication are colored in green.
Elements that don’t conform to the ORCA and TURBOMOLE implementation, due to unsupported basis functions with f angular momentum, are colored
red. The elements colored in orange conform with the ORCA and TURBOMOLE implementation, but differ from information provided in the original
publication.
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basis set, we are now able to come closer to the good results of
DFAs such as oB97X-D464 with quadruple-zeta basis sets. We
would like to highlight this using the C60ISO65 benchmark set, a
subset of the GMTKN55. For this set, oB97X-3c (as implemented
with TeraChem) scores an MAD of 14.64 kcal mol�1 compared to
14.17 kcal mol�1 for oB97X-D4/def2-QZVP.64 Calculations with
the latter DFA and basis set require significantly more computa-
tional resources and, due to the basis set, cannot be carried out
with existing GPU implementations at all, while the former has
now become accessible with high efficiency (see below) through
the oB97X-3c implementation in TeraChem. Hence, through
the implementation of this low-cost composite DFT method,
fairly accurate thermochemistry calculations are possible on
consumer-grade GPUs with the TeraChem program package.

This leads to a considerable speed-up as demonstrated in the
following section.

3.2 Comparing SCF wall times for implemented 3c methods

To assess the speed-up associated with the use of GPUs, we
compare the average wall time per SCF cycle. This measure
comes with the advantage, that varying numerical convergence
thresholds and different implementations of convergence
accelerators are not influencing the results. Rather, the average
build of the Fock matrix and solving the eigenvalue problem are
compared on fair grounds. Modern inexpensive workstations
usually feature at least 8 CPU threads, hence, we also use 8 CPU
threads in our comparison to provide a fair setup. ORCA and
TURBOMOLE feature various approximations such as the

Fig. 3 Overview of elements for which PBEh-3c is implemented in TeraChem. The elements conforming to the original publication are colored in green.
Elements that don’t conform to the original publication (mostly due to the lack of f functions) are colored in red.

Fig. 4 Overview of the elements for which oB97X-3c is implemented in TeraChem. The elements conforming to the original publication are colored in
green. Elements that don’t conform to the original publication are colored red. For the lanthanides, this is due to the lack of an ERI implementation for
f-functions. The other elements are unavailable, because they use ECPs with unsupported angular momenta.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

0 
M

ay
 2

02
4.

 D
ow

nl
oa

de
d 

on
 7

/1
5/

20
25

 3
:2

7:
09

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cp06086a


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 16567–16578 |  16573

resolution of the identity approximation for the Coulomb
Matrix build (RI-J)17,28,66–68 and chain of spheres approximation
for the exchange (COSX)24,69,70 (ORCA only). We use the cefine71

tool distributed by the Grimme group to prepare TURBOMOLE
calculations. This tool sets a couple of default values for HF-3c
and PBEh-3c. For both composite methods, g angular momen-
tum functions are removed from the auxiliary basis set. Tera-
Chem features no such low-scaling integral approximations,
therefore we give timings with and without these acceleration
methods for the other programs. For every program and
integral setting, we obtain the wall time per SCF cycle from
the wall time required for performing a full singlepoint energy
calculation (including program startup and potential over-
heads) divided by the number of SCF cycles performed.

The dependence on system size is evaluated using a set
containing 164 carbon nanotubes taken from ref. 72. The
geometries are used as given in the database. For all structures
with the same system size, we average the wall time per SCF
cycle over all those structures. In Fig. 5, the timings for the HF-
3c composite method are shown. The missing datapoints for

large fullerenes (larger than 1600 basis functions) can be
explained by large disk space requirements in the default
program settings. The workstations used for timings only
possess 500 GB of disk space, restricting the number of ERI
intermediates to be saved. In the regime with fewer basis
functions, we can observe a seemingly less regular behavior
for the mean wall time in ORCA. This may be caused by
different program overheads (RIJ and COSX setup) details of
the SCF algorithm in ORCA, which switches between various
acceleration schemes. As expected, the use of the RI approxi-
mation does not lead to a significant speed-up for any program
due the minimal basis set in HF-3c. When computing in full
FP64, a speed-up of the TeraChem implementation compared
to the CPU programs can be observed. However, reducing the
number of FP64 operations in the MP scheme greatly decreases
the average wall time per SCF cycle on this consumer-grade
GPU. For small system sizes (160–200 basis functions), we can
see a nearly constant wall time with the MP scheme in Tera-
Chem. This effect can be rationalized by the time overhead to
setup the GPU. These steps become significant to the overall
wall time for small system sizes and fast methods. Despite this
overhead associated to GPU calculations, we can achieve a
significant speed-up (1 order of magnitude) for the HF-3c
composite method with our TeraChem implementation.

Next we will evaluate the wall time per SCF cycle for the
PBEh-3c hybrid DFT composite method. Due to the grid depen-
dence of DFT functionals, additional complexity is added to the
timing. However for hybrid DFT functionals, the exact Fock
exchange computation is expected to be the dominant contri-
butor to the overall computational cost. This should partially
offset the grid dependence on the computational wall time. For
PBEh-3c, the cefine tool adds the following parameter to the
TURBOMOLE control file ‘‘$extol 2.5’’. This parameter is an
additive term to the exponents of varying numerical thresholds
within the exact Fock exchange computation routine in TUR-
BOMOLE’s ridft program.73 It has been used as a default in
many PBEh-3c calculations in TURBOMOLE. To assess the
influence of this parameter on wall time, we show timings with
and without the addition of this parameter in Fig. 6. For

Table 2 Mean absolute deviation (MAD) and standard deviation (STD) values in kcal mol�1 for the subcategories of the GMTKN55 benchmark set
computed with the oB97X-3c composite method. Due to the element restrictions of the TeraChem implementation, the benchmark sets HEAVY28,
HEAVYSB11 and RG18 are not included in this analysis. The remaining subset is called GMTKN52. The weighting scheme remains unchanged, the
weighted MAD/STD for all examined sets (dubbed GMTKN52) given. DP refers to the double precision and MP to the mixed precision schemes in
TeraChem, and NCI to non-covalent interactions

Program (numerical precision)

MAD of subcategories weighted according to WTMAD-2 [kcal mol�1]

Basic properties Reaction energies Barrier heights Intermol. NCIs Intramol. NCIs GMTKN52

ORCA DP 4.749 7.933 5.154 4.887 5.698 5.480
TeraChem DP 4.745 7.935 5.154 4.883 5.701 5.479
TeraChem MP 4.746 7.934 5.153 4.883 5.703 5.479

Program (numerical precision)

WTSTD-2: STD of subcategories weighted according to WTMAD-2 [kcal mol�1]

Basic properties Reaction energies Barrier heights Intermol. NCIs Intramol. NCIs GMTKN52

ORCA DP 5.180 7.471 5.963 4.766 5.515 5.608
TeraChem DP 5.184 7.475 5.963 4.762 5.518 5.609
TeraChem MP 5.184 7.475 5.963 4.762 5.519 5.610

Fig. 5 Average wall time per SCF cycle for the HF-3c composite method
as a function of the number of basis functions. For TeraChem, the mixed
precision (MP) and double precision (DP) computation schemes are
considered. For TURBOMOLE and ORCA, single point calculations with
and without the resolution of the identity approximation are shown. An
NVIDIA RTX 3070 GPU is used.
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calculations performed in ORCA, the calculation failed at
different stages for fullerenes larger than C260 (3900 basis
functions). We expect that disk space on our test node became
the limiting factor here, since certain intermediates are written
to hard disk during the calculations.

Similar wall times are measured for ORCA and TURBOMOLE
in Fig. 6 when no integral approximations are used, analogous
to the observations in Fig. 5. TeraChem’s DP scheme is again
faster than the CPU programs without approximations, but
with more significant speed-up when using the MP scheme. It
can be seen that the RIJ approximation (cf. ridft vs. dscf)
reduces the computational cost to some degree. Still, the
computation of Fock exchange dominates the overall computa-
tional cost, as expected. As such, we can observe that addition-
ally employing the COSX approximation (ORCA) or changing
the screening threshold by means of the extol-parameter
(TURBOMOLE) is very effective. For ‘‘$extol 2.5’’, TURBOMOLE
RI-approximated calculations become faster than TeraChem
with the DP scheme for the systems with o2000 basis func-
tions. When applying default screening thresholds, TeraChem
DP is faster than both CPU codes, which become very similar in
this case. The better performance of TURBOMOLE’s ridft with
‘‘$extol 0.0’’ compared to ORCA may be, at least partially, a
result from using a smaller auxiliary basis set in the former.
The TURBOMOLE ridft ‘‘$extol 2.5’’ variant approaches the
speed of TeraChem with the MP scheme for small system sizes.
Nevertheless, the GPU-accelerated MP scheme clearly yields the
fastest computation method evaluated in this work.

For oB97X-3c, we compare TeraChem to ORCA in Fig. 7.
With our setup, we were not able to compute singlepoints for
fullerenes larger than 100 carbon atoms (1300 basis functions).
Mostly, the calculation failed during the setup of the model
potential for the guess calculation. For larger systems, disk
space limitations may also factor in. ORCA with RIJ and COSX
approximation presents about the same average wall time as

the DP scheme in TeraChem. COSX and RIJ appear to be more
effective for oB97X-3c compared to the previously discussed 3c
methods. This is probably due to the deeper contraction
scheme used in the vDZP basis set compared to the MINIX
and def2-mSVP basis sets. Again, the MP scheme in TeraChem
outperforms all other ERI implementations and assures a
significant speed-up by about an order of magnitude compared
to formally low scaling integral approximations (cf. ORCA with
RIJCOSX).

In the following section, we are investigating how the wall
time varies with GPU models and how their price relates to the
performance.

3.3 Price-to-performance comparison of GPU models

In the previous section, we showed timings recorded with an
NVIDIA RTX 3070 GPU, the manufacturer’s suggested retail
price (MSRP) for this card is $499.74 We will refer to the MSRP
when discussing GPU prices for the remainder of this work,
regardless of current market prices. The GPUs compared in this
section vary by number of cores and type of such cores as well
as the available memory. We also have access to the NVIDIA
Quadro RTX 5000 GPU in our group-internal cluster. These
cards are generally more expensive workstation cards with
more memory and often a better FP64 performance relative to
the number of cores installed. The theoretical floating point
operations per second (FLOPS) of consumer grade (GeForce)
cards for FP64 operations is 1/64th of their FP32
performance.74 For Quadro series cards, this ratio shifts to
1/3274 as shown in Table 3.

In our computing cluster, we do not have access to the more
pricey high-end cards of the Tesla family, which generally
outmatch the Quadro cards in terms of memory and FP64
performance (1/2 FP64:FP32 performance for the V100 card at
an estimated price of about $10 000). However, we expect the
trends observed for the GeForce and Quadro cards to be
translatable to the Tesla family as well.

Fig. 6 Average wall time per SCF cycle for the PBEh-3c composite
method as a function of the number of basis functions. For TeraChem,
the mixed precision (MP) and double precision (DP) computation schemes
are considered. For TURBOMOLE and ORCA, single point calculations with
and without the low scaling ERI approximations (RIJ and RIJCOSX,
respectively) are shown. ‘‘$extol’’ is a parameter that is added to the
exponential value of screening parameters in the Fock build routine of
ridft.73 An NVIDIA RTX 3070 GPU is used.

Fig. 7 Average wall time per SCF cycle for the composite method
oB97X-3c as a function of the number of basis functions. For TeraChem,
the mixed precision (MP) and double precision (DP) computation schemes
are considered. For ORCA single point calculations with and without the
resolution of the identity and chain of spheres approximation are shown.
An NVIDIA RTX 3070 GPU is used.
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In Fig. 8, we examine how the theoretical performance of
these GPUs translates to wall time differences for TeraChem
calculations. We employ the same structures as in the previous
section, to assess the average wall time per SCF cycle for the MP
and DP scheme. In our computing cluster, the systems with
RTX 3080Tis and Quadro RTX 5000 cards don’t use the same
CPUs as the ones with RTX 3070s. However, we assume that the
GPU has a superior influence on the wall time and varying CPU
models can be neglected. We present the values for PBEh-3c,
while the plots for the other composite methods implemented
in this work can be found in the SI.

In general, the resulting average wall time for the RTX 3070
and Quadro RTX 5000 are fairly similar throughout the inves-
tigated basis set sizes and precision schemes. Although for the
MP scheme, the 3070 has a perceivable advantage over the
Quadro card, which is more evident for larger system sizes. This
can be rationalized by the better FP32 performance of the 3070
compared to the Quadro card. Hence, the low-priced GeForce
card can offer the same (or better) performance if combined
with the MP scheme in TeraChem. The RTX 3080Ti shows a
clear advantage in average SCF wall time over the other GPUs,
both in MP and DP scheme. However, the costs associated with
this GPU are more than twice that of the RTX 3070. Therefore, it
depends on the target deployment and usage, whether invest-
ing in a single 3080 Ti card or two 3070 cards is preferable. We
can conclude from our work that the use of so-called
‘‘consumer-grade’’ GPUs for quantum chemical calculations
is absolutely sufficient, especially when combined with a mixed
precision scheme. Given that such ‘‘consumer-grade’’ cards are

comparable in price to modern CPU chips, while providing
much better performance in electronic structure calculations
(by a factor of B10 with the MP scheme, see Section 3.2), one
can expect roughly a five-fold speed-up in the calculations per
invested dollar. As such, this provides the perfect setup for the
small basis set 3c methods that were implemented in the
present work.

3.4 Benchmarking 3c methods for their use with
FOMO-hh-TDA

In this section, we will investigate the ability of the 3c-methods
to describe excited states using the hh-TDA formalism. To allow
comparison across a larger set of density functional approx-
imations (DFA), we choose to use the same benchmark set as in
the original publication,49 while focussing only on the lowest
vertical excitations. The reference values are either ‘‘best esti-
mate’’ values from Thiel’s benchmark ref. 75 or, otherwise, are
(spin-component-scaled) simplified coupled-cluster singles
and doubles (CC2) values with mostly triple-zeta basis
sets76,77 (see ref. 49 for details). In the charge-transfer (CT)
subset, the CT states may not be the lowest when using
different DFAs in hh-TDA. Therefore, among the computed
excitations, we selected the lowest for which the static dipole
moment changes by at least 8 Debye.

The FOMO-hh-TDA study by Yu et al.50 also contained most
of the parent methods, based on which the 3c methods
discussed in this work have been build. For HF-3c, we compare
with HF and for PBEh-3c with PBE0. The oB97X-3c method is
based on the exchange correlation functional parameters from
oB97X-V, however this DFA is not implemented in TeraChem.
We compare against oB97X-D3 instead. Prior studies49,50 have
shown that high amounts of Fock exchange are beneficial for
computation of singlet excitations with the hh-TDA scheme and
BHLYP was one of the best performing DFAs. Hence, BHLYP is
added to our comparison. The def2-SV(P) basis set is used
throughout for the calculation with the parent methods.

In Fig. 9, the vertical excitation errors for different DFAs and
composite methods are shown. The composite methods imple-
mented in this work are shown in full lines, whereas their
‘‘parent’’ methods are shown in dotted lines.

In Fig. 9a, vertical excitation errors in intermolecular CT
excitations in non-covalently bound organic complexes are
presented. For this subset, PBEh-3c is the only composite
method for which the mean deviation shows the same sign as
for its parent method. PBEh-3c shows a narrower error dis-
tribution and a smaller mean deviation compared to PBE0/
def2-SV(P). This tendency could be explained by the higher
amount of exact Fock exchange in PBEh-3c (42%) compared to
PBE0 (25%). However, the mean deviation of PBEh-3c is larger
than for BHLYP, making BHLYP the best choice for global
hybrids among the compared DFAs for CT intermolecular
excitations in organic complexes.

For HF-3c, we observe a narrow error distribution with a
systematic overestimation by 0.50 eV. oB97X-3c has the smallest
MD among the considered DFAs for this intermolecular CT set.
Hence, we can recommend its use for computing intermolecular

Table 3 Comparison of the theoretical performance of GPUs for FP32
and FP64 operations. Values are taken from ref. 74

GPU

Theoretical performance

FP64 [GFLOPS] FP32 [TFLOPS]

GeForce RTX 3070 317.4 20.31
GeForce RTX 3080Ti 532.8 34.10
Quadro RTX 5000 348.5 11.15

Fig. 8 Average wall time for 1 SCF cycle for the composite method
PBEh-3c as a function of the number of basis set functions. For TeraChem,
the mixed precision (MP) and double precision (DP) computation schemes
are compared for different GPU models. The indicated prices are MSRP
according to ref. 74.
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valence CT excitations. We mention at this point, that the
incorporation of large-core ECPs in oB97X-3c prevents the
calculation of core-excited states that can, in principle, be
computed with hh-TDA (cf. ref. 78).

In Fig. 9b, the local and push–pull-type excitation subsets
are combined into one set for statistical evaluation. The indi-
vidual subset plots can be found in the ESI.† For this joined set,
PBEh-3c shows again better results than its parent DFA PBE056

with a smaller MD of �0.05 eV compared to 0.39 eV. Primarily,
we expect this to be an effect of the larger amount of Fock
exchange in PBEh-3c (42%), as BHLYP (50%) is known to be one
of the best DFAs for hh-TDA.50 oB97X-3c improves on the
already excellent MD of oB97X-D3 with �0.01 eV relative to
0.03 eV, both show wider error distributions than the global
hybrids presented in this work.

In summary, we find that PBEh-3c works very well for the
lowest vertical valence excitations, though somewhat less so for
intermolecular CT excitations. The range separated composite
method oB97X-3c is, overall, better suited for describing intra-
molecular and intermolecular excitations. However, the com-
putational cost associated with this method is slightly higher
than with PBEh-3c (cf. Fig. 6 and 7) due to the deeper contrac-
tion scheme in the vDZP basis set.

4 Conclusions & outlook

In this work, we presented the implementation of the 3c
composite methods in the GPU-accelerated software package
TeraChem. We could demonstrate that our implementation
offers a considerable speed-up in average SCF wall time com-
pared to CPU-based implementations across the implemented
3c methods. When using consumer-grade GPUs, the use of the

mixed precision scheme is best suited, it offers an exceptional
speed-up with virtually no deficit in numerical accuracy. We
found that mid-tier consumer GPUs, such as the RTX 3070,
present an excellent price to performance ratio, which could
lead to wider use of these heterogeneous architectures through-
out the community. Some elements cannot be handled with the
current implementation, due to missing high angular momen-
tum functions in the corresponding basis sets or ECPs. This is
less severe for the most accurate oB97X-3c model, where this
almost exclusively affects the row 6 elements of the periodic
table. With this method, it has now become possible to achieve
high accuracy in quantum chemistry calculations, comparable
to DFT calculations with quadruple zeta basis sets, with extre-
mely low computational times on consumer-grade GPUs.

This work also assessed the performance of the 3c methods
for their use in excited states calculations within the FOMO-hh-
TDA scheme. Using a benchmark set for small organic mole-
cules, we found that PBEh-3c is a great choice for a density
functional approximation (DFA) for local vertical excitations,
while less so for intermolecular charge-transfer excitations. The
DFA oB97X-3c also shows very good performance with an
overall better balance in the error between local and charge-
transfer excitations. The combination with FOMO-hh-TDA
allows fast exploration of photochemical reactions, which will
be important for simulations in energy conversion materials.
The combinations of 3c methods with this scheme will be used
in the future for studies of photoinduced processes in large
molecules and aggregates.
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Fig. 9 Gaussian error distribution functions for hh-TDA with different density functional approximations in the calculation of vertical excitation energies.
Comparing the implemented 3c-methods with their parent methods with the spherical def2-SV(P)54 basis set. The values for the parent methods are
taken from ref. 50. BHLYP/def2-SV(P) is added as it is one of the best performing density functionals in the original publication.49,50 The centers of the
Gaussians correspond to the mean deviation (MD), whereas the width of the Gaussian corresponds to the standard deviation (SD), both in eV. (a)
Excitations of non-covalently bound molecular complexes with intermolecular charge transfer (CT) character are shown in this subset. (b) Intramolecular
excitations of local-excitation and push–pull type character.
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