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Trajectory-dependent threshold effects of proton
stopping power in LiF nanosheets†

Ya-Ting Sun,a Feng Wang *a and Cong-Zhang Gao*b

We conducted a study on the trajectory-dependent threshold effects of proton stopping power in LiF

nanosheets using time-dependent density functional theory non-adiabatically coupled to the molecular

dynamics. This study covered protons with initial velocities in the range of 0.1–1.0 a.u., offering a vast

amount of detailed information on the electronic structure during the stopping process with superior

spatial and temporal resolution. Our results show that the impact parameters of incident protons play

a crucial role in determining the threshold behavior of proton stopping power in LiF nanosheets.

Most importantly, we found that close collisions do not exhibit a discernible threshold. In addition, the

research results also revealed the time dependence of the number of electrons occupying the atomic

orbitals of F and Li as protons pass through the nanosheets.

1 Introduction

A thorough comprehension of the way in which particle radia-
tion interacts with materials is of utmost importance in addres-
sing various significant issues across a range of fields,1,2

including nuclear industry3–5 and space technology6 applications,
high-energy density physics,7 radio-therapy in medicine,8–10 funda-
mental research laboratories,11 and the manufacturing of inte-
grated circuits. Usually, the basic process of collision between
incident particles and target materials includes electron transi-
tions (excitation, charge transfer, ionization) and energy transfer of
nuclear degrees of freedom.12 Therefore, incident particles mainly
lose energy through two mechanisms: one the nuclear stopping
power (Sn) at low projectile velocities, in which the projectile
particle mainly transfers energy to nuclei without electronic
excitations, and another the electron stopping power (Se) at
high projectile velocities, in which the projectile particle mainly
transfers energy to electrons. Comparatively speaking, predict-
ing the energy loss of electrons is still difficult due to their
quantum mechanical properties.13 Over the past few decades,
both theoretical and experimental physicists have shown great
interest in studying the Se(v) of materials.14,15

When the projectile particles pass through the free electron
gas, the Se(v) is approximately proportional to the particle
velocity v (a kind of Ohms law). The proportionality law holds

well for metals and plasma, but for insulators, having an
ionization energy gap, Se(v) dependence must exhibit a thresh-
old, as was predicted in ref. 16 and 17. Experimental confirma-
tion of this threshold has been achieved for gaseous targets,18

but conducting similar experiments with solid targets poses
additional challenges. This is because low-energy projectiles
stop too quickly in solids, necessitating the use of very thin
target materials. To enhance the visibility of the threshold
effect and facilitate its observation, it is advantageous to choose
a target material with a wider ionization energy gap. LiF is one
of the materials with a large energy gap. Nevertheless, even for
LiF, the experimental transmission of protons and antiprotons
through thin films19,20 did not show any observable threshold.
This could be attributed to the possibility that the energies used
in these experiments were not sufficiently low, or that the
averaging over projectile impact parameters masked the thresh-
old. Eventually, the threshold was observed in LiF targets for
grazing incidence (surface channeling)21 and backscattering.22

Surface channeling differs from transmission in that it lacks
close encounters between the projectile and target atoms,
suggesting that it is in close collisions where the threshold
may be absent.

On the other hand, it is important to acknowledge that fully
atomistic first-principles simulations offer a vast amount of
detailed information regarding the stopping process that can-
not be obtained from experimentally tabulated data. In fact,
several modern first-principles simulations have provided a
comprehensive description of the stopping processes with
superior spatial and temporal resolution compared to current
experimental capabilities. For instance, earlier density func-
tional theory (DFT) computer simulations determined the gap in
Se(v) for H, He, and Ne targets.23 Additionally, Pruneda et al.24
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have identified the existence of a threshold in time-dependent
density functional theory (TDDFT) simulations, although they did
not thoroughly investigate it, seemingly limiting their study to
protons passing through the center of the LiF cell, where the
threshold effect is most pronounced.

In order to fully understand the fascinating threshold beha-
viors of the stopping process, it is important to consider the
physics of the threshold effects themselves and take into
account the projectile’s impact parameters. To address these
points, this study focuses on the example of a proton in a LiF
nanosheet. It is worth noting that the stopping power of a
proton in bulk LiF has been extensively studied both experi-
mentally20–22 and theoretically,24–27 providing a basis for vali-
dating our results in the bulk limit. However, no model
calculations have been conducted for LiF nanosheets covering
the velocity range of protons from 0.1 a.u. to 1.0 a.u.

The remaining sections of this article are structured as
follows. Section 2 provides an introduction to the calculation
methods and model construction employed for studying pro-
tons in LiF nanosheets. Section 3 presents a comprehensive
analysis of the simulation results and offers explanations for
various observed phenomena. Finally, in Section 4, the conclu-
sions drawn from this study are summarized. It is important to
note that atomic units (h� = me = e = 1) are consistently utilized
unless explicitly mentioned.

2 Computational method and model

The Se(v) of protons in LiF nanosheets was investigated using a
time-dependent density functional molecular dynamics (TDDFT-
MD) model that combined Ehrenfest molecular dynamics (EMD)
and real-time TDDFT (rt-TDDFT).28,29 In the collision system, all
particles are divided into two categories: one is the ion core
(atomic nucleus and inner electron), which is regarded as the
classical charged point particle with coordinates Rj ( j = 1. . .Nion);
the other is the valence electrons, which is described by the single-
particle wave function ci (i = 1. . .Ne). It should be noticed that in
the case of the Li atom, the electrons of the inner 1s orbitals are
considered explicitly in the calculation. In TDDFT, all observables
are represented by a function of the electronic density

rðr; tÞ ¼
PNe

i¼1
jciðr; tÞj2; (1)

where Ne in principle should correspond to the sum of the total
number of valence electrons of the F atoms and the total number
of electrons of the Li atoms. The total energy Etot of the system can
be written as follows:

Etot ¼ Ek;eðfcigÞ þ Ek;ionðf _RjgÞ þ EH½r� þ EPBE
XC ½r�

þ Ep;ionðfRjgÞ þ Ee;ionðfcig; fRjgÞ:
(2)

It includes the kinetic energy of electrons (Ek,e) and ion cores
(Ek,ion), the coulomb energy between valence electrons (EH), the
exchange–correlation (XC) energy of electrons (EPBE

XC ), and
the interaction potential energy between ion cores (Ep,ion),

as well as the interaction energy between electrons and ion
cores (Ee,ion).

The time-dependent Kohn–Sham (KS) equation describes
the evolution of the electronic structure:

i�h
@ciðr; tÞ
@t

¼ ĤKSðtÞciðr; tÞ: (3)

ĤKS represents the Hamiltonian of the system, specifically
expressed as:

ĤKSðtÞ ¼ �
�h2

2me
r2 þ Ve;ionðr; fRjgÞ

þ VH½r�ðr; tÞ þ VPBE
XC ½r�ðr; tÞ;

(4)

where me is the mass of an electron. The interaction potential

between electrons and ion cores, denoted as Ve,ion. VH½r�ðr; tÞ ¼

Ð
dr0

rðr0; tÞ
jr� r0j represents the Hartree potential, which repre-

sents the Coulomb potential between valence electrons. And
VPBE

XC represents the XC potential using the adiabatic general-
ized gradient approximation (GGA) based on the Perdew–
Burke–Ernzerhof (PBE) functional.30

Here, the time-dependent wave function ci expands into the
adiabatic eigenstate fl,

ciðr; tÞ ¼
PL
l

Cl;iðtÞflðr; tÞ; (5)

where L represents the number of adiabatic eigenstates fl.
The evolution of the wave function ci can be transformed

into the evolution of the coefficient Cl,i = hfl|cii using eqn (5).
And the evolution of the adiabatic state fl is given by

ĤKS(t)fl(r,t) = el(t)fl(r,t), (6)

where el is the eigenenergy of the adiabatic eigenstate fl.
The Newton’s equation controls the motion of ion cores:

Mj
d2RjðtÞ
dt2

¼ FjðtÞ; (7)

where Mj is the mass of the jth ion core. So, the force Fj acting
on the jth ion core can be expressed as:

Fj ¼ �rRj ½Ep;ion þ Ee;ion�

¼ � rRj

X
jak

ZjZke
2

jRj � Rkj
þ
XNe

i¼1
hcijĤKSjcii

" #
;

(8)

where Zj represents the nuclear charge of the jth ion core.
To perform TDDFT-MD simulations, we utilized PWmat31,32

software which uses the plane wave pseudopotential Hamilto-
nian and is optimized for graphics processing units (GPUs),31,32

introducing a modified Ehrenfest (ME) dynamics to correct a
detailed balance problem in the original algorithm.33

In our simulations, we employed the Dt � nB 1.24 � 10�3 Å
method to set the time step for protons of varying veloci-
ties,34,35 which is utilized to guarantee the convergence of the
total energy. The computer time required to complete a single
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rt-TDDFT calculation is 48 hours with four GeForce GTX GPUs.
The calculation was performed using a 2 � 2 � 1 k-point grid,
and the optimized norm-conservinng vanderbilt pseudopoten-
tial36 was employed to describe interactions between valence
electrons and ionic cores, including ion nuclei such as Li3+, F5+

(1s2) and H+. The plane wave expansion basis was used, with a
cut-off energy of 116 Ry (ref. 24), corresponding to a real space
grid size of 56 � 56 � 320. Our simulation involved a total of
640 electrons and 500 adiabatic states were calculated to set
the simulation in motion. A cubic unit cell of the LiF crystal,
taken from ref. 37, contains 8 atoms with a lattice parameter of
4.082 Å. This unit cell is expanded into a 2 � 2 � 4 supercell
and placed in a simulation box with dimensions of 8.164 �
8.164 � 46.328 Å3. During the simulation process, periodic
boundary conditions are used, and a vacuum layer with a
thickness of 15 Å is taken in front of the front and rear surfaces
of the LiF nanosheet to shield against the influence of other
potential around it.

Before performing rt-TDDFT calculations, we performed
DFT calculations on the LiF nanosheet to obtain an initial
wave function, ensuring full convergence of calculations.
In addition, the test calculations used to obtain the numerical
parameters consistent with the calculated results are briefly
described in the ESI† (SCI.A).38

The initial position of the proton is placed 11.38 Å away
from the surface of the LiF nanosheet and moves in the positive

direction along the z-axis. To demonstrate the variation trend of
the Se(v) from channel to off-channel, three cases with different
impact parameters (i.e., different closest distances to any target
atom surrounding the projectile) were selected to represent
channel, off-channel, and the transition between them.
As depicted in the top view shown in Fig. 1(a), the center
position between the F–F (Li–Li) atomic lines is defined as
channel (channel-1), the position at 2/3 distance from the
center point is defined as off-channel (channel-3), and the
center position between two points is chosen as the transition
point (channel-2). Due to the periodic arrangement of the
crystal, the projectile will periodically pass through F atoms
and Li atoms. It is worth noting here that due to the influence
of Ehrenfest dynamics, the x and y coordinates of protons may
slightly change (due to the symmetry of collision geometry, the
displacement in the x-direction is consistent with the displace-
ment in the y-direction).

For the convenience of further discussion, we divide the
collision process into five stages as follows: (I) pre-entry stage,
where the proton is far away from the front surface of the LiF
nanosheet; (II) entry stage, where the proton enters the front
surface of the LiF nanosheet; (III) internal stage, where the
proton is inside the LiF nanosheet; (IV) exit stage, where the
proton leaves the back surface of the LiF nanosheet; (V) post-
exit stage, where the proton is far away from the back surface of
the LiF nanosheet. In order to visually depict the characteristics

Fig. 1 (a) The relationship between the displacement in the x-direction of the incident proton with an incidence velocity of 0.2 a.u. and the displacement
in the z-direction during this simulation process. Among them, the background atomic structure shows the slices of LiF nanosheets along the y-direction.
The inset provides a clear depiction of the model coordinate axis direction, alongside a top view of channel-1, channel-2, and channel-3. The green ball
represents Li atoms, and the gray ball represents F atoms. (b) The representative ion positions and electron density differences in the five stages of (I)–(V),
with the projectiles located at z = 8.65, 15.14, 23.87, 31.73, and 40.45 Å, respectively.
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of ion configuration and electron distribution in the five stages,
Fig. 1(b) shows the representative ion positions and electron
density differences in the five stages, with the projectiles
located at z = 8.65, 15.14, 23.87, 31.73, and 40.45 Å, respectively.

3 Results and discussion
3.1 Kinetic energy loss of protons

As protons pass through the LiF nanosheet, they transfer
energy to the system. We can quantify the transfer of energy
by calculating the rate at which protons lose energy. In the
simulation process, the proton moves in the positive direction
of the z-axis. Since it has small displacements (the specific
values can be found in Table S1 of the ESI† 38) in the x-direction
and y-direction at low velocities, we can approximate its motion
as a straight line along with the z-direction.

Fig. 2 illustrates the kinetic energy loss of the proton as it
moves along channel-1, plotted against its displacement. And
the kinetic energy loss of the proton as a function of the
displacement for channel-2 and channel-3 can be found in
the ESI† 38 (see Fig. S3). The instantaneous energy loss of a
proton can be defined as the derivative of its energy with
respect to its displacement, i.e., Se(v) = �dEk,proton/dz. In stage
(I), proton kinetic energy remains relatively stable. In stage (II),
there may be fluctuations in proton kinetic energy due to the
exchange of charges between proton and target atoms. These
fluctuations are more prominent at lower velocities. In stage
(V), the proton kinetic energy gradually reaches a state of
balance. To determine the equilibrium Se(v), we calculate the
average of the instantaneous electronic stopping power
between the two vertical dashed lines, as shown in Fig. 2. The
periodic oscillation is caused by the lattice structure of the
LiF nanosheet.

In Fig. 3, the experimental values of Draxler et al.22 and
Møller et al.,20 as well as the theoretically calculated TDDFT
values of Pruneda et al.,24 are presented respectively.

The Stopping and Range of Ions in Matter (SRIM)39 value is
also given. It is important to highlight that the SRIM results are
derived semi-empirically through the averaging of data from
various incident directions with different impact parameters.
Consequently, the model does not explicitly consider the spe-
cific channeling conditions that are the focus of our calcula-
tions. The numerical values obtained in this simulation align
with the variation trend of the SRIM-2013 curve,40 as well as the
experimental and theoretical reference values, proving the
rationality and appropriateness of the model parameters used.
The experimental value is determined by averaging all impact
parameters. However, in the current simulation, only three
specific incident trajectories were selected, resulting in the
simulated values being lower than the experimental values.
It is important to mention that the Se(v) value calculated by
Pruneda et al. is not very consistent with the experiment
because they only simulated the proton passing through the
LiF center. When the velocity of the proton in channel-1 and
channel-2 is 0.2 a.u., the threshold effect described in ref. 17
and 24 will appear, but in channel-3, this threshold effect will
disappear. The appearance of velocity thresholds in LiF is
attributed to the inability of incident ions to excite electrons at
low velocities, resulting in threshold effects due to the existence of
the electron excitation gap. This has been demonstrated by
numerous studies.17,20

Fig. 4 shows the variation of the total potential energy (Ep)
and total kinetic energy (Ek) of the system with proton displace-
ment as the proton passes through the LiF nanosheet along
channel-1 with an initial velocity of 0.2 a.u., where

Ek = Ek,ion({
:
Rj}), (9)

Fig. 2 The kinetic energy loss DEk,proton = Ek,proton(0) � Ek,proton(z) of
protons as a function of displacement for different velocities along
channel-1.

Fig. 3 The electronic stopping power of the LiF nanosheet against pro-
tons moving along different trajectories is taken as a function of velocity,
where blue curves with different shapes represent different incident
trajectories, the % represents the theoretical values of TDDFT for Pruneda
et al.,24 the . represents the experimental values for Draxler et al.,22 the~
represents the experimental values for Møller et al.,20 and green curves
represent the values for the SRIM-2013 curve.40 The inset shows the top
view of channel-1, channel-2, and channel-3.
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Ep ¼ Ek;eðfcigÞ þ EH½r� þ EPBE
XC ½r� þ Ep;ionðfRjgÞ

þ Ee;ionðfcig; fRjgÞ:
(10)

The sum of these two energies is the total energy of this
system, which is a straight line (thus not shown). Overall, it is
evident that the potential energy increases, while the kinetic
energy decreases. Meanwhile, the total energy remains con-
stant, indicating that kinetic energy is converted into potential
energy.

3.2 Density of states and number of electrons

To gather detailed information about the electronic states
involved in the stopping process, we calculated the adiabatic
density of states (DOS) for different positions of protons along
three distinct incident trajectories in the LiF nanosheet, as
shown in Fig. 5 and Fig. S4, S538 (see the ESI†). Here total DOS
of the system is defined as

DOSðe; tÞ ¼
P
l

dðe� elðtÞÞ: (11)

The delta function, denoted as d(e � el(t)), has been approxi-
mated by a Gaussian function in our numerical calculations
with a standard deviation of 0.05 a.u. In essence, DOS is a
statistical distribution that represents the number of adiabatic
eigenvalues per unit energy interval. Each adiabatic eigenvalue
el(t) corresponds to an adiabatic eigenstate fl(t), and thus the
statistical distribution of adiabatic eigenvalues is a reflection of
the statistical distribution of adiabatic eigenstates, which is
also referred to as the DOS.

Furthermore, the occupied DOS (ODOS) can be expressed as:

ODOSðe; tÞ ¼
X
l;i

j fl jcih ij2dðe� elðtÞÞ

¼
X
l;i

jCl;iðtÞj2dðe� elðtÞÞ:
(12)

It is important to mention that the total DOS depicted in
Fig. 5 and Fig. S4, S538 (see the ESI†) is unoccupied in the high-
energy state. This suggests that the 500 adiabatic eigenstates
utilized in this simulation are sufficient to fully describe the
electron excitation.

In order to further describe the charge transfer process of
the projectile inside the material, the projected DOS (PDOS) of
the projectile’s jth atomic orbital jj is expressed as:

PDOSðjj ; e; tÞ ¼
X
l;i

jj jfl

D E
fl jcih i

��� ���2dðe� elðtÞÞ

¼
X
l;i

fl jcih ij j2 jj jfl

D E��� ���2dðe� elðtÞÞ

¼
X
l;i

Cl;iðtÞ
�� ��2 jj jfl

D E��� ���2dðe� elðtÞÞ;

(13)

It is important to mention that the higher the excited
state, the larger the volume occupied. In the case of the LiF
nanosheet, there is limited space to accommodate electrons
captured by projectiles. Therefore, only the 1s state electrons
are most likely to survive in collision processes.

To facilitate further discussion, we classify the energy level
of el(t) into three distinct ranges based on its proximity to the
Fermi level EF at initial time, as outlined below: (1) deep-level
range (Dl), where el(t) is significantly distant from EF;
(2) shallow-level range (Sl), where el(t) is in close proximity to
EF; and (3) middle-level range (Ml), where el(t) is positioned
between Dl and Sl.

Fig. 5 and Fig. S4, S5 38 (see the ESI†) show the representative
distribution of DOS, ODOS and PDOS in the five stages for an
incident velocity of 0.2 a.u. under three channels with the
projectiles located at z = 8.65, 15.14, 23.87, 31.73, and 40.45 Å,
respectively. When analyzing Fig. 5 and Fig. S4, S5 38 (see the ESI†)
combined with Table 1, we can observe several interesting find-
ings regarding the same phenomenon but with different incident
trajectories as follows:

(1) In stage (I), only shallow-level electrons contribute to the
H(1s) state, although this contribution is small, suggesting that
protons only capture electrons from the shallow-level to the 1s
orbital of H with a very small probability.

(2) In stage (II), as the contribution of shallow-level electrons
to the H(1s) state increases significantly, the contribution of
middle-level electrons also becomes apparent. Additionally,
combined with Fig. 1b (II), it is important to note that surface
holes have been created when the proton enters the front
surface of the LiF nanosheet.

(3) In stage (III), as the holes vanish, electrons in the
conduction band are produced. Simultaneously, the contribu-
tion of shallow-level electrons to the H(1s) state reduces, while
the contribution of middle-level and deep-level electrons to the
H(1s) state emerges.

(4) In stage (IV), the number of electrons being excited to
the conduction band keeps growing. As the contribution of
deep-level electrons to the H(1s) state disappears, the contribu-
tion of shallow-level electrons to the H(1s) state reappears.

Fig. 4 The total potential energy (Ep) and total kinetic energy (Ek) of the
system when the proton is moving with an incidence velocity of 0.2 a.u.
along channel-1. The vertical black dashed lines are indications of the
positions of LiF atom layers.
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(5) In stage (V), after the collision, when the projectile and
target are far apart, it is observed that the deep and middle
levels are completely filled with electrons, while the shallow-
levels are not fully filled with electrons. The number of
electrons reduced at the shallow-level is equal to the number
of electrons that have been captured and excited by protons to
the conduction band.

Interestingly enough, as shown in stages (I–III), the process
of charge transfer occurs sequentially. At first, electrons are
captured from shallow energy levels. As the collision continues,
the phenomenon of capturing electrons from deeper levels
starts to take place. In stages (I–V), compared to the case where
the projectile is at z = 4.63 Å, the energy levels of the occupied
adiabatic eigenstates shift towards lower energies. According to

Fig. 5 Snapshots of DOS, ODOS, and PDOS show the projectiles with an incidence velocity of 0.2 a.u. located at z = 4.63, 8.65, 15.14, 23.87, 31.73,
and 40.45 Å, respectively, under channel-1. The initial position of the Fermi level is indicated. The dashed ellipse represents the position of
the adiabatic eigenstates that contribute to the H(1s) state, while the number of electrons occupying the H(1s) state within the elliptical area is
shown above it.
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the explanation in ref. 25, this result is not surprising. When a
proton approaches F�, its positive charge effectively increases
the nuclear charge of F� by 1. This results in an isoelectronic
configuration similar to a neutral Ne atom in the unified-atom
limit. In other words, it is as if F� is replaced by a neutral Ne
atom with all electrons tightly bound. Another reason for the
decrease in energy levels is that LiF nanosheets cause the
ionization of some electrons into the vacuum. As a conse-
quence, the valence band is shifted to lower energies.

When analyzing Fig. 5 and Fig. S4, S538 (see the ESI†)
combined with Tables 1 and 2, we can observe several interest-
ing findings regarding the different phenomena with different
incident trajectories, as follows: (1) more conduction band
electrons are produced through channel-3 trajectories. (2) In
stage (II), protons following channel-3 trajectories tend to
generate fewer surface holes (the surface hole numbers corres-
ponding to channel-1, chennel-2, and channel-3 are 0.77564,
0.65386, and 0.62884, respectively). (3) In stage (V), after the
collision, when the projectile and target are far apart, protons
following channel-3 trajectories tend to capture fewer electrons.
Overall, through a comprehensive analysis of Fig. 5 and Fig. S4,
S5 38 (see the ESI†) combined with Tables 1 and 2, we can obtain
a large amount of detailed information about the electronic
state of the stopping process, and be able to gain valuable
insights into the interaction between protons and LiF nano-
sheets.

The average number of electrons ne captured by the jth
atomic orbital of the atom is expressed as follows:

neðtÞ ¼
ð
PDOSðjj ; e; tÞde: (14)

Fig. 6 shows the difference Dne = ne(t1) � ne(t0) of ne in
different energy levels, respectively. Here, t1 represents the
proton moving to a specific position, and t0 represents the

proton at its initial moment. It is worth noting that a positive
value of Dne indicates the gain of electrons, while a negative
value of Dne indicates the loss of electrons. The designations
‘‘F-2s’’, ‘‘F-2p’’, ‘‘Li-1s’’, and ‘‘Li-2s’’ refer to the respective
atomic orbitals. Initially, there are 123.69 electrons in the F-2s
orbital, 350.48 electrons in the F-2p orbital, 127.55 electrons in
the Li-1s orbital and 38.34 electrons in the Li-2s orbital.

The analysis of the Dne reveals the following observations:
(1) In stage II–V, compared to the trajectories of channel-1

and channel-2, the decrease in the number of inner valence
electrons occupying the F-2s orbital is more significant under
the trajectories of channel-3, indicating that when the incident
trajectory of protons is very close to the F atom, the energy
gap does not hinder the excitation of inner valence electrons
(see Fig. 6a).

(2) In the II–V stage, compared to the orbitals of channel-1
and channel-2, there is a greater reduction in the number of
valence electrons occupying the F-2s orbitals in the channel-3
orbitals (see Fig. 6b).

Table 1 The average number of electrons in the deep (Dl), middle (Ml), and shallow (Sl) energy levels, as well as the conduction band (Cl), during the
collision process of protons with a velocity of 0.2 a.u. under different trajectories

Stage z (Å)

Channel-1 Channel-2 Channel-3

Dl Ml Sl Cl Dl Ml Sl Cl Dl Ml Sl Cl

4.63 128.0 128.0 384.0 0.0 128.0 128.0 384.0 0.0 128.0 128.0 384.0 0.0
(I) 8.65 127.974 127.974 384.227 0.06 128.076 127.986 383.878 0.27 127.942 127.899 384.004 0.155
(II) 15.14 127.974 127.886 384.028 0.112 127.92 128.002 383.808 0.27 128.003 128.063 383.924 0.01
(III) 23.87 128.01 128.006 382.7068 0.856 127.923 128.013 382.685 0.973 127.936 127.996 382.719 1.135
(IV) 31.73 127.984 128.016 382.516 0.827 127.965 127.98 382.522 0.905 127.983 127.989 382.485 1.038
(V) 40.45 128.0 128.0 382.453 0.698 128.0 128.0 382.5432 0.6485 128.0 128.0 382.458 0.833

Table 2 The average number of electrons captured by protons with a
velocity of 0.2 a.u. at different positions

Stage z (Å) Channel-1 Channel-2 Channel-2

4.63 0.0 0.0 0.0
(I) 8.65 0.0419 0.04466 0.04244
(II) 15.14 1.62518 1.65972 1.57595
(III) 23.87 1.39064 1.36596 1.29722
(IV) 31.73 1.17126 1.12012 1.03637
(V) 40.45 0.84948 0.80829 0.70972

Fig. 6 The differences Dne in the average electron numbers of F and Li
atoms at different energy levels at z = 8.65, 15.14, 23.87, 31.73, and 40.45 Å
when a proton is incident at a velocity of 0.2 a.u., where the energy levels
are (a) F-2s, (b) F-2p, (c) Li-1s, and (d) Li-2s.
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(3) The increase and decrease in the number of inner
valence electrons occupying the Li-1s orbital undergo an alter-
nating process (see Fig. 6c).

(4) In stages (II–V), compared to the trajectories of channel-1
and channel-2, the increase in the number of valence electrons
occupying the Li-2s orbital is more significant under the
trajectories of channel-3 (see Fig. 6d).

(5) During the stopping process, the excitation mechanism
of electrons is mainly the transition from the F-2p orbital to the
Li-2s orbital.

As is well known, the energy loss process is related to the
velocity of incident ions. We also provided results in the ESI† 38

(see Fig. S6–S9) at a proton velocity of 0.5 a.u., indicating the
same electron excitation mechanism.

It is interesting to compare the present results with those of
ref. 25, which initially computed the dynamics of the electronic
DOS during the passage of protons through LiF clusters. The
present calculations, which combine EMD and rt-TDDFT,
incorporate dynamic effects that were not considered in the
quasistatic treatment described in ref. 25. Both calculations
show that the proton’s location in LiF causes the system’s
valence band to shift towards lower energy, despite using
different LiF models in the two calculations. Although there
are many papers published on energy loss by slow ions in LiF,
this article is focused on two complementary aspects: (1) we
investigated how the existence of a velocity-dependent thresh-
old for proton stopping power depends on proton impact
parameters. (2) We explored the time dependence of electron
capture by the proton as it passes through the nanosheet.

As is well known, the ability of the proton to form molecular
orbitals with the target ions and to capture electrons constitu-
tes an additional channel for energy loss for the stopping
power. Fig. 7, along with Table 2, illustrates the time depen-
dence of electron capture by the proton with a velocity of

0.2 a.u. as it passes through the nanosheet in channel-1,
channel-2, and channel-3. Several interesting findings can be
observed as follows: (1) the average amount of charge trans-
ferred between protons and LiF nanosheets depends on the
position of the protons within the nanosheet. (2) Protons that
follow the channel-3 trajectory tend to capture fewer electrons.
(3) The average number of electrons captured by protons in
channel-3 differs significantly from the other two channels.
This is not unexpected, as the availability of electrons in matter
may be influenced by the impact parameter. However, it is
important to note that the proton, being a singly charged
particle, can only accommodate a maximum of two electrons
forming H and H�, respectively.

In all, in terms of trajectory dependence, it is important to
mention that electrons in LiF are primarily confined within the
fluorine cores. If the proton projectile passes at a sufficient
distance from the F nucleus, the energy gap will prevent
electron excitation. However, if the proton passes near the F
nucleus, it can directly collide with the electrons and excite
them, regardless of the gap. This is particularly relevant in the
case of surface channeling experiments,21 where protons do not
closely approach the fluorine nuclei. This is similar to channel-
1 and channel-2 situations in terms of dynamics. Therefore,
the threshold effect will no longer exist when following the
channel-3 trajectory.

It is important to recognize that, in general, an exact
quantum mechanical treatment of the dynamics of many-
electron systems is computationally impractical, except for a
few special cases. As a result, various models41–43 have been
developed to approximate the problem in a numerically feasible
way. These models introduce uncertainties, which can be
divided into two categories: model uncertainties, which depend
on the specific model used and are often poorly understood,
and numerical uncertainties, which arise from convergence
and other numerical issues associated with the chosen grid
or basis set. Similar to static DFT, TDDFT is theoretically exact
but requires approximations for the accurate time-dependent
XC potential, which incorporates nonlocality in both space and
time, as well as the derivative discontinuity property. Currently,
popular applications of TDDFT primarily rely on adiabatic
approximation, which uses the instantaneous time-dependent
density to calculate the XC potential from a known static XC
potential. However, it remains unclear whether improving the
XC potential in static DFT necessarily leads to a better descrip-
tion in TDDFT.

To address this issue, many benchmark studies44,45 have
investigated the performance of using the static XC potential
within the adiabatic approximation for TDDFT calculations.
However, these studies have mostly focused on linear and
perturbative responses, neglecting the regime of nonlinear
and non-perturbative responses in strong-excitation processes
where TDDFT is computationally advantageous. When applying
TDDFT to describe the interaction between ions and materials,
the discrepancy between different time-dependent XC poten-
tials diminishes as the ion velocity increases. This is because
the ion velocities become comparable to the static electric field

Fig. 7 The average number of electrons captured n1s of a proton with a
velocity of 0.2 a.u. on different incident trajectories as a function of
displacement. The inset shows the position of the LiF nanosheet, where
the black dotted lines represent three channels with the projectiles located
at z = 8.65, 15.14, 23.87, 31.73, and 40.45 Å.
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experienced by an electron in its energy band,46 which is
significantly larger than the XC potential associated with elec-
tron–electron interactions. Consequently, the importance of
the XC potential decreases with higher velocities due to the
dominant external field.47

It should be noted that quantitative agreement between the
model and experimental results is not expected without using
the correct time-dependent XC potential and atomic pseudo-
potentials that accurately represent bound and excited states.
In this study, we perform benchmark calculations using the
adiabatic GGA for the time-dependent XC potential. The chosen
benchmark problem involves the charge transfer of charged
ions in nanosheets, making it a rigorous test for our new
approach. Although the complex mechanisms are not fully
captured by the GGA level of TDDFT, we believe that it is crucial
to determine the extent to which charge transfer can be
quantitatively described within the current theory. This result
provides a first-order approximation to the intricate ion-material
collision process.

4 Conclusions

In summary, we conducted a study on the trajectory-dependent
threshold effects of proton stopping power in LiF nanosheets
using time-dependent density functional theory non-adiabatically
coupled to molecular dynamics, offering a vast amount of
detailed information on the electronic structure in the stopping
process with superior spatial and temporal resolution that
cannot be obtained from experimentally tabulated data, obtain-
ing a combination of interesting findings: (1) the impact
parameters of incident protons play a crucial role in determin-
ing the threshold behavior of proton stopping power in the LiF
nanosheet. (2) Close collisions of channel-3 do not exhibit a
discernible threshold. (3) During the stopping process, protons
capture fewer electrons when colliding closely along channel-3.
(4) During the stopping process, the excitation mechanism of
electrons is mainly the transition from the F-2p orbital to the
Li-2s orbital. (5) The disappearance of the threshold effect is
due to the excitation of F inner valence electrons when protons
collide tightly along channel-3. This work validates the ability of
the present methodology in dealing with ion collisions in
nanosheets, which may have implications on the study of
stopping power in more complex systems in the future. It is
still an active field and many new results are expected in the
future.
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