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Spin–flip equation-of-motion coupled cluster
method with singles, doubles and (full) triples:
computational implementation and some pilot
applications†

Manisha and Prashant Uday Manohar *

We present our computational implementation of the spin–flip (SF) equation-of-motion (EOM) coupled-

cluster (CC) method with singles, doubles, and (full) triples (SDT) within Q-CHEM. The inclusion of triples

not only enhances the quantitative accuracy of the SF-EOM-CCSD method but also provides correct

qualitative trends in the energy gaps between strongly degenerate states. To assess the accuracy, we

compare our SF-EOM-CCSDT results with full configuration interaction (FCI) and complete-active-space

self-consistent field second-order (CASSCF-SO) CI benchmarks to study the adiabatic energy gaps in

CH2 and NH2
+ diradicals, vertical excitation energies in CH radicals and the bond dissociation of the HF

molecule. We have implemented SF-EOM-CCSDT using both the conventional double precision (DP)

and the single precision (SP) algorithms. The use of SP does not introduce any significant errors in

energies and energy gaps, and, due to low cost (relative to DP), turns out to be a promising approach to

widen the applicability of EOM-CCSDT to bigger molecules.

1 Introduction

Near-degeneracy in electronic states of molecules poses a
formidable challenge in their electronic structure computation
due to the prominence of the static electron correlation1 in
addition to the dynamical one. Balanced and effective inclusion
of both these is crucial for accurate computation of energy gaps
as they have a pivotal role in studying bonding patterns,
spectroscopic parameters, thermochemistry, etc. Amongst the
available computational methods, the EOM-CC2–18 methods are
robust and methods of choice for electronic structure computa-
tion of molecules with strongly interacting electronic states in a
simple and straightforward single reference (SR)6,13,19–21 form-
alism. Other methods such as multi-reference (MR) CC,22–30

linear response (LR) CC,20,31–33 symmetry adapted cluster (SAC)
configuration interaction (CI),34,35 similarity transformed
(ST)EOM-CC,13,36 etc. approaches are also known to provide
similar (or sometimes, equivalent) results.

In EOM-CC,5–7 the wavefunctions and energies of the
desired target states are obtained by diagonalization of the
(similarity transformed) CC Hamiltonian matrix expanded

in a suitable configuration space (e.g., singly excited, doubly
excited, etc. configurations), thereby incorporating the mixing
of the strongly-interacting states in an efficient manner,
ensuring balanced treatment of the static and dynamic corre-
lation. The so-called EOM-CCSD uses single and double sub-
stitution for CC vectors as well as EOM eigen-vectors and has a
scaling of O(N6). The same level of truncation for CC as well as
EOM vectors also ensures core-extensivity of the EOM-CCSD
wavefunction, although it lacks valence-extensivity.37 Due to
core-extensivity, the excitation energies of a chromophore are
unaltered by the addition or removal of the non-chromophoric
fragment to the chromophore and this feature is, therefore,
also referred to as ‘‘size-intensivity’’.

The spin–flip (SF)38–46 formalism is well discussed in the
context of EOM-CC as well as some DFT-based approaches.
For excitation energies, two variants in EOM-CC, namely EE
for (spin-conserving) electronic excitations5–7 and SF (for spin-
flipping excitations) are well known, and they differ slightly in
the way that the target states are formulated relative to the
reference state. In EE-EOM-CC, the excited determinants in
the configuration space are generated by the action of linear
excitation operators (the right eigen-vectors) on the reference
configuration in which the spins of the electrons are retained
during the excitations. In contrast, in SF-EOM-CC, the excita-
tion operators flip the spin of one and only one electron (from
a to b), while the spins of the remaining electron(s) are
retained. In the case of EE-EOM-CCSD, the total energies of
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excited states dominated by singly excited character have an
accuracy of 0.2 eV44 with pronounced tendency for systematic
overestimation. The SF-EOM-CCSD errors are even smaller.
Moreover, the target–target energy gaps are usually much
more accurate compared to the reference–target energy gaps.
However, for electronic states with stronger degeneracies,
such as dark states of polyenes, or some valence states of
polyradicals,15,47–58 where the doubly excited character pre-
dominates, the EOM-CCSD accuracy significantly deteriorates.
The increased error in these cases is due to some non-
dynamical correlation effects that are missed out at the
EOM-CCSD level and can be mitigated to some extent by
including the effect of triples. Inclusion of full triples results
in the EOM-CCSDT59 method, which has a scaling of O(N8).
Due to this high cost of EOM-CCSDT, several intermediate
approximations14,60–67 were proposed, which includes both
iterative and non-iterative approaches. However, these
approaches lack the size-intensivity, particularly for charge-
transfer type excitations.68 Moreover, due to non-uniform
correlation corrections for reference and target states, the
energy gaps estimated by these approaches are even worse
than the EOM-CCSD ones, although the total energies are
improved relative to EOM-CCSD.17 Similar formulations in
CC-LR,69 MRCC,70 etc. have also been reported.

The balanced description of the energy gaps can thus be
obtained only by employing full triples resulting in the EOM-
CCSDT method with increased computational cost as a
price to pay. In this article, we present our computational
implementation of SF-EOM-CCSDT within the ccman2
suite71 of Q-CHEM72 for single-point energy computations.
We have also implemented EE-EOM-CCSDT within Q-CHEM
and also acknowledge that the method was (elsewhere)
successfully implemented, long back, by Bartlett and co-
workers.73 Recognizing the cost-effectivity of the SP algo-
rithms for CCSD and EOM-CCSD variants illustrated by Krylov
and co-workers,74,75 we have employed both DP as well as SP
algorithms for the implementation of SF-EOM-CCSDT as well
as EE-EOM-CCSDT. Section 2 presents a brief theory of EOM-
CC with a focus on SF-EOM-CCSDT and the programmable
expressions for the same are presented in the Appendix.
In Section 3 we present some applications of SF-EOM-CCSDT
and discuss the results. Finally, we present our conclusions in
Section 4.

2 Theory

EOM-CC6,7,36,51,76 theory is discussed in detail in several arti-
cles. Here, we present, a brief and, rather, a less rigorous
outline of the method just to get a flavor of the practical
aspects. Consider the Hamiltonian eigenstates C0 & Cf. They
obey the time-independent Schrödinger equation and we have

Ĥ|C0i = E0|C0i (1)

Ĥ|Cfi = Ef|Cfi (2)

where, E0 and Ef are the exact eigenvalues of the respective
states. In the EOM formalism, the Cf & C0 are related by

|Cfi = R̂|C0i (3)

where R̂ is the linear operator, which we will define later.
In the case of EOM-CCSDT, C0 is the CCSDT wavefunction
defined by

|C0i = eT̂|F0i (4)

where |F0i is a single Slater determinant wavefunction –
usually (but not necessarily) the Hartree–Fock wavefunction.
T̂ is the sum of the one-, two- and three-body excitation
operators.

T̂ = T̂1 + T̂2 + T̂3 (5)

T̂1 ¼
Xocc
i

Xvirt
a

tai a
y
aai

T̂2 ¼
Xocc
io j

Xvirt
ao b

tabij a
y
aa
y
bajai

T̂3 ¼
Xocc

io jo k

Xvirt
ao bo c

tabcijk a
y
aa
y
ba
y
cakajai (6)

In eqn (6) we have set up the convention that will be continued
in the article. From now onwards, the indices, i, j, k, . . . will be
used for labelling the occupied orbitals whereas for the virtual
orbitals, the indies, a, b, c . . . will be used.

Substituting eqn (4) in eqn (1) one can solve and simplify to
get

Ĥ|C0i = ĤeT̂|F0i = E0eT̂|F0i (7)

e�T̂ĤeT̂|F0i = (ĤeT̂)C|F0i = %H|F0i = E0|F0i (8)

ECC = E0 = hF0| %H|F0i (9)

0 = hF*| %H|F0i (10)

Substituting F* in eqn (10) by Fa
i , Fab

ij , and Fabc
ijk , respectively,

would yield the equations for the amplitudes of T̂1, T̂2 and T̂3.
From eqn (2)–(4), it follows

|Cfi = R̂eT̂|F0i

Ĥ|Cfi = ĤR̂eT̂|F0i = EfR̂eT̂|F0i (11)

In the context of SF-EOM-CCSDT, the operator R is the sum of
one-, two- and three-body spin-flipping (SF) excitation opera-
tors.

R̂1
SF ¼

Xocc
i

Xvirt
a

rai a
y
a;bai;a (12)

R̂2
SF ¼

Xocc
io j

Xvirt
ao b

rabij a
y
a;ba

y
b;daj;dai;a (13)
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R̂3
SF ¼

Xocc
io jo k

X
ao bo c

rabcijk a
y
a;ba

y
b;da

y
c;dak;daj;dai;a (14)

The operators, R̂1, R̂2 and R̂3, respectively, are very similar to the
T̂1, T̂2 and T̂3 operators in CC, except that in R̂, the excitation(s)
is (are) associated with flipping of the spin of one (and only
one) of the electrons from a to b (from ms = 1/2 to ms = �1/2).
The spins of the remaining electrons are essentially retained
(d- d, where d = a or b). Clearly, R̂ and T̂ commute and eqn (11)
simplifies to

Ĥ|Cfi = ĤR̂eT̂|F0i = ĤeT̂R̂|F0i = Efe
T̂R̂|F0i

%HR̂|F0i = EfR̂|F0i (15)

Action of R̂ on %H in eqn (8) would give

R̂ %H|F0i = ECCR̂|F0i (16)

Subtracting the RHS of eqn (16) from eqn (15), it follows

( %H � ECC)R̂|F0i = (Ef � ECC)R̂|F0i (17)

Eqn (17) can be transformed into matrix eigenvalue equation.

�HSS � ECC
�HSD

�HST

�HDS
�HDD � ECC

�HDT

�HTS
�HTD

�HTT � ECC

0
BBB@

1
CCCA

R1

R2

R3

0
BBB@

1
CCCA ¼ o

R1

R2

R3

0
BBB@

1
CCCA

(18)

where, the roots, o = E � ECC, would give the SF excitation
energies of the respective target states. It is important to note
that the CC Hamiltonian matrix in eqn (18) being non-
hermitian, the left and right eigenvectors are not hermitian
conjugates but can be chosen to be mutually biorthogonal. The
solution of eqn (18) is good enough to obtain the excitation
energies and the corresponding right eigenvectors. The left
eigenvectors are required only if one aims to compute gradients
and/or properties. Complete diagonalization of the CC Hamil-
tonian matrix eqn (18) is impractical as we are usually inter-
ested in computing only a few electronic states. Davidson’s
iterative diagonalization procedure77,78 effectively eliminates
the requirement for full diagonalization of the CC Hamiltonian
and provides a cost-effective, pragmatic tool to compute the
required roots of the matrix. The programmable expressions for
the same in the SF-EOM-CCSDT context are provided in the
Appendix.

3 Results and discussion
3.1 Computational details

All the EOM-CC(SD and SDT) calculations were performed
using a development version of Q-CHEM.79 For the methylene
diradical (CH2) and nitrenium diradical cation NH2

+, respec-
tively, the FCI/TZ2P and CISD/TZ2(f,d) optimized structures80,81

were used. The single-point computations presented in this
article have also been performed using the same bases (TZ2P
for CH2 and TZ2(f,d) for NH2

+). For CH radicals, the

experimental ground state equilibrium bond length (r(CH) =
1.1198 Å) was taken from Slipchenko et al.82 The single-point
computations were done using cc-pVTZ basis. For bond-
breaking of HF, the 6-31G basis was used. The bond distances
and the FCI and EOM-CCSD results were taken from ref. 41.
The SF-EOM-CCSDT computations using both DP and SP algo-
rithms are presented for all the molecules. The core-orbitals are
frozen in post-Hartree–Fock calculations only for the CH
radical.

3.2 Adiabatic excitation energies of CH2 and NH2
+

diradicals

CH2 and NH2
+ diradicals are isoelectronic species with strong

static electron correlation. Both these molecules have a triplet
ground state of 3B1 character. The ground state UHF wave-
function (MS = +1 of 3B1; electronic configuration:
1a1

22a1
21b2

23a11b1) is taken as the reference configuration for
the SF-EOM computations. Fig. 1 presents the isodensity sur-
faces of the frontier molecular orbitals (MOs) of the CH2

diradical and the schematic diagram showing the relationship
between the SF-EOM reference and target states. The frontier
orbitals of NH2

+ are qualitatively the same.
Tables 1 and 2 summarise the adiabatic excitation energies

for CH2, and NH2
+, respectively.

For the CH2 diradical, the excitation energies computed by
all the methods are overestimated relative to FCI. The SF-EOM-
CCSDT computed excitation energies are overestimated by 0.01
eV or less (for both DP and SP), whereas the SF-EOM-CCSD
values are overestimated by 0.044 eV or less.

Fig. 1 Frontier MOs of CH2; the high spin reference configuration and
dominant configuration of the SF target states obtained via SF-excitations.

Table 1 Total energies of the ground state (X̃3B1) and adiabatic excitation
energies (eV) of CH2

Method ã1A1 b̃1B1 c̃1A1

FCIa 0.483 1.542 2.674
SF-EOM-CCSD 0.517 1.565 2.718
SF-EOM-CCSD(fT)b 0.500 1.552 2.688
SF-EOM-CCSD(dT)b 0.496 1.548 2.678
SF-EOM-CCSDT 0.493 1.545 2.677
SF-EOM-CCSDT(SP) 0.493 1.545 2.677

a From ref. 80. b From ref. 68.
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The trends in NH2
+ are more or less the same. Relative to

CASSCF-SOCI, the EOM computed excitation energies are sys-
tematically overestimated for the two 1A1 states, whereas system-
atically underestimated for the 1B1 state. The SF-EOM-CCSDT
excitation energies differ from the CASSCF-SOCI ones by 0.01
eV or less. The 1B1 state is a typical example where approximate

triples fail to provide the qualitatively correct trend. As we go
from CCSD to CCSD(fT) and CCSD(dT), the perturbative correc-
tions rather worsen the EOM-CCSD values. However, the use of
the rigorous EOM-CCSDT method recti-
fies the trends with the excitation energy underestimated
relative to CASSCF-SOCI by only 0.009 eV, for both DP and SP
algorithms.

3.3 Vertical excitation energies of the CH radical

The CH radical has a 2P ground state and is two-fold degen-
erate with respect to the MO configuration. The vertical excita-
tion energies of this molecule can be computed using two
variants, namely, EE and SF. The isodensity surfaces of the
frontier MOs, namely, the s* and the two p orbitals are
presented in Fig. 2 along with the schematic diagram showing
the relationship between EE/SF reference states and various
target states.

For EE, one uses the doublet ground state reference (X̃2P,
MS = +1/2) and target states are obtained using the EE-EOM-
CCSDT approach. For SF, one uses the high-spin quartet
reference (4S, MS = +3/2) and the target states are obtained as
spin-flipped excitations. For both EE-EOM as well as SF-EOM,
the energies were computed using both UHF and ROHF refer-
ences. The total energy of the ground state (X̃2P) (in Hartrees)
and excitation energies of various states (in eV) are summarized
in Table 3.

Due to the structural difference between the EE and SF
variants, two distinct features are observed in the results.
Firstly, due to the non-uniform distribution of the unpaired
electron between the p-orbitals in the reference configuration
of EE, the degeneracy of these orbitals is slightly lifted which
results in loss of degeneracy of the ground (2P) level and the 2D
(excited) level as observed in the case of all the EOM-EE
methods. However, the EOM-SF methods retain the degeneracy

Fig. 2 Frontier MOs in CH and schematic representation of the refer-
ence–target relationships in EE-EOM versus SF-EOM variants. The target
state configurations are spin-conserving excitations relative to the EE
reference, whereas the spin-flipping excitations are relative to the SF
reference.

Table 3 Total energies of the ground state (Hartree) and vertical excitation energies (eV) of several low-lying excited states of CH radical calculated
using the active space SF-EOM-CCSDT methods with ROHF and UHF references. Calculations performed at the experimental ground state geometry
r(CH) = 1.1198 Å, using the cc-pVTZ basis set with one frozen core orbital

Method X̃2P X̃02Pa a4S� A2Db A2Dc B2S� C2S+

UHF-EE-EOM-CCSD �38.407096 0.015 1.204 3.210 3.223 4.590 5.521
UHF-EE-EOM-CC(2,3) �38.411018 0.017 0.743 3.009 3.004 3.343 4.113
UHF-EE-EOM-CCSDT �38.411021 0.0022 0.725 2.995 2.991 3.334 4.103
UHF-EE-EOM-CCSDT(SP) �38.411022 0.0022 0.725 2.995 2.992 3.334 4.103
ROHF-EE-EOM-CCSD �38.406975 0.007 0.991 3.205 3.295 4.402 5.402
ROHF-EE-EOM-CC(2,3) �38.410986 0.016 0.738 3.000 2.998 3.340 4.117
ROHF-EE-EOM-CCSDT �38.410988 0.0002 0.719 2.986 2.984 3.329 4.097
ROHF-EE-EOM-CCSDT(SP) �38.410987 0.0002 0.719 2.986 2.984 3.329 4.097
UHF-SF-EOM-CCSD �38.407473 0.0 0.687 2.991 2.991 3.343 4.118
UHF-SF-EOM-CC(2,3) �38.410184 0.0 0.709 2.965 2.965 3.332 4.056
UHF-SF-EOM-CCSDT �38.410934 0.0 0.703 2.962 2.962 3.325 4.061
UHF-SF-EOM-CCSDT(SP) �38.410934 0.0 0.703 2.962 2.962 3.325 4.061
ROHF-SF-EOM-CCSD �38.407607 0.0 0.687 2.985 2.985 3.350 4.110
ROHF-SF-EOM-CC(2,3) �38.410211 0.0 0.707 2.963 2.963 3.324 4.054
ROHF-SF-EOM-CCSDT �38.410974 0.0 0.702 2.960 2.960 3.317 4.059
ROHF-SF-EOM-CCSDT(SP) �38.410973 0.0 0.702 2.960 2.960 3.317 4.059
Experiment (vertical)d 0.745 2.880 3.263 3.943

a The X02P state is the EOM target state in both EE and SF. The X2P is the reference in EE, whereas a target state in SF. b The open-shell component
of the A2D state. c The closed-shell component of the 2D state. d Estimated from adiabatic excitation energies within the harmonic approximation
for the excited state PES using experimental data (ref. 83).

Table 2 Adiabatic excitation energies (eV) of NH2
+ relative to the ground

state (X̃3B1)

Method ã1A1 b̃1B1 c̃1A1

CASSCF SOCIa 1.281 1.935 3.380
SF-EOM-CCSD 1.306 1.918 3.420
SF-EOM-CCSD(fT)b 1.292 1.905 3.391
SF-EOM-CCSD(dT)b 1.289 1.902 3.382
SF-EOM-CCSDT 1.288 1.926 3.386
SF-EOM-CCSDT(SP) 1.288 1.926 3.386
Expt.c 1.306 � 0.010

a From ref. 81. b From CCSDT.68 c From ref. 58.
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due to the uniform distribution of electrons between the
degenerate frontier MOs in the high-spin reference configu-
ration. Secondly, the total energies and the excitation energies
computed by the EE and SF variants for the same set of
electronic states differ significantly, with a systematic over-
estimation of the EE computed values, compared to the SF
values.

This discrepancy, in a sense, can be considered as a trunca-
tion error as it is expected to vanish in the FCI limit. As we move
from EOM-CCSD to EOM-CCSDT via EOM-CC(2,3), the trunca-
tion error indeed decreases gradually for all the states. The
trends in the truncation error in the UHF-based energies and
excitation energies are summarized in Fig. 3.

The trends for ROHF-based ones are very similar. The
maximum truncation errors are 1.403 eV for EOM-CCSD,
0.057 eV for EOM-CC(2,3), 0.042 eV for EOM-CCSDT with DP

and 0.042 eV for EOM-CCSDT with SP when the UHF reference
is used. If the ROHF reference is employed, the maximum
truncation errors are 1.292 eV for EOM-CCSD, 0.063 eV for
EOM-CC(2,3), 0.038 eV for EOM-CCSDT with DP and 0.038 eV
for EOM-CCSDT with SP.

As we move from EOM-CCSD to EOM-CCSDT, the computed
excitation energy values come closer to the experimental values
in general, with an exception for the 4S� state, for which the
EOM-CC(2,3) values are rather closer to the experimental values
than are the EOM-CCSDT values.

3.4 Bond dissociation of the HF molecule

At equilibrium and near-equilibrium geometries, the ground
state of the HF molecule is fairly non-degenerate, dominated by
the electronic configuration, [core],1s21s*21p22p2 as the
LUMO 2s is well separated in energy from the HOMO. At these
geometries, the ground state properties can be accurately
computed using CCSD or CCSDT. However, upon bond-
stretching, the HOMO–LUMO gap keeps on reducing and the
ground state gains multi-reference character in the bond dis-
sociation limit. The strong static correlation demands the use
of SF-EOM-CCSDT for correctly targeting the ground state,
starting with a high-spin triplet reference.

Table 4 presents the FCI/6-31G total energies of the HF
ground state and the errors in the energies (dE) relative to
FCI for various SF-EOM models using both the ROHF and the
UHF references. Fig. 4 summarises the trends. The maximum
absolute errors (MAE)s in ROHF based SF-EOM-CC methods,
namely, SDT, SDT(SP) and SD are, respectively, 0.014 eV, 0.014
eV and 0.212 eV. For UHF-based models also, the MAEs are very
similar. The discrepancy between UHF and ROHF is very small
(of the order of a few micro-Hartrees).

The non-parallelity error (NPE) is another parameter to test
the accuracy of the method, which is the difference between the

Table 4 FCI/6-31G total (ground state) energies (Hartree) and relative errors (eV) for various SF-EOM-CC/6-31G methods using ROHF and UHF
references

RHF (in Angs) EFCI
a dEROHF

SDT dEROHF
SDT (SP) dEUHF

SDT dEUHF
SDT (SP) dEROHF

SD dEUHF
SD

0.7 �100.00548 0.00939 0.00937 0.00952 0.00950 �0.07093 �0.06898
0.8 �100.08713 0.01018 0.01016 0.01035 0.01032 �0.05944 �0.05809
0.9 �100.11425 0.01019 0.01015 0.01028 0.01024 �0.04567 �0.04490
0.95 �100.11669 0.01032 0.01027 0.01034 0.01029 �0.03876 �0.03816
1.0 �100.11462 0.01052 0.01048 0.01054 0.01049 �0.03165 �0.03112
1.1 �100.10211 0.01129 0.01128 0.01129 0.01126 �0.01495 �0.01445
1.2 �100.08393 0.01240 0.01239 0.01237 0.01239 0.00725 0.00761
1.2764 �100.06870 0.01282 0.01282 0.01278 0.01277 0.02845 0.02855
1.4 �100.04428 0.01374 0.01375 0.01374 0.01376 0.06917 0.06867
1.6 �100.00975 0.01385 0.01387 0.01400 0.01403 0.14132 0.14005
1.8 �99.984078 0.01250 0.01251 0.01270 0.01272 0.19832 0.19704
2.0 �99.967201 0.01034 0.01035 0.01058 0.01059 0.21256 0.21210
2.1 �99.961487 0.00931 0.00943 0.00955 0.00958 0.19984 0.19996
2.2 �99.957183 0.00841 0.00849 0.00865 0.00868 0.17737 0.17802
2.4 �99.951656 0.00703 0.00705 0.00724 0.00723 0.12359 0.12481
2.6 �99.948741 0.00629 0.00630 0.00643 0.00641 0.08077 0.08214
2.8 �99.947238 0.00571 0.00570 0.00583 0.00581 0.05455 0.05594
3.0 �99.946465 0.00526 0.00525 0.00536 0.00535 0.04008 0.04153
3.2 �99.946065 0.00474 0.00473 0.00484 0.00482 0.03272 0.03417
3.4 �99.945857 0.00414 0.00413 0.00423 0.00420 0.02908 0.03051

a The FCI energies are taken from the ref. 84 and 85.

Fig. 3 Truncation error (DEEE � DESF) for various truncation levels of
EOM-CC.
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maximum and minimum relative errors. For ROHF-based and
UHF-based SF-EOM-CCSD, the NPEs are as high as 0.205 eV
and 0.197 eV. For EOM-CCSDT (for DP as well as SP algo-
rithms), the NPE reduces to 0.010 eV for both ROHF and UHF
based variants.

4 Conclusions

In this article, we have presented our implementation of the SF-
EOM-CCSDT method within Q-CHEM and its applications to
study adiabatic energy gaps in CH2 and NH2

+ diradicals, vertical
excitation energies of CH radicals and bond dissociation in the
HF molecule. In CH2 and NH2

+ diradicals, the absolute errors in
the energy gaps relative to the benchmarks are 0.01 eV or less. In
bond dissociation of HF, the MAE and NPE for SF-EOM-CCSDT
are, respectively, 0.014 eV and 0.010 eV. The difference between
the EE and SF computed energy gaps between the same set of
states is 0.001 eV or less at the EOM-CCSDT level as compared to
0.04 eV at the EOM-CCSD level as observed in the vertical
excitation energies of CH. Using SP seldom introduces any
significant error compared to DP. Rather, SP gives equally good
results with a reduced computational cost (storage as well as
RAM reduced by almost 50%), which not only leads to speed-up
in the computations, but also widens the applicability of SF-
EOM-CCSDT (and also EE-EOM-CCSDT) to bigger molecules for

which the conventional DP algorithm may be computationally
challenging.
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Appendix

The programmable expressions of SF-EOM-CCSDT within the
Davidson’s iterative diagonalization algorithm are presented
below:

sa
i = ([ %HSS � ECC]R1)a

i + ( %HSDR2)a
i + ( %HSTR3)a

i (19)

sab
ij = ( %HDSR1)ab

ij + ([ %HDD � ECC]R2)ab
ij + ( %HDTR3)ab

ij (20)

sabc
ijk = ( %HTSR1)abc

ijk + ( %HTDR2)abc
ijk + ([ %HTT � ECC]R3)abc

ijk (21)

The programmable expressions for SF-EOM/EE-EOM-CCSD
were published by Levchenko et al.16 Let these be referred to as
‘‘EOMCCSD-terms.’’ The additional terms in EOM-CCSDT are
given below:

�HDSR1ð Þabij ¼ EOMCCSD-terms þ
X
kc

Fr
kct

cab
kij

�HSTR3ð Þai¼ Fa
i j �HjR3F0

� �
¼ 1=4

X
jkbc

hjk k bcirbcajki

�HDTR3ð Þabij ¼ Fab
ij j �HjR3F0

D E
¼
X
kc

Fkcr
cab
kij � PðabÞ

X
k

I
2r3
ijkbt

a
k

� PðijÞ
X
c

I
3r3
jjcjajbt

c
i þ 1=2PðijÞ

X
klc

klh j icj ircabklj

þ 1=2PðabÞ
X
kcd

kah j cdj ircdbkij

Fig. 4 Errors (dE, in millihartrees) relative to FCI in the ground-state total
energies of the HF molecule using UHF and ROHF references. (a) Full
range and (b) magnified range of SF-CCSDT.
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For computational convenience, we express the sabc
ijk as

follows:

sabcijk ¼ Fabc
ijk

�Hj jR1F0

D E
þ Fabc

ijk
�Hj jR2F0

D E
þ Fabc

ijk
�Hj jR3F0

D E

¼ PðijjkÞ �
X
l

Fklr
abc
ijl þ

X
lm

I4ijlmr
abc
lmk

" #

þ PðabjcÞ
X
d

Fcdr
abd
ijk þ

X
de

I5abder
dec
ljk

" #

þ PðijjkÞPðajbcÞ �
X
i

I2rijlat
bc
kl þ

X
d

I3rkdbct
ad
lj

" #

� PðajbcÞPðijjkÞ
X
dl

I1idlar
dbc
ljk

þ PðijjkÞPðajbcÞ �
X
i

I2ijlar
bc
kl �

X
d

I3kdbcr
ad
lj

" #

þ PðijjkÞ �
X
l

Fr
klt

abc
ijl þ

X
lm

I4rijlmt
abc
lmk

" #

þ PðabjcÞ
X
d

Fr
cd t

abd
ijk þ

X
de

I5rabdet
dec
ljk

" #

The intermediates used in the above expressions are mostly
used from the EOM-CCSD intermediates given in ref. 16. The
additional intermediates used in these expressions are sum-
marized in Table 5.
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Phys., 2001, 115, 671–679.
44 H. Larsen, K. Hald, J. Olsen and P. Jørgensen, J. Chem. Phys.,

2001, 115, 3015–3020.
45 D. Casanova, L. V. Slipchenko, A. I. Krylov and M. Head-

Gordon, J. Chem. Phys., 2009, 130, 044103.

46 D. Casanova, J. Chem. Phys., 2012, 137, 084105.
47 L. V. Slipchenko and A. I. Krylov, J. Chem. Phys., 2003, 118,

6874–6883.
48 T. Wang and A. I. Krylov, J. Chem. Phys., 2005, 123, 104304.
49 N. Orms and A. I. Krylov, Phys. Chem. Chem. Phys., 2018, 20,

13127–13144.
50 Y. Shao, M. Head-Gordon and A. I. Krylov, J. Chem. Phys.,

2003, 118, 4807–4818.
51 A. I. Krylov and C. D. Sherrill, J. Chem. Phys., 2002, 116,

3194–3203.
52 A. I. Krylov, Acc. Chem. Res., 2006, 39, 83–91.
53 P. Pokhilko, D. Izmodenov and A. I. Krylov, J. Chem. Phys.,

2020, 152, 034105.
54 T. Wang and A. I. Krylov, Chem. Phys. Lett., 2006, 425,

196–200.
55 A. I. Krylov, J. Phys. Chem. A, 2005, 109, 10638–10645.
56 L. Koziol, M. Winkler, Houk, S. Venkataramani, W. Sander

and A. I. Krylov, J. Phys. Chem. A, 2007, 111, 5071–5080.
57 L. V. Slipchenko and A. I. Krylov, J. Chem. Phys., 2003, 118,

9614–9622.
58 S. Gibson, J. Greene and J. Berkowitz, J. Chem. Phys., 1985,

83, 4319–4328.
59 S. A. Kucharski, M. Włoch, M. Musiał and R. J. Bartlett,

J. Chem. Phys., 2001, 115, 8263–8266.
60 J. D. Watts and R. J. Bartlett, J. Chem. Phys., 1994, 101,

3073–3078.
61 J. D. Watts and R. J. Bartlett, Chem. Phys. Lett., 1995, 233,

81–87.
62 J. D. Watts and R. J. Bartlett, Chem. Phys. Lett., 1996, 258,

581–588.
63 H. Koch, O. Christiansen, P. Jørgensen and J. Olsen, Chem.

Phys. Lett., 1995, 244, 75–82.
64 O. Christiansen, H. Koch and P. Jørgensen, J. Chem. Phys.,

1995, 103, 7429–7441.
65 O. Christiansen, H. Koch and P. Jørgensen, J. Chem. Phys.,

1996, 105, 1451–1459.
66 K. Kowalski and P. Piecuch, J. Chem. Phys., 2001, 115, 643–651.
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