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Finite-field Cholesky decomposed coupled-cluster
techniques (ff-CD-CC): theory and application to
pressure broadening of Mg by a He atmosphere
and a strong magnetic field†

Simon Blaschke, ab Marios-Petros Kitsaras b and Stella Stopkowicz *bc

For the interpretation of spectra of magnetic stellar objects such as magnetic white dwarfs (WDs), highly

accurate quantum chemical predictions for atoms and molecules in finite magnetic field are required.

Especially the accurate description of electronically excited states and their properties requires

established methods such as those from coupled-cluster (CC) theory. However, respective calculations

are computationally challenging even for medium-sized systems. Cholesky decomposition (CD)

techniques may be used to alleviate memory bottlenecks. In finite magnetic field computations, the

latter are increased due to the reduction of permutational symmetry within the electron-repulsion-

integrals (ERIs) as well as the need for complex-valued data types. CD enables a memory-efficient,

approximate description of the ERIs with rigorous error control and thus the treatment of larger systems

at the CC level becomes feasible. In order to treat molecules in a finite magnetic field, we present in this

work the working equations of the left and right-hand side equations for finite field (ff)-EOM-CD-CCSD

for various EOM flavours as well as for the approximate ff-EOM-CD-CC2 method. The methods are

applied to the study of the modification of the spectral lines of a magnesium transition by a helium

atmosphere that can be found on magnetic WD stars.

1 Introduction

In the last decades, there has been a growing interest among
astrophysicists in the study of (magnetic) white dwarfs (WDs) as
part of the exploration of stellar evolution.1–6 Besides neutron
stars and black holes, WDs represent the by far most common
endpoint in the life cycle of stars, i.e., 95% of all stars become
WDs. Of those approximately 25% exhibit magnetic properties,
with magnetic field strengths reaching up to 0.4 B0 (1 B0 =
235 052 T), where electronic and magnetic forces are at the
same order of magnitude. In order to assign spectra from
strongly magnetized WDs, predictions for transition wave-
lengths and intensities are required. Two main considerations
have to be taken into account: first, the magnetic field has to be

accounted for in the Hamiltonian in an explicit manner. It
cannot be treated perturbatively as done in the weak-field limit
for e.g. nuclear magnetic resonance (NMR), electron paramag-
netic resonance (EPR) or magnetic circular dichroism (MCD)
spectroscopy.7 Second, as electronic structure, bonding mechan-
isms, excitation energies and properties change significantly
under the influence of such strong fields and no laboratory
experiments are available, accurate computational predictions
are crucial.

Coupled-cluster (CC) methods8,9 allow for a precise electron-
correlation treatment. However, respective CC calculations
are highly demanding due to the steep scaling and memory
bottlenecks.

In the absence of external magnetic fields, significant efforts
have been made to tackle these issues and to improve the
computational cost for standard CC methods. For example,
Pulay and Sæbø10,11 introduced an approach which exploits the
local nature of the short-range dynamic electron correlation
that ultimately leads to sparse tensors, i.e., local correlation
approaches. This ansatz uses orbital localization12–15 for the
occupied space and only a subset of excitations to the virtual
space within spatial vicinity is treated. Using the projected
atomic orbital (PAO)16–18 representations for the virtual space
efficient local CC implementations haven been realized by
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Werner and co-workers at the CC and equation-of-motion
(EOM)-CC levels (CCSD,19–21 CCSD(T),22 and CC223), respec-
tively. In addition, Neese et al.24 revived the use of the pair
natural orbital (PNO)25–27 representation for the virtual space
which led to the highly successful domain based (D)LPNO-
CCSD28–30 scheme. An extension of this ansatz to excited states
has been described by Dutta et al.31–33

Other approaches to remove the computational bottleneck
are fragmentation-based schemes such as fragment molecular
orbital (FMO)34–36 and molecular fractionation with conjugate
caps (MFCC).37 Here, the whole system is divided into fragments
and treated via a many-body expansion. The fragmentation meth-
ods are mainly used for the description of large clusters of weakly
interacting monomers or the description of large biochemical
molecules like peptides. These are molecular systems which can
often also be addressed by the related multilevel embedding
approaches, like QM/MM38,39 or QM/QM40 which allow for the
accurate treatment of a desired subsystem while still describing the
polarization and dynamics of the surrounding medium.

Instead of exploiting the sparsity of tensors via spatial
locality of orbital subspaces or molecular fragments another
ansatz is to use a rank-reduced approximation of the electron-
repulsion integrals (ERIs). This ansatz is applied in density
fitting (DF) also termed resolution-of-identity approximation
(RI)41–50 or Cholesky decomposition (CD)51–56 approaches.
Using either approach, the ERIs can represented by the product
of rank three tensors. The RI approach uses a pre-optimised57–62

or automatically generated auxiliary basis63–67 in order to approx-
imate the product density in the ERIs, whereas for the CD
approach a CD of the ERIs is performed. Defining the Cholesky
basis (CB) as collection of product densities corresponding to the
pivots of the selected Cholesky vectors (CV), the latter two
approaches become equivalent if the Cholesky basis is chosen
as the auxiliary basis for RI.68,69 Since the reintroduction of CD
by Koch, Sánchez de Merás and Pedersen52 in 2003, many
methods exploiting the CD representation of the ERIs have been
developed.53–56,70–80 The developments in CC theory include CD-
(EOM)-CCSD,81–85 approximate CD-CC2 linear response86 as well
as analytic gradients.82,87 While RI and CD achieve memory
savings due to the rank reduction of the ERI tensor, the
computational savings are mostly due to a favourable prefactor
and reduced I/O overhead. However, the overall scaling is gen-
erally not changed. Further factorization of the ERIs (or their
approximate representations) yields a method that decouples all
indices of the ERI and thus also handles exchange-like terms
well, as, for example, tensor hypercontraction (THC) implemen-
tations of (EOM)-CC288,89 and (EOM)-CCSD.90–92

In addition to the decomposition of the ERI, the decom-
position of the wave-function amplitudes, which can be
employed concurrently, was explored as well. This ansatz is
conceptually related to earlier work on the Laplace transforma-
tion of the orbital denominator by Häser and Almlöf.93,94 Later,
Aquilante et al.70 recognized that the MP2 amplitudes, as a
negative definite matrix, can be Cholesky decomposed which
was combined with Cholesky decomposed ERIs in the context
of quintic scaling SOS-MP2. Equivalently Koch and Sánchez de

Merás95,96 utilized a CD of the orbital denominator in the
perturbative treatment of the triples contribution within
CCSD(T). Kinoshita, Hino and Bartlett97,98 proposed the
decomposition of the CC amplitudes. As the CC amplitudes
are no longer negative definite, they applied an alternative
decomposition method, i.e., singular value decomposition
(SVD). Following this scheme, various rank reduced (RR) CC
schemes using orthogonal projectors were explored.99–104

Going from the field-free to the finite magnetic field treat-
ment is associated with additional computational cost due to the
complex nature of the wave function. This necessitates the use of
complex arithmetic in electronic-structure methods which
usually implies the need of new software implementations. For
such implementations, the memory requirements double and
floating point operations (FLOPs) quadruple‡ compared to real
floating point arithmetic. Additionally, a reduction of permuta-
tional symmetry of the ERIs from eightfold to fourfold results in
an even greater increase in costs. Furthermore, in most cases,
the symmetry of the system is lowered due to the presence of the
magnetic field. Lastly, large uncontracted basis sets are required
to adequately describe the anisotropy induced by the magnetic
field.105,106 This anisotropy is generally not well described by
standard isotropic Gaussian basis functions.107–109 Conse-
quently, incorporating an external magnetic field results in a
substantial increase in computational cost.

In recent years, efficient implementations of various finite-
field (ff) methods have been realized.55,110–117 Still, at the
present date, efficient implementations of ff-CC using any or
a combination of aforementioned methods are scarce. To the
best of our knowledge solely an implementation of RI-CC2113

and the embedded fragment method (EFM) by Speake et al.117

are available.
Therefore, there is a need for an adaption of the CCSD

method with the following features: the accuracy of the adaptation
has to be controllable. Further, it has to reduce the memory
requirements so that medium to large systems can be described,
despite the steep scaling of O(N6) while keeping computational
cost as low as possible. Thus, for our implementation we chose
the CD which provides rigorous error control via a single thresh-
old and low memory requirements for the handling of the CVs in
comparison to the full ERI. Apart from the well defined error
control, within ff calculations, a further advantage of CD over RI/
DF approaches is the flexibility of the on-the-fly determined
Cholesky basis to adapt to changes in the ERI tensor due to the
magnetic field via its strength and relative orientation with respect
to the molecule.55 RI auxiliary basis sets, on the other hand, have
so far only been optimized in the field-free case and their on-the-
fly generation63–67 for use in a magnetic field is currently not
available. However, one might argue that RI is computationally
more efficient as the auxiliary basis is usually chosen to contain
only one-center functions. Thus, RI requires the evaluation of at
most three-center integrals and for ff applications, auxiliary basis
sets can be selected as real, retaining the permutational symmetry

‡ The requirements triple with the use of optimised BLAS library for matrix
multiplication ZGEMM3M.
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and thus memory efficiency.110,112 The CD scheme on the other
hand necessitates the evaluation of four-center-integrals due to
the fact that, unlike the RI basis, the Cholesky basis is generally
not centered on one atom. Still, its use may be preferable as the
anisotropy of the magnetic field demands a high flexibility of the
basis set and it is still an open question how well these effects are
captured by a one-center approximation. In addition, while the
additional memory requirements for CD vs. RI are valid concern
for methods in which the integral evaluation is a bottleneck, this
is much less relevant in the case for CC theory. Thus, the rigorous
error control and the flexibility to include magnetic-field effects in
the Cholesky basis makes CD our preferred choice.

After a short discussion of the Hamiltonian in a magnetic field
in Section 2.1, a brief review of the CD of the ff-ERIs is presented.
The decomposition of ERIs over London orbitals and application
using Møller–Plesset perturbation theory was already presented in
ref. 55. In the following Sections 2.3–2.5, we present the working
equations of the left and right-hand side equations of different
variants of CD-EOM-CCSD as well as the approximate CD-EOM-
CC2 method. Section 2.6 discusses the details of the implementa-
tion while in Section 2.6.1 the validation is carried out on a small
test set of molecules monitoring the error for various Cholesky
thresholds. Using the new developments we investigate the
spectral lines of magnesium atoms in dense helium atmospheres
on magnetic stellar objects such as magnetic WDs in Section 3.
We start by studying the pressure broadening of transition lines in
the field-free case as well as a finite field on the MgHe dimer as
model system confirming the observed (asymmetric) blue-shifted
band shape and unraveling a strong dependence on the orienta-
tion with respect to the external magnetic field. For helium
atmospheres which exhibit large densities, the MgHe dimer
becomes an insufficient model, as interperturber interactions
become more probable. In a first-order approximation, we transi-
tion to an explicit description of the surrounding atmosphere by
treating MgHe12 and MgHe56 clusters in a hcp structure which are
employed to describe the transition wavelength under such con-
ditions. For these clusters, the use of CD becomes mandatory as
the memory requirements otherwise become prohibitively large.

2 Theory
2.1 Hamiltonian in a magnetic field

In order to describe the electronic structure of a molecule in a
strong magnetic field, the Lorentz forces have to be treated in a
non-perturbative manner. The molecular electronic Hamilto-
nian in a uniform external magnetic field in z-direction is given
in atomic units as

Ĥel ¼ Ĥ0 þ
1

2
Bz � L̂

O

z þ Bz � Ŝz þ
1

8

XN
i

Bz
2 xO

2

i þ yO
2

i

� �
: (1)

Here Ĥ0 is the field-free non-relativistic electronic Hamiltonian
in the framework of the screened Born–Oppenheimer
approximation.108 The remaining terms depend on the
magnetic field Bz. The paramagnetic terms are linear in the
magnetic field and scale with the total spin Ŝz and the canonical

angular momentum operator L̂O ¼ �
PN
i

irOi � =i, respectively.

L̂O
z depends on the distance vector rO

i of the electron i relative to
the arbitrary gauge origin O. The diamagnetic term is quadratic
in Bz which constitutes a confining potential for the directions
perpendicular to the magnetic field axis.

The angular momentum operator L̂O
z and the coordinates xO

i

and yO
i depend on the location of the gauge origin O. As

approximated wave functions do not show correct transforma-
tion behaviour with respect to a gauge-origin transformation,
observables depend on the choice of the gauge origin. This is
solved by using gauge including atomic orbitals (GIAOs) also
termed London orbitals118,119

om = e�ikrwm (2)

which ensure gauge-origin invariance. They are constructed by
a product of a standard Gaussian wm centered at Km with a
complex phase factor in which k ¼ 1=2B � Km �O

� �
. The

evaluation of integrals over GIAOs is discussed in detail in
ref. 119–121.

2.2 Cholesky decomposition of ERIs over London orbitals

The matrix V of the ERIs over London orbitals with elements

ðmnjsrÞ ¼
ðð

o�m r1ð Þon r1ð Þr12�1o�s r2ð Þor r2ð Þdr1dr2; (3)

is semi positive definite and may thus be factorized as V ¼P
J

lJlJy using the CD scheme. The elements LJ
sr of the CV lJ are

determined iteratively by a partial pivoting procedure.52 The
pivot corresponds to the largest element of the updated diag-
onal of the two-electron integral matrix DJ

mn which is given as

DJ
mn ¼ ðmnjnmÞ �

XJ�1
K¼1

LK
mnL

K�
mn : (4)

As in an external magnetic field the equivalence (mn|nm) =
(mn|mn) does not hold, it is crucial to consider that the diagonal
of the ERIs is given as (mn|nm) to ensure that the ERI is positive
semi-definite. The integral column (sr|mn) corresponding to
the pivot element is updated by the contributions of previously
determined CVs and finally normalized by the updated diag-
onal element to yield the elements of the new CV

LJ
sr ¼

1ffiffiffiffiffiffiffiffi
DJ

mn

q ðsrjmnÞ �
XJ�1
K¼1

LK
srL

K�
nm

" #
: (5)

Truncating the decomposition at the iteration where all
remaining updated diagonal elements are smaller than a
chosen threshold t = 10�d, where d is the Cholesky parameter,
the ERI is then approximated by

ðmnjsrÞ �
PNCH

J¼1
LJ
mnL

J�
rs: (6)

The number of required vectors NCH is significantly smaller than
the number of vectors for the full decomposition since only linear

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

4 
N

ov
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 7

/1
4/

20
25

 3
:0

3:
11

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp03103b


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 28828–28848 |  28831

independent Cholesky basis functions (within the limits of the
Cholesky threshold) enter the vector manifold. The consequences
for the decomposition algorithm and the influence of finite fields
on the structure of the ERI were discussed in ref. 55 and 56.

Alternatively a two-step procedure53,54 can be employed to
evaluate the Cholesky vectors. Here, in a first step, the Cholesky
basis which contains the elements of the product densities that
are chosen as pivots is determined equivalently to the aforemen-
tioned pivoting procedure. By restricting the decomposition to the
potential pivot indices, Folkestad et al.53 showed that the deter-
mination of the Cholesky basis can be done even more efficiently.
In addition, bookkeeping of the already calculated integrals can
prevent repeated calculation as shown by Zhang et al.54 In a
second step, the Cholesky vectors are determined. Therefore, the
equality of RI and CD is invoked when using the Cholesky basis
|K) as auxiliary basis. The integrals can thus be expressed as

ðmnjsrÞ ¼
X
KL

ðmnjKÞðK jLÞ�1ðLjsrÞ (7)

with

ðmnjKÞ ¼
ðð

o�m r1ð Þon r1ð Þr12�1K r2ð Þdr1dr2; (8)

ðK jLÞ ¼
ðð

K� r1ð Þr12�1L r2ð Þdr1dr2; (9)

ðLjsrÞ ¼
ðð

L� r1ð Þr12�1o�s r2ð Þor r2ð Þdr1dr2: (10)

The overlap of the Cholesky basis SKL = (K|L) is positive-semi
definite§ and may be Cholesky decomposed

S = MM†. (11)

With the Cholesky representation of the overlap, eqn (7)
results in

ðmnjsrÞ ¼
X
KL

ðmnjKÞ MMy
� �

KL
�1ðLjsrÞ

¼
X
KL

ðmnjKÞ M�yM�1
� �

KL
ðLjsrÞ

¼
X
J

X
K

ðmnjKÞ M�y
� �

KJ

" # X
L

M�1
� �

JL
ðLjsrÞ

" #

(12)

using the identity (AB)�1 = B�1A�1 for square matrices A and B
and M�† = (M†)�1. Comparison with eqn (6) yields the equation
for determining the Cholesky vectors:

LJ
mn ¼

X
K

ðmnjKÞ M�y
� �

KJ
: (13)

Evaluating eqn (13) can be done using efficient BLAS and
LAPACK routines resulting in a superior efficiency compared
the pivoting procedure.

For correlated calculations, a sequential transformation of
the CVs into the basis of molecular orbitals (MOs)

LJ
pq ¼

X
mn

C�mpL
J
mnCnq (14)

is performed. The corresponding MO integrals are expressed
analogously as

ðpqjrsÞ �
XNCH

J

LJ
pqL

J�
sr (15)

and may readily be used in a subsequent CC treatment.

2.3 Cholesky decomposition in finite-field CC theory

In CC theory,8,9,105,122–128 an exponential approach is chosen
for the wave function

CCCj i ¼ eT̂ F0j i ¼ 1þ T̂ þ T̂2

2!
þ T̂3

3!
þ . . .

 !
F0j i: (16)

The exponential term can be represented by a series expansion as
a sum of cluster operators T̂ of different powers. The operators act
on a reference determinant |F0i, for which the HF wave function
is usually chosen. The cluster operator T̂ of an N-electron system is
obtained as the sum of N excitation operators T̂n:

T̂ ¼ T̂1 þ T̂2 þ � � � þ T̂N ¼
XN
n¼1

1

n!

� �2 X
ij...ab

tab...
ij... â

y
aâ
y
b . . . âj âi

¼
X
I

tI m̂I :

(17)

The excitation operators consist of the weighting coefficients, the
amplitudes tI, and a string of quasiparticle creation operators m̂I,
i.e., â†

a and âi. The indices a,b,c. . . as well as i,j,k. . . denote virtual
and occupied orbitals, respectively. The CC energy and amplitude
equations are given by

hF0| %H|F0i = ECC, (18)

OI(t) = hFI| %H|F0i = 0 (19)

with %H = e�T̂ĤeT̂ as the similarity-transformed Hamiltonian.
Restriction of the cluster operator to contain only single and
double excitations as well as restricting the projection space for
the amplitude to the subspace of excited determinants hFI|
obtained by the action of the cluster operator on the reference
determinant leads to the CCSD truncation scheme.125–127

Within the CC2129–133 framework, an approximate CCSD formula-
tion is achieved. By introducing the T1-transformed Hamiltonian
H̃ = e�T̂1ĤeT̂1, the CCSD amplitude equations can be rewritten as

hFa
i |H̃ + [H̃, T̂2]|F0i = 0, (20)D

Fab
ij

			 ~H þ ~H; T̂2


 �
þ 1

2
~H; T̂2


 �
; T̂2


 �			F0

E
¼ 0: (21)

A Møller–Plesset type partitioning of the Hamiltonian Ĥ = F̂ + Û
is performed and only contributions through first order in
perturbation theory are considered. The singles contributions
are treated as zeroth order parameters. Hence, the singles

§ The Cholesky basis |K) refers to the product densities |mn), the ket (K| is defined
as (nm| resulting in a Hermitian matrix. As such, the diagonal is defined as (K|K) =
(mn|nm).
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equations retain their original form but the doubles amplitudes
are approximated as

hFab
ij |H̃ + [F̂,T̂2]|F0i = 0. (22)

To derive the working equations using the Cholesky representation,
the two-electron integrals are substituted by the representation in
eqn (15) followed by reordering the contractions with the intent to

(1) Eliminate the storage of intermediates which have three
or more virtual indices (e.g. VVVO and VVVV).

(2) Identify the optimal factorization by utilizing amplitude-
transformed Cholesky vectors.

In the following, a generalization of the formulation in
ref. 81 and 82 to the ff regime is presented. Here, care has to be
taken as the symmetry LJ

mn ¼ LJ�
nm is lifted due to the loss of

eightfold permutational symmetry. Additionally, an antisymmetric
formulation of the intermediates is chosen which is exploited during
the contraction with the amplitudes in our implementation. Regarding
the underlying ff-(EOM)-CCSD equations, we refer to ref. 105 and 134.
For the intermediates and amplitude-transformed Cholesky vectors
the notation of Epifanovsky et al.81 was adopted: the numbers 1, 2, or 3
in the upper index mark a contraction with LJ

oo, LJ
ov and LJ

vv vectors with
either a CC amplitude T, or a right/left EOM-CC amplitude R/L. o and v
stand for the occupied and virtual space, respectively. The expressions
for the intermediates and transformed CVs are listed in Tables 1–4.
The connection between the choice of the intermediates and a
diagrammatic approach is described in the appendix.

The working equations for the CCSD single and double
amplitudes are given as:

tai D
a
i ¼ fai þ

X
e

faet
e
i 1� daeð Þ

�
X
Jm

MJ
mi M

2T�
maJ þM3T�

maJ �M2TT�
maJ

� �
þ
X
J

M2T�
J MJ

ai

�
X
m

X
e

fmet
e
i þ fmi 1� dmið Þ

 !
tam þ

X
Je

MJ
aeM

2T�
ieJ

þ
X
me

taeim fme �
X
Jn

MJ
mn � LJ

mn

� �
LJ�
en

" #
;

(23)

tabij D
ab
ij ¼ W

ðtÞ
abij þP�ab

X
J

MJ
aiM

J�
jb

(
þ
X
f

t
af
ij Fbf � fbf dbf
� �

þP�ij
X
me

1

2
W
ð1tÞ
mbei þ

X
J

MJ
miM

J�
eb

 !
taejm

" #)

�P�ij
X
m

tabim Fmj � fmjdmj

� �
þ 1

2

X
mn

W
ðtÞ
mnijt

ab
mn:

(24)

with the definitions Da
i = fii � faa and Dab

ij = fii + fjj � faa � fbb,
which equate to the orbital-energy difference for canonical
orbitals, i.e., Dea

i = ei � ea and Deab
ij = ei + ej � ea � eb. Within

the CC2 scheme, in iteration n the contributions t(n�1)
1 - t(n)

1 and
t(n�1)
1 - t(n)

2 are calculated first and afterwards the immediate back

contributions of the doubles t(n)
2 - t(n)

1 are accounted for similar to the
discussion in ref. 135. While the singles equation retain their original form
the doubles amplitudes simplify by keeping only the t1 contributions:

tabij De
ab
ij ¼ P�ab

X
J

MJ;t1
ai MJ�;t1

jb : (25)

The final energy expression is

ECC ¼
X
ia

fiat
a
i þ

1

2

X
ia

X
J

LJ
iaM

2t�
iaJ : (26)

Considering only the O(N6) terms which have to be calculated in
every iteration this formulation of the CCSD equations (while
neglecting spin and symmetry) scales as

V4O2 + 2V3O3 + 2V2O4 (27)

for building the intermediates W(t)
abij, W(1t)

iabj, and W(t)
ijkl as well as the

subsequent contraction of the latter two intermediates. Here, O and
V correspond to the number of occupied and virtual orbitals,
respectively. As already discussed in ref. 81, in comparison to a
canonical CCSD implementation, one less contraction of type O3V3

is required. Hence, in theory the CD implementation has the same
scaling with a slightly smaller prefactor than the canonical algo-
rithm. Still, the expensive particle–particle ladder term does not
factorize well. For its implementation special care has to be taken
to not fully store the VVVV intermediate emerging from rebuilding
partially transformed integrals via

P
J

MJ
afM

J�
eb which is covered in

more detail in Section 2.6. We note, however, that in practical
applications the N5 term (V4NCH) often scales worse than the
particle–particle ladder term (V4O2) itself, when NCH 4 O2. Never-
theless, the implementation allows CCSD calculations at compar-
able timings but with significantly reduced memory requirements.

CD-CC2 factorizes very well and scales only with 2O2V2NCH

FLOPs compared to canonical CC2 which scales as OV4 + 8O2V3

+ 8O3V2 + O4V. Additionally, no VVVO or larger intermediate is
needed at all, leading to much reduced memory demands.

Table 1 t-transformed Cholesky vectors
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P
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P
m
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mbt

a
m MJ�
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P
m
LJ�
bmt

a
m

MJ;t1a
ai ¼M3T

aiJ �M1T
aiJ �M2TT

aiJ þ LJ
ai

MJ�;t1
ia ¼M3T�

iaJ �M1T�
iaJ �M2TT�

iaJ þ LJ�
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ai ¼MJ;t1

ai þM2T
aiJ MJ�

ia ¼MJ�;t1
ia þM2T�

iaJ

M2t�
iaJ ¼

P
me

LJ�
emt

ae
im

tab
ij = tab

ij + P�ij ta
i tb

j

a This is equivalent to the notation for the t1-transformed Hamil-
tonian MJ;t1

ai ¼
P
mn

Ĉ
�
maL

J
mnĈni with Ĉ

�
ma ¼ C�ma �

P
k

C�mmt
a
m and Ĉmi ¼

Cmi þ
P
e
Cmet

e
i introduced in ref. 132.
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2.4 Equation-of-motion-coupled-cluster theory

In the EOM-CC approach,8,134,136–144 the target state is obtained
from a CC reference wave function

Cexcj i ¼
X
n

R̂n CCCj i ¼ R̂eT̂ F0j i (28)

with the linear operator

R̂ ¼ R̂0 þ R̂1 þ R̂2 þ � � � þ R̂N ¼
X
I

rI m̂I : (29)

m̂I generates the excited determinants FI of interest and R̂ is
defined for the particle-conserving electronically-excited and
spin-flip states (EOM-EE,136,137 EOM-SF138,139), as

R̂
EE=SF

n ¼ 1

n!

� �2X
i;j...

X
a;b...

rab...
ij... â

y
aâiâ

y
bâj . . . (30)

as well as for ionized (EOM-IP140)

R̂
IP

n ¼
1

n!ðn� 1Þ!

� �X
i;j...k

X
a;b...

rab...
ij...kâ

y
aâiâ

y
bâj . . . âk (31)

and electron-attached states (EOM-EA141)

R̂
EA

n ¼ 1

n!ðn� 1Þ!

� �X
i;j...

X
a;b...c

rab...c
ij... âyaâiâ

y
bâj . . . âyc: (32)

The EOM-CC eigenvalue equations are given as

FIh j �H; R̂

 �

F0j i ¼ Eexc FI R̂
		 		F0

� 

X
J

FI
�Hm̂Jð Þc

		 		F0

� 

rJ ¼ EexcrI

Ar ¼ Eexcr

(33)

where the eigenvalue Eexc is the excitation energy, A is the CC-
Jacobian,142 and the eigenvectors r contain the amplitudes of

Table 2 List of (EOM)-CCSD intermediates

Equation Scaling
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Table 3 r- and l-transformed Cholesky vectors
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Table 4 List of left-hand side EOM-CCSD intermediates
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the operator R̂. The matrix–vector product of the Jacobian with
the EOM-CC amplitude vector is the sigma vector, r = Ar,
thereby referring to the usual notation of the Davidson
algorithm.145–147 Truncation of T̂ and R̂ at the same excitation
level (here doubles) yields:

Eexcr0 = hF0|( %HR̂1)c|F0i + hF0|( %HR̂2)c|F0i, (34)

Eexcra
i = hFa

i |( %HR̂1)c|F0i + hFa
i |( %HR̂2)c|F0i, (35)

Eexcrab
ij = hFab

ij |( %HR̂1)c|F0i + hFab
ij |( %HR̂2)c|F0i. (36)

The working equations for EOM-EE (R̂ = R̂EE) in the CD
formalism are given for the r0 amplitude equations as

Eexcr0 ¼
X
ia

Fiar
a
i þ

1

2

X
ia

X
J

LJ
iaM

2R�
iaJ ; (37)

as well as the for r1 amplitudes as

Eexcr
a
i ¼

X
e

Faer
e
i �

X
m
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a
m þ

X
me
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ae
im þ

X
J

MJ
aiM

2R�
J

�
X
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MJ
mi M

3R�
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� �

�
X
em

taeim

X
Jn

LJ
neM

2R�
nmJ þ

X
Je

MJ
aeM

2R�
ieJ ;

(38)

and for the r2 amplitudes as
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ab
ij ¼W
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abijþ

1

2

X
mn

W
ðtÞ
mnijr

ab
mnþP�ij P

�
ab

X
me

taejm

X
J

MJ
beM

2R�
imJ

 !(

þ
X
J

MJ
ai M2R�

jbJ �M2RT�
jbJ þM3R�

jbJ

� �
þ
X
me

raejmW
ð2tÞ
mbei

)

þP�ab
X
e

Taet
be
ij þ

X
e

Fber
ae
ij �

X
m

W
ðtÞ
mbijr

a
m

 !

þP�ij
X
m

rabjmFmiþ
X
m

tabjm

X
e

Fmer
e
i þTmi

 ! !

þ1

2

X
mn

tabmn P�ij P
�
mn

X
J

MJ
miM

2R�
jnJ þW

ðrÞ
mnij

 !
:

(39)

We note that compared to ref. 81 we redefined the following
contribution:

Ref : 81 This workP
nf

t
bf
in W

ð1rÞ
nafj ¼

P
me

raejmW
ð1tÞ
mbei

P
nf

t
bf
in

P
me

P
J

LJ
mf L

J�
en r

ae
jm

� �
¼

P
me

raejm
P
nf

P
J

LJ
mf L

J�
en t

bf
in

 ! (40)

so that the intermediate W(1t)
mbei is independent of the EOM-CC

amplitudes in contrast to W(1r)
nafj. Grouping of the former

with I(3i)
abij yields

P�abP
�
ij

X
me

raejmW
ð2tÞ
mbei ¼ P�abP

�
ij

X
me

raejm W
ð1tÞ
mbei þ

X
J

MJ
miM

J�
eb

 !
:

(41)

This proves to be more efficient since another V3O3 type
contraction does not need to be re-evaluated in each iteration.
In total, the scaling corresponds to V4O2 + 2V3O3 + 3V2O4. In
comparison, the canonical implementation scales as V4O2 +
V3O3 + V2O4. Thus, the Cholesky implementation comes with
some drawback in terms of efficiency as compared to the
canonical case due to the fact that r-dependent intermediates
such as W(r)

ijkl (responsible for 2V2O4) and
P
J

MJ
beM

2R�
imJ (respon-

sible for V3O3) and their contractions with the cluster ampli-
tudes have to be recomputed in each iteration to avoid the
storage of VVVV and VVVO type intermediates, respectively.
Likewise, the comments made for the W(t)

abij intermediate for
ground state CC hold here as well for W(r)

abij.
2.4.1 Approximate EOM-coupled-cluster – EOM-EE-CC2. As

seen for the EOM-CCSD equations, a straightforward way to
derive the EOM-CC2129–133 equations is to evaluate the Jaco-
bian, i.e., the derivative of the CC2 amplitude equations with
respect to the cluster amplitudes. For canonical orbitals the
CC2-Jacobian is given as

AIJ ¼
@OI ðtÞ
@tJ

¼

@O1ðtÞ
@t1

@O1ðtÞ
@t2

@O2ðtÞ
@t1

@O2ðtÞ
@t2

0
BBB@

1
CCCA

¼
F1

~Hm̂1
� �

c
þ ~Hm̂1
� �

c
T̂2

� �
c

			 			F0

D E
F1

~Hm̂2
� �

c

		 		F0

D E

F2
~V m̂1
� �

c

		 		F0

D E
�De2

0
BB@

1
CCA:

(42)

While the determining equations for the singles amplitudes are
the same as in the full CCSD treatment, the doubles amplitudes
are simply given as

Eexcrab
ij = hFab

ij |(ṼR̂1)c|F0i � Deab
ij rab

ij (43)

or rather

rabij ¼
Fab

ij
~VR̂1

� �
c

		 		F0

D E
Eexc þ Deabij

: (44)

Within the CD approximation the EOM-EE-CC2 working
equations are

Eexc þ Deabij
� �

rabij ¼ P�ij
X
m

rabjmfmi þP�ab
X
e

fber
ae
ij

þP�abP
�
ij

X
J

MJ;t1
ai M3R�

jbJ

�

�M2RT�
jbJ �

X
m

MJ�
jm r

b
m

!
(45)
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In analogy to CD-EOM-CCSD the scaling of CD-EOM-CC2 is
2O2V2NCH + O2V3 + O3V2 which is more expensive than the
canonical implementation, i.e., 3O2V3 + 3O3V2, for O + V o NCH.
As an advantage, the CD scheme does not require building any
four-index intermediates. Thus the memory is in principle only
limited by the storage of the amplitudes themselves. To be
more precise, the EOM-CC2 amplitudes for double excitations
can be partitioned out of the Davidson subspace – see also ref.
133. This allows to form the amplitudes temporarily and
process them in batches. Consequently for CC2, the primary
limitation on memory usage arises from the Cholesky vectors.

2.5 Left-hand side EOM-CC equations and properties

Since the Jacobian A in eqn (33) is a non-Hermitian matrix
(due to the fact that the exponential of the cluster operator eT̂ is
non-unitary), there exists also a left-hand side equation of the
eigenvalue problem8,142

lTA = EexclT (46)

to the same set of eigenvalues. These equations similarly
describe linear deexciations via the operator

L̂ ¼ L̂0 þ L̂1 þ L̂2 þ � � � þ L̂N ¼
X
I

lI m̂
y
I : (47)

In this case, the eigenvectors r and l are not simply Hermitian
conjugates but form an biorthogonal set which can be normalized:

0 L̂mR̂n
		 		0� 


¼
X
I

lmI r
n
I ¼ dmn: (48)

As mentioned above, the left-hand side equation does not have to
be solved to evaluate the excitation energies. However, it has to be
solved for the evaluation of properties.8,82,137,148,149 For example,
(transition) dipole moments, can be expressed as biorthogonal
expectation value

mmn = hCm
EOM|m̂|Cn

EOMi = hF0|L̂me�T̂m̂eT̂R̂n|F0i, (49)

neglecting the contributions from the cluster amplitudes and
orbital relaxation.150 For m a n, this yields transition-dipole
moments between the states m and n and single state dipole
moments for m = n. A special case is m = n = 0 which is equivalent
to the CC reference wave function. The CC ground state is a
solution to the eigenvalue problem of EOM-EE, where r0 is set to
1 and all other amplitudes of higher excitations vanish.

m00 = hF0|L̂0�m|F0i (50)

Thus, the problem reduces to the EOM left-hand-side solution
for the ground state. This is formally equivalent to the L-
equations in CC derivative theory7,8,151,152 with L̂0 = (1 + L̂),
i.e. l0 = 1 for the ground state. For excited states, l0 can be
chosen as 0, as biorthonormality is ensured by scaling the rest
of the l vector. The transition-dipole moment between two
arbitrary states is evaluated by summing over the dipole-
moment integrals m and the reduced one-particle transition-
density matrix r

mmn ¼
X
pq

mpq F0 L̂me�T̂ âypâqe
T̂ R̂n

			 			F0

D E
¼
X
pq

mpqr
mn
pq : (51)

The evaluation of one-electron reduced density matrix is
unchanged in a Cholesky decomposed implementation. For
reference of the working equations in the ff setting see ref. 149.
Consequentially, the ground and excited-state properties
require the solution of the EOM left-hand side equations. For
CD-(EOM)-CCSD the l1 amplitudes are given by
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X
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(52)

and l2 amplitudes by
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(53)

2.5.1 Approximate EOM-coupled-cluster – EOM-EE-CC2.
For CC2 the left-hand side equations are evaluated using the
same strategy as for the right-hand side. According to the left-
hand side eigenvalue problem in eqn (46), multiplication with
the CC2-Jacobian of eqn (42) yields the equations

Eexcli
a = hF0|(L̂2Ṽ)c|F

a
i i + hF0|(L̂1H̃)c + ((L̂1H̃)c)T̂2)c|F

a
i i

(54)

and

lijab ¼
F0 L̂1

~H
� �

c

		 		Fab
ij

D E
Eexc þ Deabij

: (55)

Thus, for the left-hand side also the singles equations are altered
by the CC2 approximation. Within the CD approximation the
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working equation are

Eexcl
i
a ¼ Fial0 þ

X
e

Feal
i
e �

X
m

Fiml
m
a

�
X
me

W
ð2tÞ
ieaml

m
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X
J

M2L
J LJ�
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þ
X
Jf

MJ
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X
me
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X
Jn
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X
me
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me lnmae

(56)

and

Eexc þ Deabij
� �

l
ij
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LJ�
bj l0

� �
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(57)

Thereby the scaling is identical to the right-hand side equations.
Accordingly, the arguments given in the previous section hold
here as well.

2.6 Implementation

Spin-integrated open-shell implementations of ground-state
CCSD and CC2 as well as excited-state methods including
EOM-CCSD (EE, SF, IP, EA) and the approximate EOM-CC2
(EE) method were implemented within the program package
QCUMBRE.153 QCUMBRE is based on a string-based tensor
contraction framework presented in ref. 134. A contraction is
generally performed by casting it into an efficient matrix multi-
plication by tensor transpositions which is evaluated using
BLAS.154 As the initial framework solely considered spin-
symmetry, further development by Kitsaras144 enabled the exploi-
tation of point-group symmetry via symmetry-blocked tensors.

In the following section, further improvements that have
been added as part of this work are introduced. These improve-
ments have been designed to enable the use of contractions in a
more ‘black-box’ manner while aiming at maintaining a
developer-friendly structure that allows straightforward imple-
mentation of working equations:

(a) Transpositions, despite scaling only with the tensor size,
noticeably affect the total wall time due to their inherent
cache inefficiency. Both input tensors require transposi-
tion to ensure the correct shape for the matrix multi-
plication step, and the output has to be transposed as
well to obtain the target quantity. Consequently, to per-
form a tensor contraction, in the worst case, three tensor
transpositions have to be performed. As the indices for a
given contraction may align with the target indices for
any of the transpositions the number of FLOPs required
is dependent on whether the tensor is the left-hand side
or right-hand side input of the contraction. To achieve an
optimal and black-box contraction routine, it was

extended by a mechanism that determines the order of
the input tensors by minimizing a cost function.

(b) To further increase the efficiency, antisymmetry of the
tensors is exploited fully, similarly to the ideas discussed
in ref. 155 and 156. The coupled-cluster amplitudes and
intermediates are antisymmetric with respect to permu-
tation, i.e.,

tab
ij = �tba

ij = tba
ji = �tab

ji . (58)

Thus, for any such quantity it is sufficient to save the block
a o b and i o j. Exploiting this symmetry during the
contractions such as in the particle–particle ladder term

tao b
io j  2

X
eo f

W
ðtÞ
abef t

ef
ij (59)

the required FLOPs are reduced by a factor of 6. None-
theless, some care has to be taken for intermediates in
which the tensors have to be partially (eqn (60)) or fully
(eqn (61)) unpacked to perform the contraction:

tao b
ij  �P�ij

X
m

tabimFmj ; (60)

tabij  
1

2
P�abP

�
ij

X
em

W
ð1tÞ
mbeit

ae
jm: (61)

(c) Additionally, as is standard practice for tensor contrac-
tion libraries, a parallelization of the most time-
consuming steps in the tensor contraction workflow
has been carried out. Thus, for QCUMBRE the tensor
transpositions as well as the folding and unfolding of
packed indices which precede the matrix multiplication
step were parallelized. Furthermore, the zgemm routines
employed for matrix multiplication are easily parallelized
via OpenMP157 using the respective threaded BLAS
libraries. In addition to the shared memory paralleliza-
tion of the tensor contractions a massively parallel
implementation of EOM using the message passing
interface (MPI) was realized. As each root of EOM is
independent of the others, it is possible to calculate
them on different nodes. For a review of the develop-
ments for established quantum chemical packages hand-
ling field-free calculations we refer to ref. 158.

(d) For a memory-efficient implementation of CD-(EOM)-
CCSD special care has to be taken to avoid the storage of
any rank four tensor with three or more virtual indices
e.g. VVVO and VVVV. The particle–particle-ladder-like
terms W(t/r/l)

abij as well as the EOM intermediate W(t)
kaij need

such quantities if implemented in a straightforward
manner. In order to avoid the storage, an on-the-fly
three tensor contraction routine was implemented that
builds these contributions batch-wise, following the
ideas of ref. 81. The batch is distributed such that a

subset ab is chosen so that the batch fits into the
available memory to ensure optimal usage of memory
and to minimize overhead. Calculations are thus in

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

4 
N

ov
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 7

/1
4/

20
25

 3
:0

3:
11

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp03103b


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 28828–28848 |  28837

principle only limited by the size of OOVV quantities.

The intermediate W
ðtÞ
abef

is then antisymmetrized and

due to the fact that the full range of the index pair ef
is kept, the antisymmetry can be exploited in the sub-
sequent contraction to the target amplitude:

W
ðtÞ
abef

¼ P�
ab

X
J

MJ
aeM

J�
f b

tabij  
X
eo f

W
ðtÞ
abef

t
ef
ij :

(62)

Consequently, the intermediate W(t)
abef has to be calcu-

lated in every iteration which scales V4NCH. In practical
applications this N5 term though often scales worse than
the particle–particle ladder term itself since usually
NCH 4 O2 resulting in an overhead for the CD imple-
mentation in general. Still, compared to a canonical
CCSD implementation, the advantage is that all tensors
can be held in memory and the required intermediates
are calculated as needed. Therefore, no disk-IO is
needed to read in the two-electron-integrals hab||cdi
which poses to be a bottleneck of canonical CCSD.

(e) Concurrent use of single-precision apart from the CD can
be exploited to further lower memory and computation-
time requirements with virtually no loss in accuracy as
shown for many post-HF methods such as CD-MP2159

and CD-EOM-CCSD.160 If higher accuracy than that pro-
vided when using single-precision is needed, it is possi-
ble to first converge the amplitudes to single-precision
and then switch to double precision for the last iterations
to recover full accuracy.160,161

2.6.1 Validation. Validation is straightforward by compar-
ing results with a tight Cholesky threshold to the canonical
implementation employing the full ERI. Therefore, the test set
used in ref. 55 was employed.¶ In Fig. 1, the mean error of the
ff-CD-HF energy, ff-CD-CCSD and CC2 correlation energy and
the ff-CD-EOM-CCSD and CC2 excitation energy is plotted
against the chosen Cholesky threshold. In accordance with
previous results55 not only the error in the integrals but also
the error in the energies is bound by the chosen Cholesky
threshold (black line). Up to a Cholesky parameter of d = 7, the
error of all methods is strictly below the chosen threshold. In
this case, the error for (EOM)-CC is approximately one order of
magnitude smaller than that of the HF energy. Beyond this
threshold the error is additionally constrained by the choice of
the convergence criteria which is globally set to 10�7. Thus, the
error in the EOM-CC energies becomes larger than the Cholesky
threshold, while HF retains a good accuracy in the energy for
orbital coefficients converged to 10�7.

3 Applications
3.1 Computational details

The calculations have been performed using two program
packages. The implementation of ff-CD-CC was done within the
QCUMBRE153 program package which handles the post-HF
treatment. It is interfaced to CFOUR162,163 with use of the MINT
integral package.164 CFOUR handles the CD of the ERIs as well
as the HF step. The following calculations on MgHe systems
were performed using uncontracted (unc) augmented (aug)
correlation consistent basis sets.165,166 The unc-aug-cc-
pCVQZ167 basis was used for Mg and the unc-aug-cc-pVDZ basis
was used for He if not stated otherwise and all electrons were
correlated. The use of a larger basis set for helium produces
only a small difference in the range of few percent, as validated
in Table S1 in the ESI.† In the following we will discuss the
3P - 3S transition of triplet Mg mainly described by the
excitation from 3p - 4s in different environments. Based on
the symmetry of the studied system the respective states trans-
form as different irreducible representations which are listed in
Table 5. In all cases the states corresponding to the 3P�1 state
was chosen as EOM-CC reference.

3.2 Pressure broadening of magnesium spectral lines

Assigning spectral lines for magnetic WDs is a non-trivial task.
WDs are known to typically have dense helium or hydrogen
atmospheres, and magnetic WDs in addition exhibit non-
uniform surface-field distributions. Furthermore, even the
coolest (magnetic) WDs have temperatures ranging from 4000
to 10 000 K.6,168–171 The 3p - 4s (3P - 3S) transition for the Mg
triplet is one of the most intense lines for metal-containing
WDs.6,172 In ref. 6, this transition supported the assignment of
a spectrum from a WD containing metals in its atmosphere
(termed DZ) and a strong magnetic field of about 3000 T. Due to

Fig. 1 Mean error of the ff-CD-HF energy (blue), ff-CD-CCSD and CC2
correlation energy (green and grey) and the ff-CD-EOM-CCSD and CC2
excitation energy (orange and indigo) as a function of the Cholesky
parameter d. The convergence criteria for HF, CC as well as EOM-CC
were set to 10�7.

¶ The test set constitutes of the closed-shell molecules water and ethane, as well
as the open-shell methylidyne radical in various magnetic field orientations and
basis sets. Only the largest systems, i.e., CH using the unc-aug-cc-pV5Z basis and
ethane using the unc-aug-cc-pVTZ basis set in a skewed orientation of the
magnetic field were omitted.
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the high surface gravities of WDs, one would expect the metals
to sink down quickly, leaving pure He/H atmospheres. The fact
that metals are nonetheless found is linked to accretion from
planetary disks into the atmosphere.172,173 This causes the
star’s atmosphere to be polluted by traces of metal species
giving rise to distinct spectral lines. In order to study atoms and
molecules under such extreme conditions it is crucial to model
the surrounding environment, namely temperature, pressure,
and density, as well as magnetic field, since they have a direct
influence on the respective spectral lines.

Variations in the surface magnetic-field strength and rela-
tive orientation of the magnetic-field vector to the species of
interest directly influence the transition wavelengths through
alteration of the electronic structure. In the simplest model, to
account for distribution of magnetic-field strengths over the
star, a dipole is assumed, leading to a factor of two over the
encountered field strengths. Due to their variation and due to
the fact that the magnetic field strengths are not a priori
known, field-dependent transition wavelengths (B–l curves)
are required to help assignment of spectra.

High-density atmospheres, where collisions are frequent,
are prone to exhibit strong pressure-broadening effects. Espe-
cially due to the relatively low opacity of helium atmospheres at
lower effective temperatures, observed photons can originate
from deeper atmospheric layers with higher densities.172,174,175

Collisions between metal and surrounding atmosphere atoms
alter the energy levels of the radiating metal atom and thus cause
a shift as well as a broadening of the spectral lines in the WD’s
spectrum. The broadening arises from the fact that the distance
between the radiating atom and atmosphere particles is not
constant. Instead, it is distributed around a mean value depen-
dent on pressure and temperature. Moreover, the individual
energy levels involved in a transition are affected due to the
interaction with the environment.176 The pressure effects cause
both the shift as well as asymmetric line shapes and satellites as
discussed, for example, in ref. 172. For a review on methods to
model the spectral lines see also ref. 177. Generally, a parcel of
gas at a specific temperature and number density of helium
atoms is assumed. Within that parcel some helium atoms will
collide with a radiator atom and consequentially the energy
levels and transition dipole-moments of the radiator will be
altered strongly. Statistically, other helium atoms will be further
away and therefore will not significantly perturb the system. To
calculate the line profile for this parcel of gas, integration over
the distribution of atomic separations is performed.

Consequently, only the diatomic potentials are needed to model
the line shape.8

3.2.1 MgHe interaction. The polarization by surrounding
helium atoms can significantly affect the electronic structure of
magnesium and thus warrants investigation in order to be able
to model the spectral line position and shape. In this study, we
investigate the pressure effects on the 3p - 4s (3P - 3S)
transition for the Mg triplet perturbed by a dense helium
atmosphere in an external magnetic field. A number of previous
studies172,177–182 have already been conducted in the field-
free case, where ref. 170 and 172 specifically deal with the
Mg triplet transition of interest. Here, we will build upon
the results of previous studies by expanding the discussion by
the influence of an external magnetic field on the pressure
effects:

We start our discussion on the Mg–He dimer in the field-free
case. Due to the fact that the asymmetric broadening can be
observed whether or not spin–orbit splittings are resolved
within it,170,172 we neglect their contribution for our discus-
sion.** Starting from the field-free case, the initial state for the
isolated Mg atom in the 3P-state is described by the three
degenerate p-orbitals. Introducing the helium atom into the
system lowers the molecular symmetry to CNv. As a result the
former 3P-state splits into two degenerate bonding 3P-states
whose highest occupied molecular orbitals (HOMOs) are
perpendicular to the bond axis. The 3S+ (3p0) state, with the
HOMO oriented along the bond axis, is non bonding and
higher in energy as shown in the central panel of Fig. 2. The
transition wavelength of the Mg transition (3P - 3S) as a
function of the distance to the helium atom is shown in
Fig. 3 together with the total energies of the involved 3P
and 3S+ (4s) states. Note that the unperturbed transition
wavelength in our calculation is about 5132 Å while
the observed one is centred around 5174 Å.183 The difference
is due to basis-set incompleteness errors, higher-order correla-
tion effects, as well as relativistic effects. This discrepancy does
not, however, impact the overall qualitative analysis as the
focus is on energy shifts which are not expected to change
significantly. Still, as already discussed in ref. 184, for fully
quantitative predictions, composite schemes would need to be
employed. These may include, as mentioned above, an extra-
polation to the basis-set limit, higher-order correlation effects,
and a shift to the NIST data to account for field-free scalar
relativistic effects.

As the helium atom approaches an isolated magnesium
atom, a blue shift arises in a gradual manner. Until a distance
of 9.0 Å, the interaction is so weak that the change in the
transition wavelength is smaller than 1 Å. Thus, up to this
distance the system can be treated as non-interacting. The blue
shift increases with the shortening of the Mg–He distance and
reaches its maximum with a shift of about 108 Å at 3.5 Å. The

Table 5 Symmetry labels for the relevant states for 3p to 4s transition of
Mg in its triplet state considered in this study: the Mg atom (SO(3)), the Mg
atom in a magnetic field (CNh), MgHe (CNv), MgHe in a parallel (CN) and
perpendicular field (Cs) as well as MgHe12 in a field aligned along the C3 axis
(C3h)

SO(3) CNh CNv CN Cs C3h

3P 3Su
3S+ 3S A0 A0

3Pu
3P 3P A00 E0

A0

8 The method considers the simultaneous interaction with multiple perturbers
but neglects the interperturber correlation, i.e., the interaction between the
perturbers.178

** The size of the spin–orbit contribution amounts to approximately 5 Å to 10 Å.183
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main reason for the shift is the occurrence of a shoulder for
smaller distances in the final 3S+ state. For shorter distances
the transition wavelength rises up to an inter-atomic separation
of 2.0 Å. While the initial state becomes more and
more repulsive, the final state stays relatively unchanged,
leading to a gradually increasing red shift relative to the
unperturbed case.

Applying an external magnetic field changes the interaction in
the MgHe dimer as shown in Fig. 2. In principle, all orientations
of the magnetic field with respect to the bond axis should be
taken into account. Here, we are picking out the two extreme
cases, i.e., the parallel and the perpendicular orientations. In a
magnetic field, the individual states are altered in the following
ways: in the parallel orientation (CN symmetry), the bonding 3P�1

state is stabilized and becomes the new ground state while the
3P+1 state is destabilized. The non-bonding 3S-state has no
orbital-Zeeman contribution and constitutes the first excited state.
Conversely, in the perpendicular orientation (Cs symmetry) the
non-bonding 3A0-state is stabilised and becomes the ground state
while the first excited 3A00-state is bonding. Increasing the mag-
netic field strength further, up to 0.20 B0, results in a
slight destabilisation of the bound ground state in the
parallel orientation. In the perpendicular orientation, when
increasing the magnetic-field strength, the ground state becomes
increasingly bound via the orbital-Zeeman interaction, as can be
seen in Fig. 4.

In order to assess the influence of the perturbing helium
atom on the spectral lines of the magnesium triplet within a
magnetic field the corresponding B–l curves, i.e., the magnetic
field strength plotted against the transition wavelength, are
investigated as shown in Fig. 5. Note that we follow here the
main character of the transition for isolated Mg such that the
corresponding B–l curves remain comparable even though
formally there are a couple of avoided crossings with other
states involved, particularly for higher magnetic-field

strengths. For further details we refer to Fig. S1 and S2 in the
ESI.† For the calculation, the respective equilibrium Mg–He
distance within a given magnetic-field strength and orientation
was chosen (see Table S13 in the ESI†). The p-orbitals, which
are degenerate in the field-free case, split into three components
resulting in large shifts in the transition wavelength. Additionally,
due to the interplay of para- and diamagnetic effects induced
by the external magnetic field, the lines vary in a non-trivial
manner as compared to a simple orbital-Zeeman shift. Hence,

Fig. 2 Total energy Etot of the initial and first two final states of the MgHe triplet dimer without an external magnetic field (middle) and within a finite
magnetic field of 0.05 B0 oriented parallel (left) and perpendicular (right) with respect to the Mg–He axis. The calculations were performed at the unc-
aug-cc-pVTZ/CC3133 level of theory.a Additionally, the respective (complex) orbitals visualized via COrbit19144 are shown. Mg is depicted in green and He in blue.
a Note that an accuracy beyond CCSD is required to describe the dissociation limit of the degenerate P and S states in a qualitatively correct
manner.

Fig. 3 The transition wavelength l (3P - 3S+) as well as the total initial-
state energy Etot as a function of the Mg–He distance R. Calculated with
CD-CCSD (d = 5) using the unc-aug-cc-pCVQZ basis for Mg and the unc-
aug-cc-pVDZ basis for He.
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ff methods are indispensable for interpreting spectra of strongly
magnetic WDs as discussed in detail in ref. 6.††

To assess the influence of the Helium atom on the transition
in the magnetic field in more detail, the shift defined as the
difference between the excitation energy of the isolated magne-
sium atom and the dimer in a parallel or perpendicular
orientation is shown in Fig. 6. In the magnetic field, the
following can be observed:

(1) The parallel orientation leads to very large blue shifts that
increase with the magnetic field. This is explained by the
fact that the 3S (4s) final state is destabilized‡‡ in the
magnetic field as compared to the atomic case while the
initial states remain mostly unchanged. In addition, it
develops an increasingly large shoulder (see also Fig. S6
and S7 in the ESI†) which leads to larger shifts.

(2) Furthermore, in the parallel orientation, the curves for
the shift in the transitions from the 3P and 3S states,
respectively, remain parallel. In the absence of a mag-
netic field, the influence of the Helium atom is stronger
for transitions from the bonding 3P states than for the
non-bonding 3S+ (3p0) state. The difference is due to the
fact that the excitation energy is evaluated at the equili-
brium distance of the 3P state at which the 3S+ (3p0) is
repulsive. This in turn compensates to some degree the
shoulder in the final 3S+ (4s) state (see Fig. 3). Thus,
compared to the isolated Mg atom the transition from
the bonding P states is blue shifted as shown in Fig. 3

while the transition from 3S+ (3p0) is relatively unaf-
fected. As the initial states remain mostly unchanged in
the parallel field, so does their respective relative posi-
tion. As such the shift for the transitions from the 3S+

(3p0) state evolves in parallel to those from the 3P states
when increasing the field strength.

(3) For the perpendicular orientation, the shifts vanish for
large magnetic-field strengths. In this orientation, the
states evolve in a comparable manner to the atomic case
(see Fig. S1 in the ESI†) and the shoulder in the final
state diminishes (see also Fig. S6 and S7 in the ESI†).§§

For the strongest magnetic field considered (0.20 B0) the
shift due to the magnetic field in the perpendicular orientation
is of the order of 0.2 mEh. In the parallel orientation shifts of
about 10.6 mEh arise. These cases correspond to shifts in the
wavelength of about 1 Å and 100 Å, respectively.

3.2.2 MgHe cluster. The spectrum of a real white dwarf
atmosphere is a result of the light emitted from various atmo-
spheric layers including deeper layers which have significantly
larger densities than the higher layers. It is quite typical for
atmospheric layers that contribute to the observable spectra of
WDs to reach densities of n(He) E 1022 to 1023 cm�3, where the
dense helium atmosphere shows fluid-like behaviour.174,181,187–189

For sufficiently large densities the average distance between the
helium atoms and the magnesium is smaller than the collision
cross section. Under such conditions, the radiating magnesium
atom experiences numerous concurrent perturbations as it inter-
acts with the adjacent helium atoms.

To account for such a perturbation, we also investigate Mg
in an explicit solvation model (see Fig. 7). A magnesium atom is
placed in an idealized hexagonal closed-packed structure,
where all atoms within the cluster have the same interatomic

Fig. 4 The counterpoise corrected185,186 CCSD interaction energy of the initial state of the MgHe triplet dimer plotted as a function of the external
magnetic field strength in a parallel (a) and perpendicular (b) orientation, respectively. The calculations were performed using the unc-aug-cc-pCVQZ
basis for Mg and an unc-aug-cc-pVDZ basis for He.

†† Note also that the transition-dipole moments change as a function of the
magnetic field and the orientation of the magnetic field as can be seen in Fig. S5
in the ESI.†
‡‡ The 3S+ state acquires d-character via an avoided crossing as discussed in ref.
6. This polarization is apparent in the shape of the HOMO (4s in the field-free
case) which acquires d0 orbital-like lobes as shown in Fig. S3 in the ESI.† In the
parallel orientation, this leads to an antibonding and hence destabilizing
interaction with He (see also Fig. S1 and S2 for the total energies, ESI†).

§§ This is due to the fact that the polarization of the 4s orbital is perpendicular to
the Mg–He bond which leads to more atomic-like states, see Fig. S3 in the ESI.†
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distance. This may be a reasonable choice of configuration
since helium crystallizes in a hcp structure under high pres-
sures.¶¶ The hcp structure with a given radius can then be
connected to a density of a helium atmosphere.

In order to ensure that the treatment of the first coordina-
tion sphere (MgHe12) is sufficient to model the influence of the
helium atmosphere in an explicit solvent model the contribu-
tion of the second shell is evaluated using the MgHe56 cluster
depicted in Fig. 8 (using a lattice constant of 3 Å which
corresponds to a density of 6.5 � 1021 atoms per cm3).88
Therefore, a CD-CC2 calculation using the unc-aug-cc-pCVQZ
basis on Mg and the unc-aug-cc-pVDZ basis on He was per-
formed. We note that in this system with 781 basis functions
the memory demand to store the full integrals in AO basis
would correspond to almost 6 TB. This prohibitively large
memory demand is diminished by using CD, which generates
3505 vectors (d = 5) with a memory requirement of 34 GB.
Overall, CD is mandatory in order to make a computational
description of such systems at the ff-CC level feasible.

Fig. 6 Shift in the excitation energies DEexc induced by the helium atom
for the three former P-states of the MgHe triplet dimer at the equilibrium
geometry in a parallel (CN, dotted) or perpendicular (Cs, dashed) magnetic
field compared to the isolated Mg atom. For the changes in the transition
wavelengths see also Fig. 5.

Fig. 7 Schematic depiction of the transition between the MgHe dimer
model system to an explicit solvation model for large densities. The
collision cross section is shown as dotted circle (Mg: green, He: blue).

Fig. 5 B–l curves for the transitions from the three former P-states.
Three cases are distinguished. The isolated Mg atom is used as a reference
(CNh, solid lines) and is compared with the MgHe triplet dimer at the
equilibrium geometry in the parallel (CN, dotted lines) or the perpendicular
(Cs, dashed lines) magnetic field. Calculated at the CD-CCSD (d = 5) level
using the unc-aug-cc-pCVQZ basis for Mg and an unc-aug-cc-pVDZ
basis for He. Additionally, the simple orbital-Zeeman split (dashed gray
lines) is also shown.

Fig. 8 Representation of a Mg atom (green) in a hcp lattice of He atoms
(gray). Depicted are the first two shells forming a cluster of MgHe56, where
12 He atoms are in the first and 44 He atoms in the second shell.

¶¶ Note also that the face centered cubic (fcc) lattice has the same density and
thus is expected to show similar pressure effects. 88 Note that the distance between two atoms is twice the lattice constant.
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Concerning the accuracy of ff-CC2, we note that as long as
the states involved do not have a strong double-excitation
character, the development of the excitation energies as a
function of the magnetic field is reproduced faithfully. For
MgHe12, the deviations between ff-EOM-CC2 and ff-EOM-CCSD,
are around 1 mEh (see Tables S11 and S12 in the ESI†). For
more details on the performance of ff-CC2, we refer the reader
to ref. 133. Compared to MgHe12 the second layer contributes
only 7 Å to the shift (see Table S12, ESI†). This is expected as (a)
the polarization of the outer atoms is shielded by the first shell
and (b) as shown in Fig. 3 the shift decreases rapidly with the
distance to the Mg atom. This validates our approach to use the
first coordination sphere as model system.

Fig. 9 shows the shift in the excitation energies for the
MgHe12 cluster of the first coordination sphere oriented
along the C3 axis as a function of helium density. The field-
free case is shown in grey. Similar trends as for the MgHe
dimer can be observed: for densities lower than 1 � 1021

atoms per cm3 the excitation energy and thereby also the
spectral line is not shifted as the distance between Mg and
He is too large. For denser atmospheres a blue shift, as
expected from Fig. 3, arises which gets stronger with decreas-
ing interatomic distance, i.e., increasing the density.
Thereby, the transition wavelength shifts as a function of
the density by several hundred Å (see also Fig. S4 in the ESI†)
which corresponds to ten to thirteen times the effect of a
single helium atom on the transition wavelength. However,
the measured signals are emitted from various atmospheric
layers, and hence from a distribution of temperatures and
densities. Deeper layers with large densities can be expected
to have a larger Rosseland mean opacity.190 The Rosseland
mean opacity is a weighted mean of the total opacity over all
wavelengths, which, among other factors, depends on the

density, temperature, and composition (mass fractions) of
the star. For our purposes, it can be understood as a measure
of the number of photons that exit the stellar atmo-
sphere.*** 191 Flux emitted from the deep, high-density layers
of the atmosphere will undergo additional absorption and
scattering, and only a fraction can be detected. Conversely,
higher layers show an increased transparency where most of
the flux is escaping the atmosphere and hence contribute to
the observed spectrum. Additionally, the transition-dipole
moment and hence the respective oscillator strength for this
transition decreases as well with increasing density (see
Table S11, ESI†). Consequently, the most intense signals
originate from layers with moderate densities. The resulting
overall line profile is thus not necessarily shifted by these
large wavelength, but asymmetrically broadened.170,172

The dashed lines in Fig. 9 show the pressure dependence
for a magnetic field of 3000 T. The three components show a
very similar behavior as a function of the density as in the
field-free case. For moderate field strengths, such as 3000 T,
it thus seems justifiable to simply include the atmospheric
pressure effects of the field-free case as a model for the line
shapes in the magnetic field. For stronger magnetic field
strengths of 30 000 T (dotted lines) the behavior is similar for
the three components but it is rather different from the cases
discussed before. In fact, the shifts are much smaller and
become relevant only for very large densities. The overall
lower shift in the excitation energy may be explained in the
following manner: as discussed previously for Fig. 6, an
increasing vs. decreasing shift was found for the parallel
and perpendicular orientations, respectively. For the MgHe12

cluster a superposition of these effect leads to an overall
decrease of pressure effects for 30 000 T. For strong magnetic
fields it may hence be reasonable to disregard the pressure
effects except for very large densities.

Note however that because of the non-linear scale, if the
shift is expressed in transition wavelengths (see Fig. S4 in the
ESI†), the differences in the shift are more pronounced. In
particular, the 3E0þ1 component leads to much larger shifts than
the other components. Again, for a quantitative prediction,
composite schemes would need to be employed.

In this first-order approach in which we are using a static
model system, insights into the influence of the atmosphere on
the Mg transitions are gained. Going a step further could imply
using a QM/MM approach for a dynamic description which can
capture the effects of an arbitrary magnetic-field orientation at
a given temperature and pressure while retaining the needed
high level accuracy at the radiating Mg atom which will be the
subject of further studies.

Fig. 9 Shift in the excitation energy DEexc = Eexc(r - 0) � Eexc(r) (in
Hartree) at the CD-CCSD (d = 5) level of the Mg triplet transition as a
function of the helium density r of the MgHe12 (C3h) atmospheric model
system in the field-free case as well as in a magnetic field of 3000 T and
30 000 T oriented along the C3 axis. Employing the unc-aug-cc-pCVQZ
on Mg and the unc-aug-cc-pVDZ basis on He.

*** Note that the opacity is connected to the Rosseland optical depth tR which
describes the decay of the intensity of radiation I = I0e�tR. For tR = 2/3 the
intensity is approximately halved which means half the flux radiated from that
layer will undergo additional absorption and scattering but half will escape into
space where it can be detected.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

4 
N

ov
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 7

/1
4/

20
25

 3
:0

3:
11

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp03103b


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 28828–28848 |  28843

4 Conclusion

In this work we introduced the implementation of ff ground
and excited-state CC methods exploiting the CD representation
of the ERI (ff-CD-CC). The ff-CD-CC scheme allows to perform
highly accurate calculations for atoms and molecules subjected
to an external magnetic fields as can be found on magnetic
WDs. By significantly reducing memory requirements, the CD
tackles computational bottlenecks, enabling the investigation
of systems which were previously computationally not feasible.

Assigning spectra from magnetic white dwarf stars requires
very accurate predictions. It is a non-trivial task as such stars
exhibit dense atmospheres, non-uniform strong magnetic
fields, and a wide temperature range. These factors directly
influence the spectral line shapes of atoms and molecules,
making accurate modeling challenging. We showed that these
developments enabled the study of pressure broadening of
magnesium spectral lines on magnetic WDs. Furthermore, we
discussed the influence of an external magnetic field and the
considerable differences between the parallel and perpendi-
cular orientations. In the MgHe system, the change in excita-
tion energies with respect to the magnetic-field strength shows
that the pressure shift due to He increases in parallel and
decreases in perpendicular orientations. Lastly, we employed a
cluster model to consider a more realistic scenario for high-
density helium atmospheres. Particularly for treating the clus-
ter, CD techniques becomes crucial. The analysis showed that
for 3000 T pressure effects in the field-free case are comparable
to the effects in magnetic fields which can justify incorporating
pressure effects from the field-free case as approximation for
line shapes in magnetic fields.

However, this approximation may not hold for stronger
magnetic fields of, for example, 30 000 T where the magnitude
of the pressure effect on the excitation energies is decreased
drastically.

Overall, this study shows the complex interplay between
magnetic fields and pressure effects, and their influence on
the spectral lines of magnesium. Further investigations, includ-
ing dynamic descriptions of the environment and inclusion of
temperature effects, are necessary to gain a conclusive under-
standing of matter in magnetic WDs.

Data availability

The data that supports the findings of this study are available
within the article and its ESI.†
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Appendices
A Diagrammatic approach

In the diagrammatic sense, let a pair of Cholesky vectors be
described by one-electron operators. Thus, a vector and its

complex conjugate can be defined as:

hence any (non-antisymmetrized) integral e.g. hij|abi can be
represented as

where the left vector is read as LJ
out,in and the right vector is

defined as LJ�
in;out. Thus, the intermediates can be understood as

the contractions

B Working equations for EOM-EA and IP

For EOM-EA (R̂ = R̂EA) the amplitudes equate to

Eexc:r
a ¼

X
e

Faer
e þ

X
me

Fmer
ae
m þ

X
Je

MJ
aeM

2R�
eJ (63)

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

4 
N

ov
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 7

/1
4/

20
25

 3
:0

3:
11

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp03103b


28844 |  Phys. Chem. Chem. Phys., 2024, 26, 28828–28848 This journal is © the Owner Societies 2024

and

Eexc:r
ab
j ¼ W

ðrÞ
abj þP�ab

X
me

taejm

X
J

MJ
beM

2R�
mJ þ

X
e

Fber
ae
j

(

þ
X
J

MJ
bj M3R�

aJ �M2RT�
aJ þM2R�

aJ

� �
�
X
me

raemW
ð2tÞ
mbej

)

�
X
m

Fmjr
ab
m þ

X
m

tabjm

X
e

Fmer
e þ

X
Je

LJ
meM

2R�
eJ

 !

� 1

2

X
mn

tabmn �P�mn

X
J

MJ
njM

2R�
mJ þW

ðrÞ
mnj

 !
:

(64)

In analogy to EOM-EE the intermediate of ref. 81 I(3i)
iab is

redefined and added to I(1i)
iab resulting in

�
X
me

raemW
ð2tÞ
mbej ¼ �

X
me

raem

X
J

MJ
mjM

J�
eb þ

X
J

W
ð1tÞ
mbej

 !
: (65)

Thus, the scaling is overall O(N5) for CD-EOM-EA-CCSD and
equates to V4NCH + OV4 + 2O2V3 + 2O2V2 which is to be
compared to OV4 + O2V3 for the canonical implementation. As
for EOM-EE from the overhead due to recalculation more flops
are required but overall memory requirements decrease. The
working equations for EOM-IP (R̂ = R̂IP) are

Eexcri ¼ �
X
m

Fmirm þ
X
me

Fmer
e
mi �

X
Jm

MJ
miM

2R�
mJ (66)

and

Eexcr
b
ji ¼ �

X
m

W
ðtÞ
mbijrm þP�ij

X
m

Fmir
b
mj þ

X
J

MJ
bjM

2R�
iJ

"

þ
X
me

remj

X
J

W
ð2tÞ
mbei

 !#

þ
X
e

Fber
e
ji þ

1

2

X
mn

W
ðtÞ
mnijr

b
nm �

X
e

tebij

X
Jm

LJ
meM

2R�
mJ :

(67)

Again in contrast to ref. 81 I(2i)
ija is redefined and added to I(1i)

ija

which results in

X
me

remjW
ð2tÞ
mbei ¼

X
me

remj

X
J

MJ
miM

J�
eb þ

X
J

W
ð1tÞ
mbei

 !
: (68)

For the cost of saving an additional VVOO type intermediate
2O2V2NCH + O3V2 + O2V3 flops are being saved per iteration.
Thus, for EOM-IP the scaling of our CD implementation is
identical to the canonical one. Both scale as O3V2 + O4V. In the
same manner the l1 and l2 amplitudes for EOM-EA using the

intermediates form Tables 6 and 7 are given as

Eexcla ¼
X
e

Feale �
X
m

Fma
~lm þ

X
Je

MJ
eaM

2L�
eJ

þ
X
Jn

LJ
na

1

2

X
mo

MJ�
mo

X
ef

lmef t
ef
no

 

�
X
ge

MJ�
ge

X
mf

tgfnml
m
ef

!
(69)

and

Eexcl
j
ab ¼ W

ðlÞ
abj �P�abFjalb þP�ab

X
e

Febl
j
ae �

X
m

Fjml
m
ab

�P�ab
X
me

W
ð2tÞ
jebml

m
ae þ

1

4

X
mn

P�mn

X
J

LJ
maL

J�
bn

 !X
ef

tefmnl
j
ef

�P�ab
X
J

LJ
ja M3L�

bJ þM2L�
bJ �

X
m

LJ�
bm

~lm

 !

(70)

EOM-IP yields the amplitude equations

Eexcl
i ¼ �

X
m

Fiml
m þ 1

2

X
mne

W
ðtÞ
ienml

mn
e (71)

Table 6 CCSD-EOM-EA intermediates

EOM-EA

Equation Scaling

W
ðrÞ
ijk ¼ �

1

2

P
ef

P�ef
P
J

LJ
ieL

J�
fj

� �
r
ef
k

V2O3

W
ðrÞ
abj ¼ �

1

2

P
ef

P�ab
P
J

MJ
afM

J�
eb

� �
r
ef
j

V4O

W
ðlÞ
abj ¼ �

1

2

P
ef

P�ab
P
J

MJ
faM

J�
be

� �
ljef

V4O

Table 7 r- and l-transformed Cholesky vectors

EOM-EA

M2R�
aJ ¼

P
me

LJ�
emr

ae
m M2L�

aJ ¼
P
me

MJ�
mel

m
ae

M2R�
iJ ¼

P
e

LJ�
ei r

e

M3R�
aJ ¼

P
e

LJ�
ea r

e M3L�
aJ ¼

P
e

MJ�
ae le

M2RT�
aJ ¼

P
me

LJ�
emr

etam

EOM-IP

M2R�
iJ ¼

P
me

LJ�
emr

e
mi M2L�

iJ ¼
P
me

MJ�
mel

im
e

M1L�
iJ ¼

P
m
MJ�

mi l
m
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and

Eexcl
ij
b ¼

X
e

Febl
ij
e �P�ij Fibl

j þP�ij
X
m

Fiml
jm
b

þ 1

2

X
mn

W
ðtÞ
ijmnl

mn
b �P�ij

X
me

W
ð2tÞ
jebml

im
e

�P�ij
X
J

LJ
ib �M1L�

jJ þM2L�
jJ �

X
e

LJ�
ej

~le

 !
;

(72)

respectively.
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25 P.-O. Löwdin, Phys. Rev., 1955, 97, 1474–1489.
26 C. Edmiston and M. Krauss, J. Chem. Phys., 1966, 45,

1833–1839.
27 W. Meyer, Int. J. Quantum Chem., 1971, 5, 341–348.
28 F. Neese, A. Hansen and D. G. Liakos, J. Chem. Phys., 2009,

131, 064103.
29 C. Riplinger and F. Neese, J. Chem. Phys., 2013,

138, 034106.
30 C. Riplinger, P. Pinski, U. Becker, E. F. Valeev and F. Neese,

J. Chem. Phys., 2016, 144, 024109.
31 A. K. Dutta, F. Neese and R. Izsák, J. Chem. Phys., 2016,

145, 034102.
32 A. K. Dutta, M. Saitow, C. Riplinger, F. Neese and R. Izsák,

J. Chem. Phys., 2018, 148, 244101.
33 A. K. Dutta, M. Saitow, B. Demoulin, F. Neese and R. Izsák,

J. Chem. Phys., 2019, 150, 164123.
34 K. Kitaura, E. Ikeo, T. Asada, T. Nakano and M. Uebayasi,

Chem. Phys. Lett., 1999, 313, 701–706.
35 D. G. Fedorov and K. Kitaura, J. Chem. Phys., 2005,

123, 134103.
36 D. G. Fedorov and K. Kitaura, J. Phys. Chem. A, 2007, 111,

6904–6914.
37 D. W. Zhang and J. Z. H. Zhang, J. Chem. Phys., 2003, 119,

3599–3605.
38 A. Warshel and M. Karplus, J. Am. Chem. Soc., 1972, 94,

5612–5625.
39 A. Warshel and M. Levitt, J. Mol. Biol., 1976, 103, 227–249.
40 M. Svensson, S. Humbel, R. D. J. Froese, T. Matsubara,

S. Sieber and K. Morokuma, J. Phys. Chem., 1996, 100,
19357–19363.

41 J. L. Whitten, J. Chem. Phys., 1973, 58, 4496–4501.
42 E. Baerends, D. Ellis and P. Ros, Chem. Phys., 1973, 2,

41–51.
43 B. I. Dunlap, J. W. D. Connolly and J. R. Sabin, J. Chem.

Phys., 1979, 71, 3396–3402.
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Uhlı́řová, J. Vázquez, F. Wang, J. D. Watts, P. Yergün. C.
Zhang, X. Zheng, and the integral packages MOLECULE (J.
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