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Workflow for practical quantum chemical
calculations with a quantum phase estimation
algorithm: electronic ground and p–p* excited
states of benzene and its derivatives†
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Quantum computers are expected to perform full-configuration interaction calculations with less

computational resources compared to classical ones, thanks to the use of quantum phase estimation

(QPE) algorithms. However, only a limited number of QPE-based quantum chemical calculations have

been reported even for numerical simulations on a classical computer, and the practical workflow for

the QPE computation has not yet been established. In this paper, we report the QPE simulations of the

electronic ground and the p–p* excited singlet state of benzene and its chloro- and nitro-derivatives as

the representative industrially important systems, with the aid of GPGPU acceleration of quantum circuit

simulations. We adopted the pseudo-natural orbitals obtained from the MP2 calculation as the basis for

the wave function expansion, the CISD calculation within the active space to find the main electronic

configurations to be included in the input wave function of the excited state, and the technique to

reduce the truncation error of the calculated total energies. The proposed computational workflow is

easily applicable to other molecules and can be a standard approach for performing QPE-based

quantum chemical calculations of practical molecules.

1. Introduction

In recent years, quantum computing has emerged as a ground-
breaking technology that has attracted widespread attention as
the next-generation frontier. The growing complexity of mod-
ern technological challenges, particularly in fields such as
chemistry, materials science, and finance, has surpassed the

capabilities of conventional classical computers. Quantum
computing is promising for addressing these challenges, which
were previously considered almost impossible to solve.1–9 Con-
sequently, numerous countries and organizations are actively
exploring and investing in this transformative technology.
Several hardware architectures for quantum bits (qubits) have
already been proposed10 (e.g., superconducting circuits, neutral
atoms, trapped ions, and photonic devices). Currently the
available quantum hardware is, however, noisy and of inter-
mediate scale one, and its application to real-world problems is
quite challenging.11,12

It should be emphasised that the progress in the develop-
ment of quantum hardware towards fault-tolerant quantum
computing (FTQC) is remarkable. For example, experimental
demonstration of 48 logical qubit systems based on reconfigur-
able neutral atom arrays has been reported recently.13 Consid-
ering such rapid progress in quantum hardware, the research
of the FTQC algorithms is an urgent issue.

Among the research fields where quantum computers
are expected to bring computational advantages, quantum
chemical calculations are considered as one of the most
promising applications.14–17 Quantum chemical calculations
are widely used to analyse and predict the molecular structures,
electronic states and molecular properties, and reaction
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mechanisms of molecules. They are applied to various fields
such as the design and understanding of light-absorbers,18 the
prediction of reactants and the discovery of new reactions in
catalyst development,19 the analysis of interactions on conduct-
ing organic polymers of cathodic half-cells with the surround-
ing species and the resulting charge distribution changes,20

and the analysis of metabolomics of small biomolecules.21 As
their applications increase, so does their role as a theoretical
foundation for the development of new materials. The impor-
tance of their potential applications as a tool for obtaining the
design principles of new materials prior to synthesis has also
been widely recognised. However, accurate and reliable predic-
tions of the molecular properties of unknown materials remain
challenging. To date, density-functional theory calculation22 is
widely used to investigate electronic structures of molecules,
but it potentially suffers from arbitrariness of the choice of
exchange–correlation functionals.23 It is desirable to use
sophisticated ab initio molecular orbital theories for the calcu-
lations of unknown molecules. The most reliable ab initio
method for calculating molecular properties is the full-
configuration interaction (full-CI) method,24 which fully con-
siders electronic correlation by including all mixings of electro-
nic configurations. However, the required computational
resources for the full-CI calculation increase exponentially with
the size of the molecule and it is impractical even for medium-
size molecules. To tackle such situations, the full-CI treatments
within an active space such as the complete active space self-
consistent field (CASSCF)24 and the CAS-CI24 are widely used.
These approaches are efficient to consider static electronic
correlation effects to describe the electronic structures of
strongly correlated systems, such as molecules undergoing
covalent bond dissociation and multi-nuclear transition metal
complexes with antiferromagnetic exchange couplings.25,26

Again, the computational cost for the CASSCF and the CAS-CI
grows exponentially with the size of active spaces, and therefore
acceleration of the calculations is highly desirable. In a quan-
tum computer, we can express such mixing of electronic con-
figurations by means of the quantum superposition state of the
Nso qubits, where Nso is the number of spin–orbitals. The
mixing of configurations under a given Hamiltonian is simu-
lated by interference of quantum states. The result of the
calculation can be retrieved through the measurements of
qubits after the quantum circuit operations. This means that
quantum computers could mimic the desired electronic states
with exponentially fewer resources than classical computers
(‘‘exponential acceleration’’), under certain conditions.

Currently, most of the reported computational results
relevant to quantum chemical calculations on quantum com-
puters are based on the variational quantum eigensolver
(VQE) algorithms.27–29 Although the VQE algorithms can be
implemented in currently available noisy intermediate-
scale quantum (NISQ) computers, recent studies also revealed
its challenges to overcome, such as shot noises on the
energy expectation values,30 hardness of the variational
optimizations,31 the barren plateaus problem,32 and so on. It
is still unclear whether quantum chemical calculations can be

accelerated from the classical computation by using VQE
algorithms.

On the other hand, the quantum phase estimation (QPE)
algorithm33,34 has been paid considerable attention, because it
could achieve exponential acceleration of the full-CI calcula-
tions from the classical counterpart35 if an initial wave function
that closely matches the solution can be efficiently prepared.36

In addition, QPE is suitable for the study of excited states
because we can calculate both the ground and the excited
states on the same footing, by changing the input wave func-
tion. Unfortunately, the quantum circuits used in the QPE-
based quantum chemical calculations are too deep to execute
on NISQ devices, and only a handful of calculations using
actual quantum computer hardware have been reported.37–43

Currently, QPE is mainly studied using state-vector simulators
run on a classical computer. Since the computational cost for
numerical simulations on a classical computer scales exponen-
tially with the number of qubits, it is difficult to handle large
molecules and currently the scope of application is still
limited to small molecules such as H2, H2O, CF2, CFCl, HCHO,
CH4, and 1,3,5,7-octatetraene.37–51 Note that computational
cost estimations and assessments for QPE have been
reported.52–55

In anticipation of chemical industrial applications of quan-
tum computers, it is very important to establish the computa-
tional workflow of QPE-based quantum chemical calculations
that is applicable to larger and more complicated systems. For
larger molecules, the appropriate selection of the active space is
essential for the time being, and for excited-state calculations,
adequate initial wave function preparation is necessary. In
order to perform various numerical calculations on large mole-
cules to search for appropriate computational conditions,
speeding up numerical simulations is also an important issue.

In this work, we demonstrated a workflow for calculating
electronic states using the QPE algorithm on a simulator. We
implemented the algorithm with general-purpose computing
on graphics processing units (GPGPUs) in conjunction with
NVIDIA cuQuantum56 to accelerate the numerical simulations.
We calculated the electronic ground and the first spin-singlet
p–p* excited states of benzene, chlorobenzene, and nitroben-
zene, focusing on the substituent effect on the excitation
energies. These molecules are important because they are the
simplest molecules containing an aromatic ring and are vital
for their diverse roles in manufacturing, such as intermediates
in producing everyday products like plastics, dyes, and
pharmaceuticals.

2. Theory

In this section, we explain the theoretical backgrounds along
with our procedure. The whole procedure is summarised in
Fig. 1. The computations consist of three steps: low-level
quantum chemical calculations on a classical computer, pre-
processing for quantum computation, and the quantum com-
putation. As described above, we have to take care regarding
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possible obstacles in the calculation of large molecules, such as
the appropriate selection of the molecular orbitals for the wave
function expansion and the preparation of the initial wave
function for the excited state calculation. In this work, we
adopted the pseudo-natural orbitals constructed from the
second order Møller–Plesset (MP2) calculation24 as the refer-
ence molecular orbitals, and the CI singles and doubles
(CISD)24 calculation within the active space to find the main
configurations of the excited state wave function, as discussed
in the following subsections in detail.

2.1. Low-level quantum chemical calculations on a
classical computer

The QPE algorithm enables us to compute the full-CI energy
with qubits of the same number of spin–orbitals for wave

function storage and additional qubits for energy readout
(ancilla qubits). In this work, we introduced the active space
approximation to make the problem tractable with the state-
vector simulator due to the size of the molecules under study.
Under the active space approximation, the QPE returns the
energy eigenvalues at the CAS-CI level of theory. Thus, genera-
tions of molecular orbitals that are suitable bases and the
selection of appropriate active orbitals are crucial for reducing
the dimensionality of the problem and obtain accurate energies
in QPE. In this study, we constructed pseudo-natural orbitals
using MP2 calculations and used them for the CAS-CI calcula-
tions. Since the natural orbitals are obtained by diagonalising
the one-body density matrix and give the occupation numbers
as their eigenvalues, it is convenient to use (pseudo-)natural
orbitals to find important molecular orbitals with respect to the

Fig. 1 The workflow of our quantum chemical calculation on a quantum computer. It consists of three parts. (1) Low-level quantum chemical
calculations on a classical computer, which aims to obtain the information of molecular orbitals. (2) Pre-processing for quantum computation, which is
to transform the above obtained molecular orbitals into quantum gates and qubits. (3) The quantum computations (using the simulator, or if possible,
using a quantum computer).
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ground state wave function. This strategy is often used in the
CASSCF and the CAS-CI calculations.57 In the context of quantum
computing, it has been reported that the Trotter–Suzuki decom-
position error discussed below can be reduced by using the natural
orbitals instead of the Hartree–Fock (HF) canonical orbitals.58

As pointed out in the Introduction section, QPE requires an
approximate wave function of the target electronic state. For the
electronic ground state calculations of closed-shell molecules
in the vicinity of their equilibrium geometry, the HF wave
function is often used as the input wave function (although
this strategy does not work for strongly correlated systems and
for very large molecules such as proteins). In this study we used
the HF-like single configurational wave function in the MP2
pseudo-natural orbital basis as the approximate wave function
for the ground state, as suggested by the reference.57 Note that
if the HF state is not a good approximation of the ground state
due to strong static electron correlation, then one can use a
multiconfigurational wave function as the initial guess, as
suggested in ref. 59. For the excited state calculations, we first
performed the CISD calculation in the active space to find the
major configurations of the excited state, and the approximate
wave function is constructed accordingly by considering the
main configurations. Note that this procedure assumes that the
main configurations of the excited state wave function are
described by one-electron excitations from the HF state. When
the excited state has significant contributions from doubly- or
triply-excited configurations from the HF state, applying the CI
with higher excitation operators such as CISDT, or adopting the
equation-of-motion coupled cluster methods such as EOM-
CCSD60 within the active space are necessary to identify impor-
tant electronic configurations in the excited state.

2.2. Preprocessing for quantum computation

The next step is to obtain the expressions of Hamiltonian and
wave functions in the quantum computing language. With the
molecular orbitals obtained above, we can construct the
second-quantised Hamiltonian as follows:24

H ¼
X
p;q

hpqa
y
paq þ

1

2

X
p;q;r;s

hpqrsa
y
pa
y
qasar (1)

Here, hpq and hpqrs are one- and two-electron integrals,

respectively, calculated using the pseudo-natural orbitals. ayp
and ap are creation and annihilation operators, respectively,
acting on the p-th spin–orbital. Indices p, q, r and s run over the
active orbitals being selected.

Once we obtain the second-quantised Hamiltonian in
eqn (1), we can obtain the qubit Hamiltonian in eqn (2), which
is an expression on quantum computers, with the help of
appropriate fermion–qubit encoding methods that transform
fermionic creation and annihilation operators to qubit opera-
tors comprised of Pauli operators.

H ¼
XJ
j¼1

cjPj (2)

Here, Pj is a direct product of Pauli operators as in eqn (3),
called a Pauli string, and cj is the corresponding coefficients
calculated from hpq and hpqrs. J is the number of Pauli strings in
the qubit Hamiltonian.

Pj = s1 # s2 # � � �# sNso, s A {I, X, Y, Z} (3)

Here, Nso is the number of spin–orbitals in the active space.
There are several popular encoding methods, including Jordan–
Wigner transformation (JWT)61 and Bravyi–Kitaev transforma-
tion (BKT).62 Both JWT and BKT map the second-quantised
Hamiltonian with Nso of spin–orbitals to Nso of qubits. In the
JWT, each qubit represents the occupation number of a parti-
cular spin–orbital. We assign |1i for a qubit if the corres-
ponding spin–orbital is occupied by an electron, otherwise
|0i. A Slater determinant of the system is expressed as the
product state of these qubits. For example, consider the HF
configuration in (6e, 6o) active space, where (Ne, Mo) represents
N active electrons in M molecular orbitals. Under the JWT the
HF state is given as |111111000000i. In the JWT, the creation

and annihilation operators ayp and ap are expressed with Pauli

operators as in eqn (4) and (5), respectively.

ayp ¼
Yp�1
v¼1

Zv �
1

2
Xp � iYp

� �
(4)

ap ¼
Yp�1
v¼1

Zv �
1

2
Xp þ iYp

� �
(5)

Note that the number of Pauli operators in the Pauli string Pj

in JWT is scaled as O(Nso), but this scaling can be improved to
O(log Nso) by adopting the BKT, and the number of quantum
gates required to implement the time evolution operator
becomes smaller for BKT. In the BKT, however, information
of both the occupation number of spin–orbital and parity are
stored nonlocally, and as a result, the correspondence between
fermionic and qubit states is less straightforward compared to
JWT. In this report we chose the JWT because of its simplicity.
Once the qubit Hamiltonian is generated, one can easily con-
struct the quantum circuit corresponding to the time evolution
operator U ¼ exp �iHtð Þ using the reported procedure.63

2.3. Quantum computation

The last step is performing the quantum chemical calculations
on a quantum computer using the QPE algorithm. Detailed
introduction of the QPE can be found elsewhere.64 There are
several derivatives of QPE, e.g., Kitaev’s QPE,65 N-qubit QPE as a
textbook implementation,64 iterative QPE (IQPE),66,67 and Baye-
sian QPE.39,68,69 As the advanced techniques for the QPE,
quantum phase difference estimation (QPDE) algorithms for
the direct calculation of energy differences43,45–48,51 and quan-
tum multiphase estimation methods,70,71 etc., have been
reported. Among them we selected the IQPE algorithm because
it can be implemented with only one ancilla qubit as shown
below, and it returns the eigenvalue of Hamiltonian with an
approximate wave function as the input.
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Below we show the algorithms of IQPE. In the IQPE algo-
rithms the energy eigenvalue E can be obtained by simulating
the time evolution of the wave function and extracting the
amount of the phase shift f (0 r f o 1) caused by the time
evolution, which is related to the energy E as in eqn (6).

U cj i ¼ e�iHt cj i ¼ e�iEt cj i ¼ ei2pf cj i (6)

The quantum circuit for the IQPE algorithm is given in
Fig. 2. Here, H and P(o) are Hadamard and phase shift gates
defined in eqn (7) and (8), respectively.

H ¼ 1ffiffiffi
2
p 1 1

1 �1

� �
(7)

P oð Þ ¼ 1 0
0 eio

� �
(8)

In the IQPE, we perform the quantum operations in an
iterative manner to sequentially project the initial state onto
the eigenfunction. Here we adopt the algorithm proposed in
ref. 65, and our implementation is based on the procedure in

the literature,72 which is arranged to fit our case due to the
limitation in computational resource.

Let us decompose f as follows:

f ¼
Xm
k¼1

2�kfk þ d2�m (9)

Here fk is the k-th digit of the phase in the fractional binary
to be determined from the measurement of an ancilla qubit, m
is the number of digits to be calculated, and d is the error such
that 0 r |d| o 1/2.

In the naı̈ve implementation of the IQPE algorithm, at first,
we determine the least important digit fm. Then we measure
the next-least important digit fm�1 with rotation of the state
according to the result of the previous qubit. By repeating this,
we can determine all fks. The problem is that we have to make
an assumption that the phase value corresponding to the digit
which is lower than the digit of the least important digit is zero.
Otherwise, the measurement of fm�1 could be a failure. If d is
close to 1/2, the probability of obtaining the different result of
approaches 50%. To avoid this situation, we adopt the sam-
pling procedure based on ref. 65. In this procedure, at first, we

Fig. 2 Quantum circuits for the IQPE algorithm. First qubit expressed as |0i is the ancilla qubit, and other Nso qubits (represented as |ci in the figure) are
used for wave function mapping. H and P(o) are Hadamard and phase shift gates defined in eqn (7) and (8), respectively, in the main text. Measurements
are first performed for the least important digit of the phase (‘‘1. measurements for fm’’). Based on the result, we set the angle for the phase shift, and the
measurements for the second least important digit are performed (‘‘2. measurements for fm�1’’). This process is repeated until the phase is obtained for
all digits (‘‘m. measurements for f1’’).
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determine the third least important digit fm�2. To do this, we
performed two separate quantum circuit executions in Fig. 2

with Um ¼ exp �iHtð Þ2
m�3

with the sets of rotational angles (y,
om) = (0, 0) and (p/2, 0), respectively. After the operations, the
expected phase of the state, f0, is given as

f0 ¼
Xm�3
k¼1

2m�3�kfk þ 2�1fm�2 þ 2�2fm�1 þ 2�3fm

þ d2�3 (10)

The first term, contributions from fks (0 r k o m � 3), can
be ignored because these are integers and the resulting change
in the state is expressed as multiplying by 1; i.e., meaning
that no effects on the measurement result. Therefore, we can
focus on the remaining terms. By the effect of these terms, the
input state |0i # |Ci is transformed into the state given in
eqn (11):

1þ eiyeipf
0

2
0j i � cj i þ 1� eiyeipf

0

2
1j i � cj i (11)

The probability to obtain the |0i state in the measurement of
an ancilla qubit can be calculated as follows.

Prob0 y;mð Þ ¼ 1

Nsample

XNsample

i¼1
si;m;y ¼

1þ cos yþ pf0ð Þ
2

(12)

where Nsample is the sampling number for each measurement,
and si,m,y is the probability variable, that is 1 when the result of
the i-th measurement of the m-th qubit under the rotation
angle y (0 or p/2) result, and 0 if the result is 1. Since we make
operations for y = 0 and p/2, we have values of Prob0(0) and
Prob0(p/2). With these values we can get

cos p fm�2 þ
1

2
fm�1 þ

1

4
fm þ

1

4
d

� �
¼ 2Prob0 0;mð Þ � 1 (13)

sin p fm�2 þ
1

2
fm�1 þ

1

4
fm þ

1

4
d

� �
¼ 1� 2Prob0 p=2;mð Þ (14)

This means that we can determine fm�2 + fm�1/2 + fm/4 +
d/4. The accuracy is dependent on the number of samplings.

Next is to determine fk in order from k = m � 3 to 1.

This is done by setting U for Uk ¼ exp �iHtð Þ2
k�1

and

ok ¼ �
Pm�k�3

i¼1
2�ifkþi þ 2m�k�2 fm�2 þ fm�1=2 þ fm=4 þ d=4ð Þ,

with setting the output wave function in the previous iteration
as the input. By measuring the ancilla qubit with y = 0 we
obtain fk such that

cosfk = 2Prob0(0, k) � 1 (15)

By sequentially repeating this procedure we can determine
all the digits. In this study we set Nsample as 10. Under this
condition one can easily show that the probability of making a
mistake when measuring fm�2 is reduced to less than 10%, no
matter the value of d.

2.4. Computational details

As mentioned above, speeding up the numerical simulation is
essential to perform the QPE simulations of large molecules to
construct a practical workflow. Before tackling the QPE simula-
tions of benzene and its derivatives, we performed the IQPE
quantum circuit simulations of the LiH molecule on CPUs
(from 1 to 48) and on a GPGPU, to compare the simulation
time. The molecular geometry of LiH was optimised at the
B3LYP73–75/6-31+G(d) level of theory using Gaussian16,76 and it
was used for the IQPE single point calculation. Cartesian
coordinates of the optimised geometry are provided in Tables
S.1.1 of the ESI.† We examined different sizes of the problem by
changing the number of active orbitals from six to ten, e.g., the
number of qubits is 13 when we include 6 natural orbitals in
the calculation.

In order to validate the effectiveness of the proposed work-
flow, we performed the IQPE simulations for benzene, chlor-
obenzene, and nitrobenzene, with m = 12. Geometry
optimizations were done using the B3LYP/6-311G(d) method.
Cartesian coordinates of the optimised geometries are provided
in Tables S.1.2–S1.4 of the ESI.† We calculated the total
energies of the ground state and the first spin-singlet p–p*
excited state to estimate the excitation energies. We compared
them with the experimental values77–79 and the CAS-CI excita-
tion energies as the reference. We selected six valence p and p*
orbitals in the benzene ring and the 2pz-type orbitals of sub-
stituents those participating in the p-conjugation as the active
orbitals. The active space is (6e, 6o), (8e, 7o), and (10e, 9o) for
benzene, chlorobenzene, and nitrobenzene, respectively. All the
active orbitals are illustrated in Fig. S.2.1–S.2.3 in the ESI.†

In this study we used the HF-like single configurational wave
function as the input wave function for the electronic
ground state. For the excited state calculations of benzene
and chlorobenzene, we first performed the CISD calculations
within the active space and selected two major configurations.
They can be represented using the highest occupied natural
orbital (HONO) and the lowest unoccupied natural orbital
(LUNO) as follows: (HONO�1 - LUNO) and (HONO -

LUNO+1). For nitrobenzene, we also included the (HONO -

LUNO) excited configuration and constructed the 3-
configurational wave functions as the input. The ratios of the
CI coefficients were kept the same as the results of the CISD
calculations. We changed the number of excited configurations
included in the approximate wave function in a flexible way,
considering the trade-off between the number of excited con-
figurations and the depth of the quantum circuit for the state
preparation. By using this approach, we can generate the
approximate excited state wave function with the overlap
squared value |hCapprox|CCAS-CIi|2 = 0.81, 0.81, and 0.85, for
benzene, chlorobenzene, and nitrobenzene, respectively. The
quantum circuits used for the excited state wave function
generation are given in Fig. S.4.1–S4.3 in the ESI.†

In the IQPE algorithm we must simulate the time evolution
of a wave function. In this study, we adopted the second-order
Trotter–Suzuki decomposition80,81 given in eqn (16) to
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construct the quantum circuit for the time evolution operator.

e
�
PJ
j¼1

iojPj t

�
YJ
j¼1

e�
iojPj t

2M
Y1
j¼J

e�
iojPj t

2M

" #M
(16)

Here, M is the number of slices in the Trotter–Suzuki
decomposition. It is known that the computational cost (i.e.,
the number of quantum gates) increases linearly with M,
whereas the error of the second-order Trotter decomposition

scales as O Dtð Þ2
� �

¼ O t=Mð Þ2
� �

.14,51 In this study, the evolu-

tion time length t in U ¼ exp �iHtð Þ and M were set to be 1.0
and 5, respectively, in order to reduce the error as low as
possible permitted in our computational resources.

All the quantum chemical calculations except for geometry
optimizations were performed with PySCF.82 We developed a
Python3 program for the IQPE quantum circuit simulations,
using Cirq (ver. 1.0.0)83 and OpenFermion (ver. 1.6.0).84 For the
GPGPU-based simulations, we used the qsimcirq85 build
locally. The operations were performed on Intel(R) Xeon(R)
Platinum 8168 CPU@2.70 GHz with 96 CPU cores and Tesla
V-100 GPGPU unit (NVIDIA), deployed in the NVIDIA DGX-2
Super-computer in our private environment.86

3. Results and discussion
3.1. The speed up of the simulator

First, we investigated the calculation time dependence on the
problem size i.e., the number of qubits. The results are sum-
marised in Fig. 3. The execution time decreases significantly by
using multi-CPUs. However, the speedup effect is saturated
with a few CPUs, beyond which further improvements cannot

be observed. It is noteworthy that the computation time with a
single-GPGPU is generally the lowest except for the 13-qubit
simulations, presumably due to a decrease in the percentage of
total computation time spent on quantum circuit simulations.
Comparing with the single-CPU case, the computation time is
reduced to 1/5 and 1/80 in the case of 13 and 19 qubits,
respectively, in single-GPGPU. As a result, we can deduce that
IQPE simulations can be carried out more efficiently with
single-GPGPU than with multiple CPUs. Based on this finding,
all subsequent computations were performed exclusively
using GPGPU.

3.2. Calculations for benzene, chlorobenzene, and
nitrobenzene

Secondly, we investigated the p–p* excitation energies of ben-
zene, chlorobenzene, and nitrobenzene. The results are sum-
marised in Table 1. The computational time for the single state
(the ground or excited state) of these molecules are 19, 95, and
206 hours, respectively.

As clearly seen in Table 1, both the CAS-CI and the IQPE
reproduced the experimental tendency of the p–p* excitation
energies, justifying our approach of using pseudo-natural orbi-
tals constructed at the MP2 level and active orbital selections.
We observe discrepancies in the obtained values with the
experimental ones, due to insufficient consideration of electron
correlation effects. In our CAS-CI and IQPE calculations we only
consider valence p electrons/orbitals in the active space, which
can lead to the over-estimation of excitation energies.31 We
believe that this discrepancy can be reduced by using more
extended active space or combining our method with some
perturbation methods on a quantum computer that were
recently proposed,87,88 which is out of scope of this work.

It is noteworthy that the IQPE reproduced the CAS-CI
excitation energies within 30 meV of error. This error can be
explained by the truncation error on the phase readout with
finite digits and the error arising from Trotter–Suzuki decom-
position. In the present calculations, the phase values were
determined up to 12 digits, so Df, the error in the phase, is in
the order of 2�12. According to eqn (6) and (9) with t = 1, the
estimated error of the energy, DE, can be calculated as follows:

DE ¼ 2pDf
t
� 41:7 meV (17)

The value is comparable to chemical precision (1.0 kcal mol�1

B 43 meV). The error in the excitation energy can be twice as
large as in eqn (17), because of the additive nature of the error
in the energy difference. The observed energy discrepancies
between the CAS-CI and the IQPE are smaller than this value,

Fig. 3 The comparison of the calculation time of numerical simulations
with multi-CPUs or a single-GPGPU.

Table 1 The calculated and experimental p–p* excitation energy of
benzene, chlorobenzene, and nitrobenzene, in units of eV

Molecule Experimental With CAS-CI With IQPE

Benzene 4.900 6.091 6.092
Chlorobenzene 4.720 5.998 6.008
Nitrobenzene 4.380 5.951 5.925

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
D

ec
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 7
:5

1:
14

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp03454f


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 30044–30054 |  30051

suggesting that the error arising from Trotter decomposition is
sufficiently small, and the errors in the ground and excited
state energies cancel out to some extent.

Note that in the IQPE algorithm we did not consider
configuration interactions explicitly. We just enumerated one-
and two-electron integrals and transformed them into quan-
tum gates. In the IQPE quantum circuit for the determination
of the kth digit, the measurement of the ancilla qubit projects
the input wave function to a set of eigenstates whose eigen-
phases f of the kth digit match the measurement result. The
ability of the IQPE algorithm given the eigenvalue and corres-
ponding eigenstate is clearly demonstrated in our numerical
simulations.

4. Conclusions

In summary, we demonstrated the workflow for calculating the
electronic states of benzene and its mono-substituted deriva-
tives using the IQPE algorithm on a simulator. We implemen-
ted the algorithm with single-GPGPU, observing �80 speedup
for 19-qubit simulations. By generating the pseudo-natural
orbital at the MP2 level of theory, we can easily construct the
active space suitable for the computations. In the p–p* excited
states calculations of benzene and its derivatives, we adopted
an approach of performing the CISD calculation within the
active space to identify the major configurations of the excited
state wave function, to prepare approximate wave function of
the excited state used as the input in the IQPE quantum circuit.
The p–p* excitation energies calculated at the IQPE quantum
circuit simulations agreed with the CAS-CI excitation energies
with less than 30 meV of deviations, achieving the chemical
precision (1.0 kcal mol�1 B 43 meV). To tackle with larger
molecules with more active orbitals, computational cost
reduction by adopting qubit tapering techniques89,90 and quan-
tum circuit optimizations49,91 must be necessary. The studies
along this line are underway.
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