
rsc.li/pccp

PCCP
Physical Chemistry Chemical Physics

rsc.li/pccp

ISSN 1463-9076

PAPER
H.-P. Loock et al. 
Determination of the thermal, oxidative and photochemical 
degradation rates of scintillator liquid by fluorescence EEM 
spectroscopy

Volume 19
Number 1
7 January 2017
Pages 1-896

PCCP
Physical Chemistry Chemical Physics

This is an Accepted Manuscript, which has been through the  
Royal Society of Chemistry peer review process and has been 
accepted for publication.

Accepted Manuscripts are published online shortly after acceptance, 
before technical editing, formatting and proof reading. Using this free 
service, authors can make their results available to the community, in 
citable form, before we publish the edited article. We will replace this 
Accepted Manuscript with the edited and formatted Advance Article as 
soon as it is available.

You can find more information about Accepted Manuscripts in the 
Information for Authors.

Please note that technical editing may introduce minor changes to the 
text and/or graphics, which may alter content. The journal’s standard 
Terms & Conditions and the Ethical guidelines still apply. In no event 
shall the Royal Society of Chemistry be held responsible for any errors 
or omissions in this Accepted Manuscript or any consequences arising 
from the use of any information it contains. 

Accepted Manuscript

View Article Online
View Journal

This article can be cited before page numbers have been issued, to do this please use:  T. M. Do, N.

Matubayasi and D. Horinek, Phys. Chem. Chem. Phys., 2024, DOI: 10.1039/D4CP04270K.

http://rsc.li/pccp
http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/
https://doi.org/10.1039/d4cp04270k
https://rsc.66557.net/en/journals/journal/CP
http://crossmark.crossref.org/dialog/?doi=10.1039/D4CP04270K&domain=pdf&date_stamp=2025-02-19


Journal Name

Development of a Force Field for ATP – How Charge
Scaling Controls Self Association

Tuan Minh Do,∗a,b Nobuyuki Matubayasi,b and Dominik Horinek∗a

The discovery that ATP can prevent the aggregation of proteins and enhance their stability sparked
significant interest in understanding the interactions between ATP and proteins. All-atom molecular
dynamics simulations provide detailed insight into the underlying mechanism, while an appropri-
ate force field must be developed. Existing force fields accurately describe the conformations of
polyphosphates, but are not suitable for simulations at high ATP concentrations, because excessive
self-aggregation occurs. We address this issue by scaling the atomic charges of the ATP anion and its
counterions. The experimentally observed aggregation can be reproduced by using a scaling factor of
0.7 applied to the phosphate moiety of ATP and its counter ions. This charge scaling is in line with
a physically motivated implicit account of polarization effects1,2 that sees increasing applications for
simulations of ionic systems.

1 Introduction
Adenosine triphosphate (ATP) is an amphiphilic molecule com-
posed of a ribose sugar, an adenosine base, and a highly nega-
tively charged triphosphate. It is mainly known through its ubiq-
uitous role as energy source in biology. Recent experiments have
revealed that ATP has an additional function: it can suppress
the malicious aggregation of peptides.3 Hence, another presumed
function of ATP is the maintenance of proteins inside cells in so-
lution. Due to this finding, numerous studies both experimentally
and computationally have been carried out to analyze how ATP
suppresses the fibril formation.4–11

Computational studies using all-atom molecular dynamics sim-
ulations are especially valuable to obtain molecular-level insight
into the underlying mechanism with atomic resolution. It has
been revealed that ATP binds onto protein surfaces through un-
specific interactions to both hydrophilic and hydrophobic residues
thanks to the amphiphilic and flexible structure of ATP.5–7,9,11

Several mechanisms based on this finding have been proposed
to explain the suppression of fibril formation by ATP.5–7,9,11 For
computational studies with molecular dynamics simulations, it is
important that suitable force field parameters are used. For ATP,
the polyphosphate parameters of Meagher et al. based on AM-
BER parameters have been widely adopted.4–7,12 However, it is
also known that the original force field parameters of Meagher et
al. lead to strong aggregation of ATP at concentrations of 10 mM,
in contradiction to experiments.5,13 As the ATP concentration in
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molecular dynamics simulations typically range between 10 mM
and 100 mM,4–6,9,11 it might be necessary to adjust the force field
parameters. While it has been reported that the TIP4P-D and
OPC water models greatly improve the aggregation of ATP com-
pared to the TIP3P water model, the oligomeric state is still over-
represented.13

To counteract the over-estimated aggregation tendency of ATP,
we proposed to scale the charges of the phosphate moiety of ATP
by a factor of 0.7.5 The motivation to scale the charges is to ac-
count for the error in the description of electronic screening which
arises when non-polarizable force fields are used.1,2 It has been
shown that this approach reduces the amount of aggregation to
experimentally close values.5,14

While screening effects can also be described by explicitly in-
corporating polarization into force fields,15–17 a major drawback
is the increased computational cost, which is particularly limit-
ing for simulations of complex systems such as ATP-protein solu-
tions. As a result, polarizable force fields are not as refined as
non-polarizable ones, which can lead to lower accuracy.18–20

An alternative approach for addressing the exaggerated aggre-
gation tendency of solvated molecules is the adjustment of the
Lennard-Jones potential parameters or combination rules in an
ad hoc manner.21–24 However, adapting this heuristic method for
ATP is challenging due to its structural complexity, and the param-
eters are not transferable to other systems, making the approach
both unphysical and impractical. Another option is to parameter-
ize the force field using Kirkwood-Buff theory.25–28 This approach
should be used with finite-size corrections29 and requires well-
converged radial distribution functions, which are challenging to
obtain for complex systems like ATP solutions.

Compared to these alternative options, charge scaling appears
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Fig. 1 Visual representation of the atom names of ATP. Double bonds
and charges of the phosphate moiety are not shown. Atoms of the phos-
phate, ribose, and adenine moieties are colored orange, turquoise, and
blue, respectively. The names of the atoms depicted here are also listed
in Table 1 along with their corresponding charges.

to be the most feasible solution. While our approach to scale
the atomic charges is physically motivated, the procedure can be
in principle conducted arbitrarily. This means that the charge
scaling procedure does not need to be limited to the phosphate
moiety and the value of the charge scaling factor can be set as
needed. In this work, we analyze in detail how the charge scaling
approach improves the self-aggregation of ATP quantitatively by
scaling the atomic charges of different moieties in various combi-
nations and varying the scaling factor from 1.0 to 0.1.

2 Theory and Computational Methods
The GROMACS software package version 2022.1 was used to per-
form all molecular dynamics simulations.30 The leap-frog algo-
rithm was adopted to integrate the equations of motion with a
time step of 2 fs. Periodic boundary conditions with the minimum
image convention were employed. The simulations were carried
out in the isothermal-isobaric (NPT ) ensemble at a pressure of
1 bar and a temperature of 300 K by coupling the systems to a
Parrinello-Rahman barostat31 and a v-rescale thermostat32, re-
spectively, each with a coupling time of 0.1 ps. Temperature cou-
pling groups were used to couple ATP, Na+, and water separately
to the thermostat. Electrostatic interactions were computed with
a cut-off distance of 1.4 nm and the smooth particle-mesh Ewald
summation method33 using a Fourier spacing of 0.12 nm, a rela-
tive tolerance of 10−5, and an interpolation order of 4. Van der
Waals interactions were computed using Lennard-Jones poten-
tials with a cut-off radius of 1.4 nm and long-range dispersion cor-
rections for energy and pressure as implemented in GROMACS.
The potentials were shifted such that their value at the cut-off dis-
tance is zero. The lengths of all bonds of all ATP anions and water
molecules were fixed by employing the LINCS (LINear Constraint
Solver)34 and SETTLE35 algorithms, respectively.

The Na+ counter ions and water molecules were described us-
ing the force field parameters of the Amber ff03w force field36

and the TIP4P/200537 water model, respectively. The force field
of the ATP anions was constructed by combining the Amber force
field parameters of Meagher et al.12 with the phosphate param-
eters of Steinbrecher et al.38. Leontyev et al. pointed out that
an effective screening factor of approximately 0.7 should be ap-
plied to charged species to account for the electronic screening
in non-polarizable forcefields.1,2 The effect of this charge scaling
approach on the self-aggregation of the ATP anions was studied
by scaling the atom charges of either the phosphate moiety, the
phosphate and the ribose moieties, the phosphate and the ade-
nine moieties, or the whole ATP anion by a factor between 0.1
and 0.9. The charges of the Na+ counter ions were also scaled
by the same factor to maintain charge neutrality for the whole
system.

Table 1 Unscaled and scaled ATP atom charges. The original atom
charges from Meagher et al. 12 are referred to as unscaled charges. The
scaled charges listed here are taken from Ref. 5, where a scaling factor of
0.7 has been applied only to the atom charges of the phosphate moiety.

Nr. Atom name Unscaled charge Scaled charge Moiety
1 O1G -0.95260 -0.66682 Phosphate
2 PG 1.26500 0.88550 Phosphate
3 O2G -0.95260 -0.66682 Phosphate
4 O3G -0.95260 -0.66682 Phosphate
5 O3B -0.53220 -0.37254 Phosphate
6 PB 1.38520 0.96964 Phosphate
7 O1B -0.88940 -0.62258 Phosphate
8 O2B -0.88940 -0.62258 Phosphate
9 O3A -0.56890 -0.39823 Phosphate

10 PA 1.25320 0.87724 Phosphate
11 O1A -0.87990 -0.61593 Phosphate
12 O2A -0.87990 -0.61593 Phosphate
13 O5* -0.59870 -0.47693 Phosphate
14 C5* 0.05580 0.05580 Ribose
15 H50 0.06790 0.06790 Ribose
16 H51 0.06790 0.06790 Ribose
17 C4* 0.10650 0.10650 Ribose
18 H40 0.11740 0.11740 Ribose
19 O4* -0.35480 -0.35480 Ribose
20 C1* 0.03940 0.03940 Ribose
21 H10 0.20070 0.20070 Ribose
22 N9 -0.02510 -0.02510 Adenine
23 C8 0.20060 0.20060 Adenine
24 H80 0.15530 0.15530 Adenine
25 N7 -0.60730 -0.60730 Adenine
26 C5 0.05150 0.05150 Adenine
27 C6 0.70090 0.70090 Adenine
28 N6 -0.90190 -0.90190 Adenine
29 H60 0.41150 0.41150 Adenine
30 H61 0.41150 0.41150 Adenine
31 N1 -0.76150 -0.76150 Adenine
32 C2 0.58750 0.58750 Adenine
33 H2 0.04730 0.04730 Adenine
34 N3 -0.69970 -0.69970 Adenine
35 C4 0.30530 0.30530 Adenine
36 C3* 0.20220 0.20220 Ribose
37 H30 0.06150 0.06150 Ribose
38 O3* -0.65410 -0.65410 Ribose
39 H3’ 0.43760 0.43760 Ribose
40 C2* 0.06700 0.06700 Ribose
41 H20 0.09720 0.09720 Ribose
42 O2* -0.61390 -0.61390 Ribose
43 H2’ 0.41860 0.41860 Ribose

Figure 1 illustrates the atom labels, and Table 1 lists the un-
scaled charges for each atom of ATP. The table also provides the
adjusted charges, where only the charges of the phosphate moi-
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ety have been scaled by a factor of 0.7, while the charges of the
other moieties remain unchanged. The phosphate moiety, ribose
moiety, and adenine moiety of ATP correspond to atoms 1 to 13,
14 to 21 and 36 to 43, and 22 to 35, respectively. When the
charges of the entire ATP are not scaled with a factor f , but only
parts of it, the total charge of the ATP qATP is not exactly equal to
qscaled = f · qATP. Therefore, the charge of the oxygen atom con-
necting the phosphate and the ribose moieties (O5*) was adjusted
such that the total net charge of ATP equals exactly qscaled.

The simulation systems with ATP concentrations of 50, 100,
200, 300, and 400 mM consisted of 30, 60, 120, 180, and 240 ATP
anions, respectively. Corresponding numbers of Na+ counter ions
– 120, 240, 480, 720, and 960 – were included to maintain charge
neutrality. For each system, the number of water molecules was
adjusted so that the total number of ATP anions, Na+ counter
ions, and water molecules was 30000.

The systems were energy minimized with the steepest de-
scent method with a threshold for the maximum force of
1000 kJ/mol/nm. The temperature was then equilibrated to 300 K
by performing a short 100 ps NV T simulation and using a Berend-
sen thermostat. This was followed by a short 100 ps NPT sim-
ulation by coupling the systems to a Berendsen barostat to set
the pressure to 1 bar. The simulation time of the production run
was 150 ns. If not mentioned otherwise, the first 75 ns were dis-
carded and only the last 75 ns were used for analysis. The ATP
clusters were identified using the “gmx clustsize” tool of GRO-
MACS.30 ATP anions were considered to belong to the same clus-
ter if the minimum distance between atoms in different molecules
was smaller than 0.34nm. For each charge scaling setting, five
simulations with different starting configurations were conducted
and the results were averaged if not mentioned otherwise. The
errors shown are the standard errors resulting from the averag-
ing without taking the errors from the individual simulations into
account.

3 Results and Discussion
The effect of charge scaling on the ATP self-aggregation is illus-
trated in Figure 2. It shows snapshots of the simulation box after a
simulation time of 150 ns with the original (left) and scaled (right)
atom charges for ATP concentrations between 50 mM and 400 mM.
During simulations where the charges of the ATP molecules were
not scaled, excessive aggregation of the ATP anions occurred.
Large ATP clusters were found even at the lowest studied concen-
trations of 50 mM and 100 mM, and all ATP molecules essentially
aggregated into one cluster at ATP concentrations of 200 mM,
300 mM, and 400 mM. This corresponds to a phase separation and
suggests that ATP is not soluble in water within this concentra-
tion range. However, this is in contradiction with experiments as
it has been demonstrated that ATP is soluble at a concentration of
400 mM.39–41 Therefore, we suggest that the force field parame-
ters of ATP should be modified before simulations with ATP in this
concentration range are performed. To counteract the excessive
clustering behavior, we applied the charge scaling approach sug-
gested by Leontyev et al.1,2 as explained in detail in the Methods
section. After scaling the charges of the phosphate moiety by 0.7,
the ATP anions do not aggregate into a single cluster anymore.

unscaled charges

unscaled charges

50mM

100mM 100mM

50mM

unscaled charges

unscaled charges

scaled charges

scaled charges

unscaled charges

scaled charges

scaled charges

scaled charges

200mM 200mM

300mM 300mM

400mM 400mM

Fig. 2 Snapshots of the simulation box. Snapshots of the simulation box
are compared for simulations conducted with the original charge parame-
ters of Meagher et al. 12 (unscaled charges, left half) and for simulations
where the atom charges of the phosphate moiety were scaled by a factor
of 0.7 (right half). The simulations were conducted at ATP concentra-
tions of 50 mM, 100 mM, 200 mM, 300 mM, and 400 mM with a simulation
time of 150 ns. An overemphasized tendency of the ATP anions to cluster
with each other is observed when the charges are not scaled. Water and
Na+ counter ions are omitted.
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Instead, they are distributed evenly throughout the whole simu-
lation box and form several smaller clusters of different sizes.

Analysis of the size and number of ATP clusters. Figure 3
shows the effect of charge scaling on the average aggregation
number, the maximum aggregation number, and number of ATP
clusters as a function of simulation time (upper half: unmodi-
fied atomic charges, lower half: atomic charges of the phosphate
moiety and Na+ counter ions scaled by a factor of 0.7) for ATP
concentrations of 50 mM, 100 mM, 200 mM, 300 mM, and 400 mM.
All quantities shown in Figure 3 relax within 75 ns. When the un-
scaled charges are used, fluctuating aggregates are observed for
the simulations with ATP concentrations of 50 mM and 100 mM,
whereas for concentrations of 200 mM, 300 mM, and 400 mM one
aggregate with all ATP molecules is formed, which becomes in-
creasingly stable as the simulation progresses.

Table 2 Time-averaged values of the cluster sizes. The average cluster
size, maximum cluster size, and number of clusters obtained after scaling
the atom charges of the phosphate moiety by 0.7, as depicted in Figure 3,
with averaging over the interval from 75 ns to 150 ns.

Concentration Average Maximum Number
in mM cluster size cluster size of clusters
50 1.6 3.7 20
100 2.1 5.1 29
200 3.5 10 34
300 5.1 18 36
400 8.4 33 29

Using a scaling factor of 0.7 for the atomic charges of the phos-
phate moiety, the average cluster size increases until saturation is
achieved in less than 75 ns for all concentrations, but the average
cluster size is much smaller compared to the unscaled charges.
Table 2 lists the time-averaged values of the average cluster size
between 75 ns and 150 ns for all concentrations, the values for the
maximum cluster size, and number of clusters. The average clus-
ter size ranges from 1.6 to 8.4, which is ∼5 % of the total number
of ATP anions of the system, and fluctuates around its mean value
after saturation is reached for all studied concentrations. The
scaling of the charges also results in a decrease of the maximum
cluster sizes to ∼10 % of the total number of ATP anions for all
concentrations. Although larger clusters are formed for the simu-
lation with 400 mM ATP at 35 ns and 125 ns, they quickly dissolve
into smaller ones within one nanosecond. Regarding the number
of clusters, the time-averaged equilibrium values range from 20 to
36, indicating the formation of numerous small clusters. In con-
clusion, the exaggerated aggregation tendency of the ATP anions
is significantly reduced after the atom charges of the phosphate
moiety are scaled.

Distribution of the ATP cluster size. The distribution of the ATP
cluster size is quantified in Figure 4. It shows the concentration of
all clusters as a function of the cluster size N for the simulations
with the original and the scaled charges. In the following, they
are denoted as “cluster concentration”, while the concentration
of all ATP anions inside the system is referred to as “total ATP
concentration”.

The gray circles show the results for unscaled charges. For
a total ATP concentration of 50 mM, the cluster concentration
amounts to ∼1 mM when N is smaller than 4 and decreases to
roughly 0.1 mM for larger N. For a total ATP concentration of
100 mM, the cluster concentration amounts to ∼1 mM only for
N ≤ 2, and is in the order of 10−4 mM to 10−1 mM for N > 2. At
higher total ATP concentrations, a decrease of the cluster con-
centration with increasing N can be observed. However, once N
approaches the total number of ATP in the box, the cluster con-
centration increases. Note that with higher total ATP concentra-
tion, the rate of decrease also becomes higher, and the threshold
value for the increase is at larger values of N. Further note that
at total ATP concentrations of 200 mM, 300 mM, and 400 mM, the
cluster concentration is highest when N is 120, 180, and 240,
respectively, i.e., when N equals the total number of ATP anions
inside the system.

The blue triangles show the results when a scaling factor of 0.7
is applied to the phosphate moiety. The aggregate concentration
decreases exponentially with increasing N. No clusters with more
than 20 % to 30 % of all ATP anions inside the system are observed.

Self-aggregation constant and comparison with experimental
data. The self-association equilibrium of ATP can be described by

ATPN−1 +ATP1 ⇀↽ ATPN , (1)

where ATPN and ATPN−1 represent clusters composed of N
and N − 1 ATP anions, respectively, and ATP1 denotes an ATP
monomer. The corresponding equilibrium constant K(N) is given
by

K(N) =
c(ATPN)

c(ATPN−1)c(ATP1)
, (2)

where c(ATPN), c(ATPN−1), and c(ATP1) are the concentrations
of ATPN , ATPN−1, and ATP1, respectively. From 1H-NMR shift
measurements, an experimental value of 1.3± 0.2M−1 was ob-
tained.40,41 These measurements were conducted over an ATP
concentration range of 5 mM to 400 mM, and an isodesmic model
was assumed, where all equilibrium constants are equal, i.e.,
K(2) = K(3) = · · ·= K(N).39–41

As shown in the supplemental information, K(N) exhibits
strong fluctuations when plotted against N, making the direct ap-
plication of Eqn. (2) infeasible for comparison with experimental
values. To address this, the determination of K was simplified by
assuming the isodesmic model above, which implies that c(ATPN)

decreases exponentially with N, as confirmed by Figure 4. Conse-
quently, c(ATPN) follows a geometric progression

c(ATPN) = c(ATP1)qN−1, (3)

where q =
c(ATPN)

c(ATPN−1)
. The total ATP concentration c0 can thus be

rewritten as

c0 =
∞

∑
N=1

Nc(ATPN) = c(ATP1)
∞

∑
N=1

NqN−1. (4)
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Fig. 3 Time evolution of the ATP cluster sizes. Comparison of the average cluster size (left), maximum cluster size (center) and number of clusters
(right) without scaling (upper half) and with scaling (lower half) the atom charges of the phosphate moiety by 0.7. When the unscaled charges are
used, nearly all ATP anions aggregate into a single cluster within 75 ns at an ATP concentration of 200 mM or higher. Upon scaling the atom charges
of the phosphate moiety, multiple smaller clusters are formed by the ATP anions, consistent with experimental observations.
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inside the system at total ATP concentrations of 200 mM and higher. Conversely, the cluster concentration decreases exponentially as N increases
when a charge scaling factor of 0.7 is applied to the atoms charges of the phosphate moiety. Error bars represent the standard errors.
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Fig. 5 Determination of the cluster cutoff radius from the local density
and self-association K. The peak at 0.33 nm in the local density for both
the whole ATP anions (top) and the adenine moieties (center) is asso-
ciated with aromatic ring stacking, as illustrated by the snapshot of an
ATP cluster (right). The minimum of this peak occurs at 0.34 nm, and
this value was therefore used as the cutoff radius throughout this work.
Around this value, the change in K (bottom) remains nearly constant
as the cluster cutoff radius increases for all concentrations, further sup-
porting this choice. Using this cutoff radius, K amounts to 19± 2 M−1,
25±2 M−1, 48±2M−1, 79±3M−1, and 142±7M−1 at 50 mM, 100 mM,
200 mM, 300 mM, and 400 mM, respectively. The experimental value is
1.3±0.2M−1 and increases to ∼17.0±0.5M−1 when Cd2+ is the counter
ion. 40,41 Scaling the atom charges of the phosphate moiety by 0.7 there-
fore ensures that the self-aggregation of the ATP anions is adjusted to a
reasonable extent.

The geometric series converges for q < 1 to

∞

∑
N=0

qN =
1

1−q
(5)

and
∞

∑
N=1

NqN−1 =
1

(1−q)2 . (6)

Using Eqn. (6), Eqn. (4) reduces to

c0 =
c(ATP1)

(1−q)2 . (7)

Applying Eqns. (5) and (7), the average cluster size ⟨N⟩ is given
by

⟨N⟩= ∑
∞
N=1 Nc(ATPN)

∑
∞
N=1 c(ATPN)

(8)

=
1

1−q
. (9)

From Eqns. (2), (7), and (9), K is expressed as

K =
⟨N⟩2 −⟨N⟩

c0
. (10)

The assumption of an isodesmic model therefore simplifies the
analysis by implying that K depends only on the total ATP concen-
tration and the number of clusters. Since the clusters are defined
based on a distance criterion, it is crucial to select an appropriate
cluster cutoff radius. Figure 5 illustrates how this cutoff radius
was determined.

The local density of the whole ATP anions (top) and their ade-
nine moieties (center) were obtained from the RDFs between all
atoms of the whole ATP anions and between the atoms of the
adenine moieties, respectively. The peaks observed at distances
smaller than 0.3 nm are independent of the total ATP concentra-
tion, indicating that they correspond to intramolecular atom dis-
tances. The first peak showing a pronounced concentration de-
pendence appears at 0.33 nm. Since this peak is also present in
the local atomic density of the adenine moieties, it is attributed
to aromatic ring stacking, as illustrated by the snapshot of an
ATP cluster on the right. Consequently, the cluster cutoff should
be set to a value greater than 0.33 nm. The bottom panel shows
that K increases with a larger cluster cutoff radius for all ATP
concentrations. As the cutoff radius approaches 0.3 nm, the slope
decreases. While the slope of K remains nearly constant up to
a cutoff radius of 0.5 nm for ATP concentrations up to 100 mM, it
becomes steeper at higher concentrations as the cutoff radius in-
creases. Specifically, at a total ATP concentration of 400 mM, the
slope starts increasing around 0.37 nm, whereas for lower concen-
trations, this increase occurs at larger cutoff radii. Throughout
this work, a cutoff radius of 0.34 nm (gray dashed line) was used,
as it corresponds to the first minimum in the local densities after
the peak at 0.33 nm.

With this choice of cutoff radius, K amounts to 19 ± 2 M−1

and 25± 2 M−1 at 50 mM and 100 mM, respectively, whereas at
the higher concentrations of 200 mM, 300 mM, and 400 mM, it in-
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Fig. 6 Charge-scaling of additional moieties. The average cluster size,
total number of clusters, maximum cluster size, and self-association con-
stant K are displayed after scaling the atom charges of only the phosphate
moiety (P), both the phosphate and ribose moieties (P+R), the phos-
phate and adenine moieties (P+A), or the entire ATP anion (ATP) by
0.7, across concentrations ranging from 50 mM to 400 mM. Scaling only
the atom charges of the phosphate moiety results in the smallest average
cluster size and the highest number of clusters across all concentrations.
For concentrations up to 200 mM, the maximum cluster size is minimized
when charge scaling is applied only to the atom charges of the phos-
phate moiety. The closest agreement of K with the experimental value is
achieved when only the atom charges of the phosphate moiety are scaled
for all concentrations. Error bars represent the standard errors. Lines
connecting the data points serve as guides for the eyes.

creases to 48± 2M−1, 79± 3M−1, and 142± 7M−1, respectively.
Compared with the experimental value, the simulated values of
K are one to two orders of magnitude higher. However, it has
been demonstrated by experiments that the value of K depends
on the counter ion. It increases by a factor of 3 to 4.0± 0.5M−1

with Mg2+, and by one order of magnitude with Zn2+ and Cd2+,
reaching 11.1 ± 4.5M−1 and ∼17.0 ± 0.5M−1, respectively.40,41

Hence, the self-aggregation of the ATP anions can be decreased
to an experimentally reasonable degree by scaling the charges of
the phosphate moiety by a factor of 0.7 for concentrations up to
100 mM. In the following, we analyze if additional scaling of the
atom charges of the other moieties or a different scaling factor
can further improve the self-aggregation of ATP.

Effect of additional charge-scaled moieties. The average clus-
ter size, the maximum cluster size, the number of clusters, and
the self-association constant K are presented in Figure 6 when

the charges of only the phosphate moiety, the phosphate and the
ribose moieties, the phosphate and the adenine moieties, or the
whole ATP anions are scaled by a factor of 0.7. The ATP concen-
tration ranges from 50 mM to 400 mM. Scaling solely the atom
charges of the phosphate moiety yields the smallest average clus-
ter size across all investigated concentrations. The average cluster
size increases when the atom charges of the ribose or adenine
moiety are scaled in addition, with a larger increase observed
for the adenine moiety. When all atom charges of the entire
ATP anion are scaled, the average cluster size increases the most.
These effects are observed across all concentrations and are more
pronounced at higher concentrations. Consequently, the highest
number of clusters is obtained when only the atom charges of
the phosphate moiety are scaled. When the charge scaling is also
applied to the ribose or adenine moiety, the number of clusters
decreases, with the decrease being more pronounced for the ade-
nine moiety. The smallest number of clusters is observed when
all atom charges of the entire ATP anion are scaled. The ex-
tent of the decrease is similar for concentrations of 100 mM and
higher, while it is less pronounced for 50 mM. The maximum clus-
ter size is smallest when the charge scaling is applied only to the
atom charges of the phosphate at concentrations of 200 mM or
lower, and it is largest when the atom charges of the entire ATP
are scaled. While this trend reverses for ATP concentrations of
300 mM and 400 mM, the presence of larger error bars suggests
that longer simulation times might be necessary for the simu-
lations at higher concentrations. Regarding the self-association
constant K, the smallest value, and thus closest to the experimen-
tal result, is obtained when the charge scaling is only applied to
the phosphate moiety. The deviation of K from the experimen-
tal value increases when the atom charges of the ribose moiety
are scaled in addition, and further increases when the additional
charge scaling is applied to the adenine moiety instead when the
ATP concentration is 200 mM and higher. The largest deviation
occurs when the atom charges of the entire ATP anion are scaled,
especially at higher concentrations.

This analysis reveals that the optimal result is obtained when
the charge scaling is applied only to the phosphate moiety, irre-
spective of the concentration. An explanation for this observation
is the reduction of the dipole moments of the ribose and ade-
nine moieties when the charges of their atoms are scaled. From
a chemical point of view, their polarities are reduced, making
them more hydrophobic. This results in a stronger tendency of
the ribose and adenine moieties to aggregate with those of the
other ATP anions in a polar solvent such as water. Next, the atom
charges of the phosphate moiety are scaled between 0.1 and 0.9,
which reveals the optimal charge scaling factor.

Effect of the scaling factor. The dependences of the average
cluster size, the maximum cluster size, the number of clusters,
and the self-association constant K on the value of the scaling fac-
tor are depicted in Figure 7. It shows their values as a function of
the scaling factor ranging from 1.0 (no scaling) to 0.1 (strongest
scaling) for concentrations between 50 mM and 400 mM.

A decrease of the average cluster size with increasing charge
scaling can be observed at all concentrations. After a minimum is
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Fig. 7 Variation of the charge-scaling factor. The average cluster size,
number of clusters, maximum cluster size, and self association constant
K are shown after a charge-scaling factor between 1.0 and 0.1 was ap-
plied to the atom charges of the phosphate moiety across concentrations
ranging from 50 mM to 400 mM. When the atom charges are scaled by
0.7, the average cluster size is minimized and the number of clusters
maximized across all concentrations. The maximum cluster size is mini-
mized when the scaling factor is 0.6. The closest agreement of K with the
experimental value is achieved when the atom charges of the phosphate
moiety are scaled by 0.7 for all concentrations. Error bars represent the
standard errors. Lines connecting the data points serve as guides for the
eyes.

reached at 0.7, the average cluster size increases monotonically.
The origin of this minimum is related to two different mechanisms
for self aggregation of ATP in water: at high charges, strong ion-
ion interactions favor the clustering of the ATP anions with the
Na+ counter ions, resulting in the formation of ionic solids. At
low charges, the aggregate formation is driven by the increasingly
low solubility of ATP.

Accordingly, the number of clusters first increases and subse-
quently decreases with stronger charge scaling once it surpasses
a maximum at a scaling factor of 0.7. The maximum cluster size
exhibits a similar trend, with a minimum observed at a scaling fac-
tor of 0.6 across all concentrations. Regarding the self-association
constant K, an initial decrease followed by an subsequent increase
with stronger charge scaling is also observed, with the minimum
located at a scaling factor of 0.7 for all concentrations. Note the
steep decrease and increase of K as the scaling factor is reduced
from 1.0 to 0.9 and 0.4 to 0.3, respectively. This implies that the
charge-scaling method is only effective in correcting the excessive
tendency of the ATP anions to aggregate with each other when the
atom charges are scaled by a factor between 0.9 and 0.4.

In summary, this analysis demonstrates that the optimal value
for the scaling factor is 0.7. Note that the influence of the scaling
factor on the results is more pronounced for higher concentra-
tion, in particular above 100 mM. Thus, a deviation from 0.7 by
∼0.1 will be only notable when the ATP concentration exceeds
∼100 mM.

4 Conclusions
Our study demonstrates that the commonly used force field pa-
rameters of Meagher et al. result in an overemphasized tendency
of the ATP anions to aggregate with each other for concentra-
tions between 50 mM and 400 mM, which is in contradiction to
experimental findings. This discrepancy occurs due to the high
negative charge of the phosphate moiety of −4 which leads to
overestimated electrostatic interactions in non-polarizable force
fields. The strong ionic interactions with the Na+ counter ions
lead to the formation of ionic solids, which in turn favors the ag-
gregation of the ATP anions.

Our findings reveal that scaling the atomic charges of ATP ef-
fectively reduces its excessive self-aggregation tendency to a rea-
sonable degree for concentrations up to 100 mM, as confirmed by
experimental data. The optimal results are achieved when only
the atom charges of the phosphate moiety and counter ions are
scaled by a factor of 0.7. This finding is consistent with the anal-
ysis of Leontyev et al., who noted that the charge screening for
ionized groups and ions in non-polarizable force fields like AM-
BER and CHARMM is treated inconsistently and suggested that
their charges should be scaled by a factor of approximately 0.7.
Therefore, our work demonstrates that a consistent treatment of
the charge screening yields the best agreement with experimental
results.

In contrast to other approaches that account for polarization
effects, such as incorporating polarization explicitly or adjusting
the Lennard-Jones potential, charge scaling is straightforward to
integrate into existing force fields. It requires no further adjust-
ments to other parameters and does not increase the computa-
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tional cost, making it an appealing method for simulating ionic
systems. This approach, also known as the “electronic continuum
correction” (ECC), is not an arbitrary adjustment of parameters
but is physically justified, and has been widely adopted to sim-
ulate ions at interfaces, in biological systems, and for studying
salt effects and ion solvation.20,42–46 Our work shows that ECC
is not only crucial for consistently describing the interactions in
ATP solutions but also leads to the most accurate reproduction of
their aggregation behavior when the Lennard-Jones parameters
remain unmodified.
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Data availability 

The force field parameters have been included as part of the Sup plementary Information and 
are available at Zenodo at https://doi.org/***/zenodo.***.
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