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Decomposition pathways of isoprene-derived hydrotriox-
ides and their clustering abilities in the atmosphere

Emelda Ahongshangbam,ab Lauri Franzon,ab Thomas Golin Almeida,ab Galib Hasan,c Ben-
jamin N. Frandsen,ad Nanna Myllys∗ab

In atmospheric gas-phase chemistry, hydrotrioxides (ROOOH) are formed as intermediates in the
reactions of peroxyl radicals (RO2) with OH radicals, and their stabilization has been confirmed ex-
perimentally by direct observation. In this study, we systematically investigated the probable decom-
position pathways of isoprene-derived ROOOHs in the atmosphere. The kinetic analysis confirmed
that the fast fragmentation of hydrotrioxides into their respective alkoxy radicals and hydroperoxyl
radicals dominates over the other decomposition mechanisms. We also explored the decomposition
of ROOOH proceeding via 3(RO . . .HO2) product complexes, through which an intermolecular hy-
drogen transfer results in the formation of alcohol and molecular oxygen with a relatively low energy
barrier. Furthermore, we studied the clustering abilities of hydrotrioxides with various types of at-
mospheric vapors, particularly acids and amines. The results indicate that the binding strength of
these hydrotrioxides with other vapors is too low to drive clustering process at ambient atmospheric
concentrations, however, hydrotrioxides interact more strongly with bases and acid-base clusters than
alcohols or hydroperoxides. These findings provide insight into the atmospheric stability and reac-
tivity of hydrotrioxides, with implications for understanding their role in processes such as secondary
organic aerosol formation.

1 Introduction
Isoprene, recognized as one of the most abundant biogenic
volatile organic compounds (BVOCs), is emitted by plants into
the atmosphere. With global emissions of approximately 500
Tg, it is comparable in magnitude to the emissions of all other
non-methane BVOCs combined and equal to the global emissions
of methane.1,2 Isoprene undergoes rapid oxidation within a few
hours of emission via reaction with OH radicals and subsequent
addition of molecular oxygen, resulting in the formation of peroxy
radicals (RO2).3 These organic peroxy radicals originating from
isoprene (ISOPOO) follow different unimolecular and bimolec-
ular pathways depending on the concentrations of atmospheric
radicals such as OH, HO2, NO and RO2, as well as tempera-
ture.4–8 It had been previously speculated that the gas-phase ad-
dition of the hydroxyl radical to the organic peroxy radical could
lead to the formation of hydrotrioxides.9

Hydrotrioxides are compounds that are characterized by the
linear linkage of three oxygen atoms to each other. Previously

aDepartment of Chemistry, University of Helsinki, Helsinki 00014, Finland
bInstitute for Atmospheric and Earth System Research, University of Helsinki, , Helsinki
00014, Finland
cDepartment of Chemistry, Aarhus University, Aarhus 8000, Denmark
dAerosol Physics Laboratory, Tampere University, Tampere, 33014, Finland

regarded as chemically unstable, they are generated during the
ozonolysis of organic compounds in the aqueous phase at low
temperatures. The decomposition of hydrotrioxides may result
in the release of singlet state molecular oxygen, which is a
strong oxidant.10,11 Recently, direct observation of hydrotriox-
ide formation via the RO2 + OH mechanism has been exper-
imentally demonstrated under atmospherically relevant condi-
tions.12 The kinetic analysis of the RO2 + OH mechanism sug-
gests that the bimolecular rate coefficient of HO−C5H8OOOH for-
mation is 5.1×10−11 cm3 molecule−1 s−1 and for higher oxidized
HO−C5H7(O2H)OOOH is 1.1×10−10 cm3 molecule−1 s−1.12

Because of their thermal lifetime in the gas phase and the pres-
ence of an oxygen-containing functional group, isoprene-derived
hydrotrioxides could participate in new particle formation or
growth. In the atmosphere, these sticky oxygenated organic com-
pounds can contribute to the formation of secondary organic
aerosols (SOAs) through clustering mechanisms.7,13–15 The clus-
tering mechanism by vapor molecules colliding and sticking to
each other plays a crucial role in the formation of new particles.
Sulfuric acid is a main driver of the initial particle formation in
many environments.16–21 Additionally, it is clear that oxygenated
organic compounds play an important role in the formation and
growth of aerosol particles.22,23 Moreover, it is known that oxi-
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dation products containing only peroxy acid, hydroperoxides, and
carbonyl groups do not have the capabilities to drive the process
of new particle formation.24,25 This suggests that the oxygen-to-
carbon ratio does not solely determine the volatility and ability
to form clusters.26,27 However, certain factors involving the pre-
cise molecular arrangement and the number of hydrogen bonding
sites affect the strength of intermolecular interactions. Thus, to
expand our understanding of the behavior of hydrotrioxides in
the real atmosphere, we investigated the cluster stabilities of this
type of oxygenated organic compound with H2O, acids, bases,
and the dimer, taking into account that R1-OOOH has an a long
enough lifetime in the atmosphere to cluster with itself.

Therefore, this work focuses on the fate of these isoprene-
derived hydrotrioxides in the atmosphere involving their
unimolecular decomposition pathways and clustering capabilities
with atmospheric vapors. Additionally, this study highlights the
cost-effective quantum chemistry methodology that corroborates
with the experimental decomposition rates, particularly for the
simplest organic trioxide system, CH3OOOH.28 The two different
decomposition pathways are presented below. The reaction path-
way (1) involves fragmentation into two radical systems, forming
the respective alkoxy radical and a hydroperoxy radical. Reaction
pathway (2) indicates the dissociation reaction in which the
production of molecular oxygen and the corresponding alcohol
are formed. It should be noted that this kind of reaction may
occur either in a singlet or triplet potential energy surface (PES),
wherein the favorable pathway is via a triplet potential energy
surface, assuming that the triplet complex [RO. . . HO2] under-
goes a very fast inter-system crossing (ISC),29 especially in the
gas phase. An alternative decomposition pathway has also been
explored in this study. The detailed mechanism and its energet-
ics are available in the Supporting Information of this manuscript.

ROOOH −−→ RO+HO2 (1)

ROOOH −−→ ROH+O2 (2)

For the kinetic and thermodynamic analysis of these probable
decomposition pathways, a total of ten hydrotrioxides are con-
sidered. To reduce computational costs, HOOOH and CH3OOOH
are initially used as model systems for the study, and the other
eight isoprene-derived hydrotrioxides that are formed from the
first and second generation RO2 systems are subsequently stud-
ied. Their probable formation mechanisms are described in Fig-
ures 1 and 2. Mass peaks corresponding to the first and second-
generation ROOOH have already been experimentally observed
from isoprene + OH under atmospheric conditions (see Figure
3).12 It is to be noted that all hydrotrioxide conformers studied
here are based on theoretical models (as we cannot distinguish
the isomers corresponding to the mass signals). However, the
stability of these hydrotrioxides depends on the distribution of
ISOPOO radicals. This distribution, in turn, is affected by the
arrangement of cis/trans allylic radicals and the rates at which
oxygen is added at the β and δ positions. Previous assessments
of the initial distribution of peroxy radicals have relied on either
computational estimates30 or analysis of bulk products.31 Teng
et al. 32 presented a summary of the initial (kinetic) ISOPOO rad-

ical distribution resulting from the OH-isoprene + O2 system at
296 K. Their results indicate that (1-OH,2-OO)- denoted by R1-
OO in this study has the highest kinetic ISOPOO distribution with
a yield of 0.479 among six ISOPOO isomers. This agrees with the
hypothesis of the formation of the first generation of R1-OOOH,
as described and validated by experimental detection under at-
mospheric conditions.12

Fig. 1 Proposed formation mechanisms of the isoprene-derived hydrotri-
oxides (HO−C5H8OOOH) from isoprene via auto-oxidation. Note: Green
and red represent the dominant product yield as described in Berndt
et al. 12 , while blue represents other conformers of isoprene-derived hy-
drotrioxides.

Fig. 2 Formation mechanisms of the second generation of isoprene-
derived hydrotrioxides (HO−C5H8(O2)OOOH) from 1-OH trans, as de-
scribed in Berndt et al. 12 . Note: Green and red represent the most
dominant product yield in their respective channel.

Gas phase hydrotrioxide decomposition has previously been
studied experimentally directly by Berndt et al. 12 and indirectly
by conducting a thorough product decomposition yield by Assaf
et al. 28 and Caravan et al. 33 . Computational studies of the sim-
plest organic trioxides have been performed by Müller et al. 29 ,
Liu et al. 34 and Assaf et al. 28 , though most notable is perhaps the
multi-reference calculations performed by Berndt et al. 12 . Multi-
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Fig. 3 All the isomers of isoprene-derived hydrotrioxides with labels of
1–8 investigated in this study.

reference methods have further been used to study the bimolec-
ular reaction of CH3OOOH with OH by Anglada and Solé 35 . We
will now briefly summarize their findings. The RO2 +OH reac-
tions that form ROOOH are known to be exothermic by more than
30 kcal mol−1,12 which means that the excess energy may have
an impact on the ratios of atmospheric products. At atmospheric
pressures, only 2–10% of CH3OOOH formed from CH3O2+OH is
thermalized, 75–78% of C2H5OOOH formed from C2H5O2 +OH,
and nearly all the ROOOH formed from larger RO2

28,33 are stabi-
lized. Thus we assume that the isoprene-derived ROOOH studied
in this work are fully stabilized under atmospheric pressure. All
results known to us agree that the main products of trioxide de-
composition are those of pathway (1), but there is some disagree-
ment on the importance of pathway (2) as a minor channel. In
the computational study of CH3O2 +OH by Müller et al. 29 , a to-
tal CH3OH yield of 30% was suggested, but direct measurements
of the formed CH3OH by Caravan et al. 33 suggest a yield of 7%.
This agrees reasonably well with low-pressure (0.066 atm) ex-
periments by Assaf et al. 28 producing 90% of HO2 and << 1% of
stabilized CH3OOOH. Pathway (2) has previously been studied
computationally by Müller et al. 29 and Berndt et al. 12 . The for-
mer assumes that the branching between pathways (1) and (2)
starts from the (CH3O+HO2) complex after the trioxide moiety
has already decomposed. In their calculations, the activation bar-
rier of pathway (2) is 19.5 kcal mol−1 in the triplet state and 20.9
kcal mol−1 in the singlet state relative to the ground state energy
of CH3OOOH. The calculations of Berndt et al. 12 instead sug-
gest an activation barrier of over 40 kcal mol−1, but their discus-
sion implies that this transition state was for the H-shift reaction
occurring before trioxide decomposition (leading to ’unfavorable
4-membered ring’ structure). Pathway (1), in contrast, requires
only 25–30 kcal mol−1 depending on the level of electronic struc-
ture theory employed12. The implication is that this mechanism
of direct alcohol formation from ROOOH is not responsible for
the formation CH3OH observed by Caravan et al. 33 . The post-
ROOOH decomposition H-shift mechanism suggested by Müller
et al. 29 is in better agreement with the existing experiments, de-
spite their likely overestimation of the CH3OH yield from this
channel.

2 Methods

2.1 Computational details

Different quantum chemical methods were applied to study the
decomposition pathways of the hydrotrioxides studied. To calcu-
late the lowest energy conformer of each reactant and product
system, a systematic conformational search was performed us-
ing the Conformer–Rotamer Ensemble Sampling Tool (CREST)
software at the semi-empirical extended tight-binding method
(GNF2-xTB).36,37 Geometry optimization was performed for the
conformers generated in the previous step, out of which, con-
formers with less than 2 kcal mol−1 in relative electronic energy
were selected, followed by a frequency calculation computed us-
ing density functional theory (DFT) at ωB97X-D38/6-31+G*39,40

level of theory.
The lowest-energy conformer in each reactant system was iden-

tified, and its DFT structure was selected for a relaxed PES scan
to locate the transition state (TS) structure over the desired bond
length, depending on which decomposition pathway to investi-
gate. The next step was to optimize the TS structure produced in
each pathway and compute frequencies. In optimization and fre-
quency calculations of all structures, we employed default criteria
(such as SCF=Tight, the default grid Ultrafine) as implemented
in Gaussian 16 RevC.02 software.41 Intrinsic Reaction Coordinate
(IRC) calculations were performed to confirm that the transition
state corresponds to the correct reaction channel.

Furthermore, on top of the lowest energy DFT reactant, TS,
and product structures, single-point energy corrections were cal-
culated using the DLPNO-CCSD(T)/aug-cc-pVTZ level.42–44 We
used tight pair natural orbital criteria (TightPNO),45 tight self-
consistent field criteria (TightSCF), and default integration grid
as implemented in Orca version 5.0.3.46 In DLPNO calculations,
the auxiliary basis aug-cc-pVQZ/C was used. Unless otherwise
specified, all DFT calculations were performed using Gaussian 16
RevC.02 software,41 and single point energies were calculated in
ORCA version 5.0.3.46 The difference in the energies between the
TS and the reactant equals the barrier heights of a reaction.

In particular, for the H-shift reactions initiated from the prod-
uct complex 3(RO . . .HO2), we specifically employed the ωB97X-
D347/6-31+G* level of theory and performed all the calculations
associated with in ORCA version 6.0.0.46,48–54 Apart from this
exception, a similar conformer sampling workflow was followed.
The choice of constrained parameters in the CREST conformer
generation turned out to be especially crucial for converging all
of the TS conformers, so we will provide some additional details.
The coordinates constrained in the CREST runs for these H-shift
reactions were the C−O · distance in the alkoxy radical, O−H
and O−O distances and the H−O−O angle in the HO2 radical,
as well as the intermolecular O . . .H distance and O . . .H−O an-
gle. For β -unsaturated alkoxy radicals, the O-C-C angle was also
constrained during the conformer search to prevent unwanted
epoxidation reactions. The equilibrium values of the constraint
potential for the O . . .H and OH distances were specifically cho-
sen to be slightly shifted to the product side of the TS values (this
meant 1.3–1.4 Å for distance O . . .H and 1.05–1.10 Å for distance
OH) to prevent the TS conformers from falling in the (RO . . .HO2)
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well during optimization. Here, frequency calculations were per-
formed for all conformers to ensure that the saddle point corre-
sponded to the correct reaction. All calculations for this reaction
channel were performed on the triplet surface, as the calcula-
tions on CH3OOOH by Müller et al. 29 produced both a lower
barrier compared to the singlet surface and a very rapid singlet-
to-triplet ISC. We thus assumed the triplet surface energetics of
the (ISOPO . . .HO2) −−→ ISOPOH+O2 reaction to be sufficient
for estimating their atmospheric importance. The geometries of
the complexes (RO . . .HO2) and (ROH . . .O2) were determined by
IRC from the lowest free energy TS conformer.

The rate coefficients for the decomposition pathway (2) were
calculated with the Eyring Equation of Transition State Theory
(TST).

k = κt
kBT

h
QTS

QR
exp

(︃
−ETS −ER

kBT

)︃
(3)

where QTS and QR are the partition functions of lowest-free
energy TS and reactant, respectively, κt is the quantum-chemical
tunneling coefficient calculated from the TS connecting reactants
and products, using the Eckart tunneling correction. ETS and ER
correspond to the zero-point corrected energies of the transition
state and reactant, kB is the Boltzmann constant, T is the tem-
perature (=298 K), and h is the Planck’s constant. The partition
functions and the zero-point energy were calculated using DFT
at ωB97X-D/6-31+G* and the reaction barrier energy (ETS-ER)
was corrected using DLPNO-CCSD(T)/aug-cc-pVTZ single point
energy calculations.

The reaction dynamics corresponding to the pathway (1) in-
volving fragmentation into alkoxy radicals and hydroperoxyl rad-
icals was simulated using the Master Equation Solver for Multi
Energy-well Reactions (MESMER) software55. The simulation
conditions and parameters used were analogous to those pa-
rameters utilized in the α-pinene ring-break reaction by Kurtén
et al. 56 , also presented in Table S7 in SI. The Inverse Laplace
Transform (ILT) method was employed to calculate both the for-
ward (RO+OOH) and backward dissociation rates (ROO+OH)
of hydrotrioxides, assuming a barrierless channel. The associ-
ation rate coefficients required for simulating both the forward
and backward dissociation rates were calculated using long-range
transition state theory57. The zero-point corrected energies were
calculated using DLPNO//DFT and the rotational constants and
vibrational frequencies were calculated at the DFT level47. N2
was used as a bath gas and the collisional energy transfer pa-
rameter of ∆Edown= 200 cm−1 described from the exponential
down model was used consistently in all simulations. The OH
concentration of 106 molecules cm−3 was used as an excess reac-
tant concentration. In addition, the values of the Lennard-Jones
parameter of intermediates (ROOOH) were calculated following
the approach used in Gao et al. 58 and Tee et al. 59 , derived us-
ing a group additive technique by Joback and Reid 60 , to estimate
the critical properties of pure compounds. We also employed a
canonical detailed balance approach to understand the rates of
the pathway (1). The detailed methodology of this approach can
be found in the Supporting Information of this manuscript.

2.2 Cluster thermodynamics calculations
The clustering abilities of nine atmospherically relevant
molecules with two types of ROOOH as well as ROH and ROOH
have been investigated using quantum chemical calculations in-
volving different levels of theory. A systematic configuration sam-
pling was followed to obtain the global minimum cluster struc-
tures and their potential energy surfaces.61

1. At first, 3000 random guesses and 100 exploration loops
were conducted to create the initial conformation of clusters
in the ABCluster program.62,63

2. Out of which around 200 of the lowest energy structures
have been explored by maintaining boundary wall con-
ditions and subsequently optimized by the tight-binding
method GFN2-xTB.

3. Based on the electronic energies, radius of gyration, and
dipole moments, duplicate structures were filtered out.61

4. All unique conformers were further optimized at the ωB97X-
D/6-31+G* level of theory.

5. Possible duplicates were removed and unique structures
within an energy threshold of N kcal mol−1 were selected.
Here N in the number of molecules in the cluster. For in-
stance in the case of dimers, structures within energies of 2
kcal mol−1 were selected for the next step. Depending on
the system, we found 5–20 unique conformers within that
energy threshold.

6. Final optimization and calculation of the vibrational fre-
quencies were performed at the ωB97X-D/6-31++G**
level.64

7. Gibbs free energy at 298 K were calculated and the min-
imum free energy structure was located. For that clus-
ter, the single-point energy correction was performed using
the highly accurate level of theory DLPNO-CCSD(T)/aug-cc-
pVTZ.44

The global minimum Gibbs free energy structure of each cluster
calculated at the DLPNO–CCSD(T)/aug-cc-pVTZ//ωB97X-D/6-
31++G** was taken for calculating the Gibbs binding free en-
ergy.

∆Gbinding = Gcluster −∑Gmonomer (4)

3 Results and discussion
Our study focuses on the unimolecular decomposition of hydrotri-
oxides in the atmosphere. The idea is to understand the fate of
ROOOH chemistry and explore which reaction channel outper-
forms other pathways kinetically and is sufficiently fast to be fea-
sible in the atmosphere. Additionally, we study the binding capa-
bilities of model CH3OOOH and R1-OOOH with various combina-
tions of monomeric units consisting of small neutral, acidic, and
basic molecules of the atmosphere. These results will enhance
the understanding of ROOOH’s relative stability and adequate
lifetime to form clusters and ultimately its role in new particle
formation.
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3.1 Unimolecular decomposition mechanisms

Building upon the fundamentals of isoprene-derived hydrotriox-
ides, we systemically present the detailed mechanism of each de-
composition pathway in this section. The energetics and rate
coefficients are calculated to determine the feasibility in atmo-
spheric conditions as well as parameters to drive the competition
between these reaction channels. We also explore an alternate
reaction channel that connects both pathways and could shift the
reaction dynamics. Additionally, a small benchmarking study is
performed, specifically focusing on the decomposition rates of the
pathway (1) of CH3OOOH.

3.1.1 Formation of alkoxy and hydroperoxyl radicals

In this section, we discuss the fragmentation channel where hy-
drotrioxide molecules break into RO and HO2 radicals indicated
as pathway (1). It is found that this dissociation mechanism into
radicals proceeds through a barrierless channel, leading to prod-
ucts that are higher in energy than ROOOH. Thus, to calculate
the unimolecular reaction rate, we employ two approaches: (a)
canonical detailed balance and (b) solution of a chemical master
equation (ME). It is worth noting that the latter approach takes
into account the excess vibrational energy while calculating the
energy-resolved rate coefficients using a micro-canonical model.
At the same time, the overall kinetics modeled by the ME also
include the treatment of collisional energy transfer.

Table 1 Single-point energy corrected decomposition energies (∆Ed in
kcal mol−1) and excess energy (∆Eex in kcal mol−1) of decomposition
pathway (1) with their respective rate coefficients ka

uni and kb
uni at 298 K

(in s−1 ) where ka
uni is dissociation rates of pathway (1) calculated using

canonical detailed balance and kb
uni is the dissociation rates of pathway

(1) calculated using MESMER.

System ∆Ed ∆Eex kassoc ka
uni kb

uni
HOOOH 29.4 29.4 5.9×10−10 1.6×10−5 3.5×10−8

CH3OOOH 25.1 28.8 6.4×10−10 8.8×10−1 3.0×10−3

R1-OOOH 26.7 29.7 5.2×10−10 1.1 3.1×10−1

R2-OOOH 26.6 29.6 5.6×10−10 1.9×10−1 1.1×10−1

R3-OOOH 27.0 29.0 6.1×10−10 5.1×10−1 1.8×10−1

R4-OOOH 26.1 29.6 5.8×10−10 2.0 6.4×10−1

R5-OOOH 26.3 29.4 5.7×10−10 1.1×10−1 8.1×10−2

R6-OOOH 26.7 30.9 6.0×10−10 4.8×10−1 1.9×10−1

R7-OOOH 30.7 29.9 7.1×10−10 9.7×10−3 4.5×10−3

R8-OOOH 26.8 28.7 5.8×10−10 5.4×10−1 3.2×10−1

Note: kassoc (cm3 molecule−1 s−1) is the association rate of the
reaction ROO + OH calculated using Long-range transition
state theory57.

We present the decomposition energies of the pathway (1) in
terms of zero-point corrected electronic energies along with their
respective rate coefficients at 298 K (see Table 1). The rate co-
efficients obtained for all trioxide systems using both approaches
are of a comparable order of magnitude. However, there is a one
to three factor of magnitude overestimation in the canonical de-
tailed balance approach. The fact that the Master Equation phe-
nomenological rate coefficients are smaller than the ones given
by the canonical detailed balance, signifies that excess energy
does not play any role here. This observation is also supported

by the finding that larger trioxide systems decompose faster than
the smaller systems such as CH3OOOH and HOOOH. This is be-
cause larger systems would have reacted slower if excess vibra-
tional energy came into play, as they have more vibrational modes
to accommodate the excess energy, suggesting that the rate of
activating collisions is controlling the reaction rate. This means
that the reaction is at the "fall-off" region, and the ROOOH dis-
sociation via pathway (1) is not at the high-pressure limit at 1
atm, as evidenced by the pressure-dependence profile (see Fig-
ure 4). Canonical detailed balance assumes that the reaction is
at the high-pressure limit (which for CH3OOOH occurs only at
pressures > 20 atm), where the rate of collisional energy trans-
fer is much faster than the rate of dissociation. This is an in-
teresting result from an atmospheric point of view and contra-
dicts the prediction suggested by Müller et al. 29 citing that the
dissociation to RO+HO2, especially those formed from the bio-
genic terpenoids, would be substantially slower than those from
CH3OOOH due to the larger number of modes, which can "dilute"
the excess energy. However, it is noteworthy that on compar-
ing the experimental lifetimes of hydrotrioxide systems studied
by both Assaf et al. 28 , which is CH3OOOH and Berndt et al. 12 ,
that of HO−C5H8OOOH, the unimolecular decomposition rates
are 1.1× 10−4 s−1 and approximately 8× 10−4 s−1 (considering
that 20 minutes is the lower bound thermal atmospheric lifetime
for this system), respectively. This is consistent with the trend ob-
served in the MESMER simulations under this study, which pre-
dict a slower decomposition for CH3OOOH due to fall-off effects.

At the same time, the unimolecular decomposition rate coeffi-
cient obtained in this study, in particular of [CH3OOOH −−→
CH3O + HO2] = 3 × 10−3 s−1 agrees well with the analo-
gous systems previously studied.28,65,66 Iyer et al. 65 presented
that for an adduct system containing a carbonyl group such as
CH(O)CH2OOOH, the dominant channel is CH(O)CH2O + HO2
with a first-order decomposition rate of 2.7 × 10−3 s−1. Sim-
ilarly, Liu et al. 66 investigated the reaction mechanism of the
CH3CH2OOOH complex and concluded that CH3CH2O + HO2
are the main products on the singlet surface. Assuming that path-
way (1) is the major channel of decomposition, the unimolecu-
lar lifetime of all the isoprene-derived hydrotrioxides under this
study range from seconds to a few minutes, in contrast with
HOOOH and CH3OOOH with lifetimes spanning over days to
minutes, respectively.

Benchmarking of computational methods

Hydrotrioxides are known to be highly multi-configurational, re-
quiring computationally resource-heavy multi-reference methods
for their energies to be determined accurately.12,35 The largest
ROOOH system for which these multi-reference calculations have
been performed is CH3OOOH, which is less then half the size of
our isoprene-derived ROOOH both in terms of nuclei and elec-
trons. Due to the power-law scaling of computational cost with
system size, cost-efficient DLPNO-CCSD(T) single points on DFT-
optimized geometries were preferred. For this reason, a com-
parison of the various computational methods used for on the
CH3OOOH system was performed for reference. In Table 2, a
comparison of the computational results of Müller et al. 29 and
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Fig. 4 Pressure dependent decomposition rates of CH3OOOH computed
with MESMER calculated using our DLPNO//DFT energies.

Berndt et al. 12 are compared to our DLPNO-CCSD(T)//DFT com-
putations, all calculated using the ORCA version 5.0.4 program.46

The decomposition energy is defined as:

Ed = ERO +EHO2
−EROOOH (5)

6 | 1–15Journal Name, [year], [vol.],
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Table 2 Comparison of Ed along with its electronic energy component Ed(e) (in kcal mol−1) for CH3OOOH calculated using various methods.
Abbreviations: aVTZ: aug-cc-pVTZ 43 jVTZ: jun-cc-pV(T+d)Z 67. VnZ-F12: cc-VnZ-F12.
Sources: a: This work. b: Müller et al. 29 . c: Berndt et al. 12 .

Single-Point Optimization Ed Ed(e) Ed(ZPE) Source
ωB97X-D347/6-31+G* 20.92 25.61 -5.26 a
ωB97X-D3/jVTZ 20.35 26.09 -5.17 a
M06-2X68/jVTZ 24.88 29.86 -4.97 a

DLPNO-CCSD(T)42/aVTZ ωB97X-D3/6-31+G* 24.96 30.11 -5.26 a
DLPNO-CCSD(T)/aVTZ ωB97X-D3/jVTZ 24.84 30.13 -5.17 a
DLPNO-CCSD(T)/aVTZ M06-2X/jVTZ 25.04 30.01 -4.97 a
UCCSD(T)-F12/VDZ-F1269 M06-2X/jVTZ 24.82 29.79 -4.97 a
UCCSD(T)-F12/VTZ-F12 M06-2X-D3/ 24.7 - - b

6-311++G(3df,3pd)
UCCSD(T)-F12a/VDZ-F12 M06-2X/aVTZ 25.8 - - c
CASPT2(14,12)/aVTZ CASSCF(14,12)/aVTZ 28.3 - - c
UCCSD(T)/aVTZ UCCSD(T)/aVTZ 30.6 - - c
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For the calculations performed in this work, electronic energy
(e) and zero-point energy (ZPE) contributions to Ed are also pre-
sented. The results are comparable to the similar benchmark-
ing performed by Berndt et al. 12 . CCSD(T)//DFT methods sys-
tematically underestimate Ed by 3–5 kcal mol−1 12 relative to
the CASPT2//CASSCF and UCCSD(T)//UCCSD(T) results. As
reported in that study, M06-2X seems to perform much better
than ωB97X-D3 when it comes to determining energetics with-
out coupled cluster single-point energy corrections. On the other
hand, all the chosen CCSD(T)//DFT method combinations seem
to agree remarkably well, implying that the choice of density
functional and optimization basis set does not have a huge im-
pact on the relative accuracy of the results. Furthermore, split-
ting Ed into electronic and ZPE contributions shows that all DFT-
calculated ZPEs fit within a span of 0.3 kcal mol−1. Our conclu-
sion from this comparison was that the ROOOH reaction ener-
getics may be determined using the reasonably cheap combina-
tion of DLPNO-CCSD(T)/aug-cc-pVTZ and ωB97X-D3/6-31+G*,
as all CCSD(T)//DFT methods seem to produce similar results
regardless of choice of DFT method and basis set combination.

Another way to benchmark the accuracy of our computations
is to use the experimental decomposition rate of 1.1×10−4 s−1 at
300 K with a temperature-dependence of
k(T ) ≈ 1.9 × 1010T 1.35 exp(− 12000 K

T ) s−1 provided by Assaf
et al. 28 . Identifying the decomposition energies in Table 2 that
are most capable to reproduce this value, would provide addi-
tional hints as to where the observed systematic error in the de-
composition energies comes from. Computational decomposition
rates were determined using Master Equation Solver for Multi
Energy-well Reactions (MESMER) software with parameters de-
scribed in the methods section. The results are shown in Figure
5.

As seen in the figure, the CASPT2//CASSCF results ( in red
line) come the closest to replicating the experimental results (in
purple line), suggesting that this is the level of theory required to
calculate accurate energetics for hydrotrioxide compounds. The
usage of DLPNO//DFT energies results (in orange line) in an
overestimation of the decomposition rate by a factor of approxi-
mately 102, which is a quite significant result for the atmospheric
implication of our results, as multiplying the ISOPOOOH decom-
position rates from the given value in the Table 1 with 10−2 results
in atmospheric lifetimes of minutes to a few hours. This means
that ISOPOOOH trioxides might indeed live long enough to clus-
ter in the atmosphere. This suggests that the systematic error
observed in Table 2 comes from the DFT-optimized geometries
rather than the Coupled-Cluster single point. This is valuable in-
formation for future computational studies attempting to capture
the accurate gas phase kinetics of hydrotrioxide compounds.

3.1.2 Dissociation into alcohol and molecular oxygen from
trioxide moiety

This study evaluates the energetic and rate coefficients of the
decomposition reaction pathway (2) associated with isoprene-
derived hydrotrioxide conformers. Pathway (2) is a dissociation
channel wherein molecular oxygen (in either its triplet or singlet
state) and alcohol are generated directly from the corresponding

Fig. 5 Comparison of the Assaf et al. 28 experimental kd(T ) with MES-
MER calculated using the UCCSD(T) and CASPT2(14,12) energies
from Berndt et al. 12 , the UCCSD(T)//M06-2X-D3 energies from Müller
et al. 29 and our DLPNO//DFT energies calculated at the DLPNO-
CCSD(T)/aug-cc-pVTZ and ωB97X-D/6-31+G* level of theory.

trioxide moiety. Overall decomposition energies (energy differ-
ence between products and reactant) of this reaction channel vary
depending on whether it occurs in the singlet or triplet surface,
out of which the latter is lower in energy and thus more favorable.
In Table 3 we present the barrier energies of this channel for the
studied hydrotrioxides. The energy barriers of this decomposition
pathway are above 40 kcal mol−1 and the rate coefficients for all
the studied trioxides calculated based on the single conformer
TST span around 10−15 s−1, meaning that the reaction is too slow
to occur under atmospheric conditions. Likewise, the conclusion
would remain the same even if a more precise approach, such as
multiconformer TST, were used, as the variation would still be
within the same order of magnitude for comparable systems.70

However, in the aqueous phase, the presence of excess water
has been observed to lower the activation energies and acceler-
ate the decomposition rate significantly.12 This effect is due to
the transition state (TS) structure shifting from an unfavorable 4-
membered ring to a 6-membered ring involving a water molecule,
which facilitates the non-radical decomposition of the hydrotri-
oxides. Berndt et al. 12 estimated the pseudo-first-order rate co-
efficient at 100% RH at 298 K to be about 10−15 s−1, inferring
that the gas-phase decomposition into alcohol and singlet oxy-
gen, both with or without water catalysis, is highly unlikely to
be significant under atmospheric conditions. This conclusion is
consistent with both our study and the experimental findings of
Assaf et al. 28 and Caravan et al. 33 . In contrast, Müller et al. 29

suggested that the pathway (2) might still play a major role, par-
ticularly for CH3OOOH, which could act as a key precursor for
the formation of atmospheric methanol. Building upon the hy-
pothesis by Müller et al. 29 and contrasting high energy barriers
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of this reaction pathway (2) (see Table 3), we study an alternate
reaction channel of formation of alcohol proceeded via product
complex (PC) of [RO. . . HO2], from trioxide moiety, succeeded by
the intermolecular transfer of hydrogen. The detailed mechanism
of this channel and its energetics are described below.

Table 3 Single-point energy corrected energy barriers (∆ET S in kcal
mol−1) and Gibbs free energy barriers (∆G# in kcal mol−1) of decom-
position pathway (2) with their respective tunneling coefficients ( κt)
and unimolecular rate coefficients at 298 K (kuni in s−1).).

System ∆ET S ∆G# κt kuni
HOOOH 44.9 44.9 8.7×105 7.4×10−15

CH3OOOH 43.1 43.1 1.2×104 2.0×10−15

R1-OOOH 43.7 42.9 1.6×103 3.8×10−16

R2-OOOH 43.0 43.3 2.4×103 2.9×10−16

R3-OOOH 40.6 40.8 4.0×101 3.1×10−16

R4-OOOH 40.9 42.8 4.0×103 2.9×10−13

R5-OOOH 43.6 43.8 2.3×104 1.2×10−15

R6-OOOH 42.9 43.1 6.1×101 9.6×10−18

R7-OOOH 40.9 40.8 6.8×103 5.7×10−14

R8-OOOH 41.2 41.5 7.1×103 1.7×10−14

Formation of alcohol and triplet oxygen from product com-
plex

As seen in Table 4, a significant isomer dependence was observed
in the energetics of the complex H-shift channel. Compared to
CH3OOOH with its experimentally observed alcohol yield of 7%,
all ISOPOOOH systems had higher barriers of ROH formation rel-
ative to the trioxide ground state, and almost all had higher bar-
riers relative to the RO . . .HO2 complex. However, the most in-
teresting energy comparison in terms of alcohol yields is perhaps
that between the TS and the free RO and HO2 radicals, as this en-
ergy difference drives the competition between reaction channels
(1) and (2). Based on these results we would expect R7-OOOH,
R8-OOOH, R2-OOOH, and possibly R3-OOOH to have larger al-
cohol yields compared to CH3OOOH.

We do not determine accurate ROH + O2 yields from
ISOPOOOH decomposition using the ab initio methods in this
study, as there are multitude of physical factors complicating
these calculations. Firstly, we were unable to locate the TS of
trioxide decomposition into (RO . . .HO2) with DFT, likely due to
the significant multiconfigurational character of O−O bond dis-
sociations. Berndt et al. 12 successfully located this TS using
CASPT2(14,12) for CH3OOOH, and reported it to be 2.2 kcal
mol−1 below the free CH3O and HO2 radicals, and approximately
6 kcal mol−1 higher than the (CH3O . . .HO2) complex. The ex-
act height of this TS determines the amount of excess energy
the (RO . . .HO2) complex has upon formation, contributing to the
competition between the dissociation and H-shift channels. Sec-
ondly, the very low energetic barrier of the H-shift relative to the
(RO . . .HO2) complex suggests that the barriers connecting var-
ious conformers of the (RO . . .HO2) complex could affect which
TS conformers are accessible. The existence of competing roam-
ing radical reactions,71 such as HO2 addition to the C−−C moiety,
can not be neglected a priori. Thirdly, any reaction channels that

exist within (RO . . .HO2) complex may be complicated by uni-
molecular decomposition or isomerization of the ISOPO alkoxy
radicals,72 as seen in (RO . . .OR) intermediate in RO2 +RO2 re-
actions.73 While our reported energies and LC-TST rates provide
a good first-order estimation of the relative ROH + O2 yields
from ISOPOOOH decomposition reactions, any of the three fac-
tors mentioned above could decisively shift the product yields one
way or the other. Therefore, we suggest that experimental meth-
ods capable of isomer separation are essential to fully understand
product distributions.

Table 4 Energetics of reaction channel 2 (ROH + O2) for all the systems
except R5-OOOH for which we were unable to locate a transition state.
Tri: Trioxide, PC: Product complex (RO . . .HO2), RP: The free radical
pair, RO+HO2. TS: H-shift transition state. Presented energies are in
kcal mol−1.

System E(RP−PC) E(T S−Tri) E(T S−PC) E(RP−T S)

CH3OOOH 6.60 21.47 2.98 3.62
R1-OOOH 9.32 23.31 5.84 3.48
R2-OOOH 8.91 21.87 4.14 4.77
R3-OOOH 9.52 22.89 5.48 4.04
R4-OOOH 6.71 23.55 4.15 2.56
R6-OOOH 6.39 23.45 2.99 3.40
R7-OOOH 11.76 22.84 3.85 7.91
R8-OOOH 7.94 23.48 3.08 4.86

Fig. 6 DFT optimized transition state structures of decomposition re-
action channel from product complex (PC) of hydrotrioxides forming
respective alcohol and triplet state O2. Color coding: grey is carbon, red
is oxygen, and white is hydrogen.

The potential energy surface illustrated in Figure 7 depicts the
distinguishable energetics depending on which mechanistic route
it undertakes (see green and blue lines). For instance, the chan-
nel where CH3OOOH undergoes decomposition pathway (1) and
pathway (2), respectively via product complex (CH3O . . .HO2) on
triplet surface is shown to have remarkable stabilized products.
The energetics of this particular channel (green and red lines)
are shown in Table 4. Interestingly, in the case of pathway (2),
there lies a stark difference in barrier height ( > 20 kcal mol−1)
between ATS(II) and BTS(II), where A and B represent decom-
position from trioxide system and product complex, respectively.
A similar trend can also be observed consistently in the case of
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Fig. 7 Potential Energy Surface for CH3OOOH decomposition reac-
tions. DLPNO-corrected electronic energies (in kcal mol−1) relative to
hydrotrioxide based on the DFT geometries calculated at ωB97X-D3/6-
31+G*. Note: ATS(II) and BTS(II) represent the transition states of
decomposition pathway (2) from A; reactant hydrotrioxide (blue line)
and B; product complex (green line). Color coding: grey is carbon, red
is oxygen, and white is hydrogen.

larger organic isoprene-derived hydrotrioxides, see Tables 3 and
4. The DFT optimized transition state structures, BTS(II) for all
the studied systems, except R5-OOOH are presented in Figure 6.

3.2 Cluster formations
The Gibbs binding free energies of clusters are calculated as the
difference between the Gibbs free energies of the cluster and its
monomers. We investigated the cluster formation capabilities of
ROOOH with several atmospherically relevant molecules. They
are categorized as (a) acidic; sulfuric acid (SA), formic acid (FA),
nitric acid (NA), (b) basic; ammonia (NH3), methylamine (MA),
dimethylamine (DMA), and trimethylamine (TMA) and (c) neu-
tral; water (H2O).

3.2.1 Formation of ROOOH-cluster

In Figure 8, the global minimum molecular structure of stud-
ied clusters formed between ROOOH and other molecules are
shown, and their Gibbs free energies are listed in Table 5. The
DFT-calculated formation free energies for each cluster are pro-
vided in the Supporting Information. The observed trend in the
binding affinities among these monomeric units suggests that
ROOOH has a strong preference for forming clusters, following
the order: acid > base > neutral molecules. For clustering with
acidic molecules, the cluster formation between formic acid and
ROOOH is found to be the most favorable with a reaction-free
energy of -10.1 kcal mol−1, followed closely by sulfuric acid with
a value of -9.8 kcal mol−1, both involving three hydrogen bonds.
In contrast, although nitric acid has higher acidity than formic

acid, its cluster formation free energy with ROOOH is lower at
-5.4 kcal mol−1 due to the presence of solely one hydrogen bond.
The range of Gibbs binding free energies for these clusters with
acidic molecules indicates that the binding affinity is influenced
by the number of intermolecular hydrogen bonds formed. The
clusters formed between basic molecules and trioxide moieties
exhibit a single hydrogen bond, specifically between the nitrogen
atom of the base and the hydrogen atom of the trioxide molecule.
However, the Gibbs binding free energies are proportional to the
basicity of the participating molecule. For instance, TMA which
has the highest basicity among amines in the gas phase has the
strongest bonding with the trioxide molecule with a free energy
value of -7.1 kcal mol−1, followed by DMA (-6.9 kcal mol−1),
MA (-6.2 kcal mol−1) and ultimately ammonia with the lowest
value of -5.2 kcal mol−1. The presence of two inter-molecular hy-
drogen bonds concerning the self-clustering of ROOOH molecules
results in free binding energies of -5.2 kcal mol−1. Similar clus-
tering trends are also observed in the case where a dimeric unit
of small atmospheric-relevant molecules, as categorized above,
forms a cluster with either ROOOH or CH3OOOH molecule. The
energetics and molecular structures of these larger clusters are
provided in the Supporting Information of this manuscript.

Overall, the observed Gibbs binding energies between various
atmospheric vapors and hydrotrioxides infer that it is very un-
likely to drive clustering formation in the gas -phase. In addition
to Gibbs free binding energies, the atmospheric concentrations of
participating vapors are important in determining their cluster-
ing potential. Consequently, it is challenging to define a specific
free energy threshold that would result in evaporation rates lower
than collision rates. However, for atmospheric vapors of concen-
trations in the ppt range, a Gibbs free binding energy below -12
kcal mol−1 at 298 K is generally required to lead to clusters with
a possibility to grow,25,74–76 which is not the case in our clus-
tering results of organic hydrotrioxides with small atmospheric
vapors. Nonetheless, at a lower temperature, the Gibbs binding
energy also gets lower. For particle growth, continuous collisions
with available vapors are essential to form larger clusters. How-
ever, at lower temperatures such as the upper troposphere, colli-
sion frequency reduces, and even a highly negative ∆G does not
necessarily lead to significant particle formation rates. Moreover,
Gibbs free energies at T=298 K are reasonably representative of
the conditions most relevant for SOA formation.77 Previous ex-
perimental findings shed light on the participation of oxygenated
organic compounds in the initial steps of new particle forma-
tion.78,79 The reason for this event, could be there are additional
mechanisms, especially via ion-induced80 or covalent interactions
that are overlooked when studying cluster formation. Therefore,
to gain a deeper understanding of cluster formation, it is recom-
mended to investigate cluster-phase chemical reactions involving
oxygenated organic compounds, such as hydrotrioxides, in addi-
tion to their non-covalent interactions.

3.2.2 Comparison of clustering abilities with hydrotrioxide,
hydroperoxyl and hydroxyl moieties

While it is clear that CH3OH, CH3OOH, and CH3OOOH cannot
form stable clusters under atmospheric conditions, we can still

10 | 1–15Journal Name, [year], [vol.],
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Table 5 DLPNO-corrected Gibbs free binding energy (∆GCluster in kcal
mol−1) at 298 K at 1 atm of ROOOH with atmospheric relevant
molecules. Note: MA : methylamine (CH3NH2), DMA : dimethy-
lamine ((CH3)2NH), TMA : trimethylamine ((CH3)3N), SA : sulfuric
acid (H2SO4), NA : nitric acid (HNO3), and FA : formic acid (HCOOH).

Cluster type ∆GCluster

water -0.99
NH3 -5.23
MA -6.22
DMA -6.98
TMA -7.14
SA -9.87
FA -10.18
NA -5.37
dimer -5.23

Fig. 8 Global minimum molecular structure of studied clusters formed
between ROOOH and H2O, NH3, MA, DMA, TMA, SA, FA, NA, or
self clustering calculated at ωB97X-D/6-31++G** level of theory. Color
coding: grey is carbon, red is oxygen, blue is nitrogen, yellow is sulfur
and white is hydrogen.

compare their cluster formation energies with small nucleation
precursors. This comparison aims to assess whether trioxides
form stronger or weaker interactions with acids, bases, and neu-
tral compounds than the corresponding hydroperoxides or alco-
hols. The molecular structures of various studied clusters with
other atmospherically relevant molecules are shown in Figure 9
and their Gibbs free binding energies are listed in Table 6.

The Gibbs free binding energies of CH3-OH/OOH/OOOH clus-
ters with water or for self-clustering are positive in all cases,
with the smallest positive values observed for CH3OOOH. In in-
teractions with basic molecules, cluster formation capabilities
show proportionality with an increase in the number of oxygen
atoms, progressing from CH3OH to CH3OOOH. This trend indi-
cates that hydrotrioxides may form stronger clusters with bases
than hydroperoxides or alcohols. On vice-versa, with the acidic
molecules, the range of Gibbs free formation energies suggests
that the binding capabilities decrease with an increase in num-
ber of oxygen atoms from CH3OH to CH3OOOH (except in the
case of clustering with formic acid). Consistent with the trends
observed in clustering with isoprene-derived hydrotrioxides, the
binding capabilities improve with stronger bases (NH3 < MA <
DMA < TMA, in both CH3OOH/OOOH). Moreover, these out-
comes demonstrate that, besides the number of hydrogen bond-
ing sites, factors such as molecular rearrangement and the size of
substituent groups bonded to oxygen atoms significantly impact
the interaction strength required for new particle formation.

Table 6 DLPNO-corrected Gibbs free binding energy ( ∆GCluster in kcal
mol−1) at 298 K at 1 atm of CH3OH, CH3OOH and CH3OOOH with
atmospheric relevant molecules. Note: MA : methylamine (CH3NH2),
DMA : dimethylamine ((CH3)2NH), TMA : trimethylamine ((CH3)3N),
SA : sulfuric acid (H2SO4), NA : nitric acid (HNO3), and FA : formic
acid (HCOOH).

Cluster type CH3OH CH3OOH CH3OOOH
water 3.34 3.40 2.51
NH3 2.32 1.05 0.45
MA 0.71 1.03 -0.52
DMA 1.63 0.98 -1.19
TMA 0.39 0.32 -1.43
SA -3.19 -2.39 -2.65
NA -0.68 0.38 0.58
FA -3.82 -4.49 -4.76
dimer 2.27 2.09 1.67

4 Conclusion
In this work, we investigated the decomposition pathways of
isoprene-derived hydrotrioxides, as well as those of HOOOH and
CH3OOOH as model systems. Based on the quantum chemical
calculations conducted, the barrierless dissociation reaction into
the corresponding alkoxy and hydroperoxyl radicals outcompetes
the other pathways. The rate coefficient of the pathway (1) is
on the order of 10−1 s−1, indicating that this isoprene-derived
hydrotrioxide decomposition channel is reasonably fast under at-
mospherically relevant conditions. Owing to the 7% yield of
CH3OH in the experiment by Caravan et al. 33 , we studied the
detailed mechanism of pathway (2), which involves dissociation
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Fig. 9 Global minimum molecular structure of studied clusters formed
between CH3-OH/OOH/OOOH and trimethylamine (TMA), ammonia
(NH3), water, formic acid (FA), or sulfuric acid (SA), respectively cal-
culated at ωB97X-D/6-31++G** level of theory. Color coding: grey
is carbon, red is oxygen, blue is nitrogen, yellow is sulfur and white is
hydrogen.

into an alcohol and molecular oxygen. Our study demonstrates
that even for larger isoprene-derived hydrotrioxides, the transi-
tion state arising from the product complex (RO . . .HO2) has half
the barrier energy compared to that arising directly from the tri-
oxide (ROOOH) moiety. This finding is in agreement with the pre-
diction Müller et al. 29 of the methanol formation mechanism, de-
spite their overestimation of the yield. Moreover, we also briefly
compared the alcohol yield among different isomers of isoprene-
derived hydrotrioxide, and also with that of CH3OOOH based on
the energy difference that drives the competition between path-
way (1) and pathway (2). We expect that R2-OOOH, R7-OOOH,
R8-OOOH and possibly R3-OOOH to have higher alcohol yield
relative to the CH3OOOH. It should be noted that, in this work,
we produce accurate transition states of this H-shift via the prod-
uct complex formation for larger hydrotrioxides, using a cost-
effective quantum chemical method.

We conducted a small benchmarking study to elucidate the ac-
curate rates for the pathway (1), especially for CH3OOOH em-
ploying two approaches, using decomposition energies calculated
at various quantum chemical methods. This benchmark analysis
reveals that the discrepancies in the theoretical rates of the path-
way (1) compared to the experimental rates were mainly due to
the systemic error in DFT optimization. This is useful information
for future computational studies regarding the gas phase kinetics
of hydrotrioxides.

Furthermore, due to the reasonable stability of this isoprene-
derivative of hydrotrioxides and their comparable lifetime in
the atmosphere as estimated in the previous study,12 we per-
formed cluster formation studies with other relevant atmospheric
molecules consisting of acids, bases, water, and the ROOOH
dimer.It is evident that small oxygenated organic compounds
cannot form hydrogen-bonded clusters with other small vapor
molecules that are stable against evaporation under atmospheric
conditions. However, we can capture the trends by comparing
the interactions between different functional groups. We found
that hydrotrioxides form stronger bound complexes with bases as

well as sulfuric acid–ammonia clusters compared to correspond-
ing alcohols and hydroperoxides. However, hydrotrioxides are
unlikely to drive atmospheric new-particle formation due to their
relatively weak binding with other atmospheric vapors. Overall,
it infers that the decomposition process acts as a dominant factor
over clustering reactions in the atmosphere. Accurately identify-
ing the reaction mechanisms of ROOOH chemistry is crucial for
advancing our understanding of atmospheric oxidation chemistry
and aerosol formation

12 | 1–15Journal Name, [year], [vol.],
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Data availability 

All the calculated output files (at various levels of theories) cor responding to the three decomposition 
pathways and clustering studies that support the findings of our study will be available in the Zenodo 
repository.
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