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Structurally realistic carbide-derived carbon
model in annealing molecular dynamics
methodology with analytic bond-order potential
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A realistic carbide-derived carbon (CDC) model is developed with the analytic bond-order potential
(ABOP) using annealing molecular dynamics methodology. ABOP, predominantly used to study
crystalline carbon structures, has been applied to produce structurally accurate amorphous carbon
structures. The features of the simulated structures have been compared with those experimentally
determined from chemically synthesized amorphous CDC materials. Notably, the structural changes
observed by varying simulation temperatures closely agree with the trend observed in experiments with
the variation of chlorination temperature. The Arrhenius model establishes the similitude between the
simulated amorphous carbon structures and their experimental reports, relating the simulation annealing
temperature with the experimental chlorination temperature. The atomistic model of porous carbon
structures will facilitate their investigation and optimization in the application of gas storage and energy

rsc.li/materials-advances storage devices.

1 Introduction

Carbide-derived carbon (CDC) is a class of nanoporous carbon
structures featuring materials from amorphous carbon structures
to highly ordered structures such as carbon nanotubes and
graphene.’ CDC structures derived from the selective removal of
metals from carbide materials have applications in different fields
due to their high surface area and well-defined tunable pore size
distribution (PSD).>™ Generally, the synthesis process involves a
reaction between the precursor material and chlorine gas to etch
out metal selectively, followed by thermal annealing. The proper-
ties of the CDC structure, including PSD, are significantly influ-
enced by the choice of the precursor material and the chemical
reaction temperature, also known as chlorination temperature.”
Various binary and ternary materials, such as SiC,” TiC,® TiAIC,,”
and ZrC,°> have been used as the precursor material for
CDC synthesis. The most prominent fields of application for
porous carbon structures include electrochemical energy storage
devices,**** protein absorption,”® and gas adsorption and
storage.'*'® Structures synthesized at high temperatures have a
large percentage of sp>hybridized atoms, resulting in high
conductivity.'"® In addition, the pore diameter in the electrode
and the electrolyte ions’ size significantly influence the specific
capacitance and charging and discharging mechanisms in
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electrochemical capacitors.”*® Electrochemical capacitors with

exceptionally high capacitance have been developed by tuning the
PSD to match the size of electrolyte ions with the pore diameter.’

CDC structures have been extensively characterized with
neutron diffraction, X-ray diffraction, and electron microscopy,
and structural patterns and trends with synthesis conditions
have been observed.'®?® However, empirical methods need
more resolution to fully characterize highly amorphous and
heterogeneous nanostructures, limiting the knowledge about
the structural features that influence performance in different
applications.?' Nanoporous carbon structures have been widely
modeled as the slit-pore model in simulation works.>* This
model consists of two parallel graphene sheets separated by a
characterizing width commonly defined by the peak pore width
from experimental PSD. Other geometric models based on
fullerene*® and polymeric fragments®* have been developed to
emulate realistic porous carbon structures better. In such
models, heterogeneity of realistic carbon models, such as the
effects of surface curvature, edge, and PSD, cannot be incorpo-
rated. However, the effects of ion or gas molecule transport
through interconnected porous structures are of significant
importance in electrochemical capacitors and gas storage
applications.?>*® Therefore, a realistic and accurate porous
carbon model is necessary to gain insight into the effects of
structural heterogeneity on the performance of gas adsorption,
electrochemical capacitance, and ion dynamics.

A more robust approach to modeling nanoporous carbon
structure is through atomistic simulations. One such approach

© 2024 The Author(s). Published by the Royal Society of Chemistry
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is the reconstructive method, where the CDC structure is
formed in the reverse Monte Carlo (RMC)*” simulation techni-
que by generating an atomic configuration conforming to an
experimentally synthesized CDC sample parameter. The RMC
algorithm can be used with a forcefield, known as the hybrid
RMC (HRMC), to avoid unphysical structural features.”®
This reconstructive approach has been implemented to develop
the atomistic model of CDC and other nanoporous carbon
structures.”® > The most critical shortcoming of this approach
is the dependency on experimental data, which are subject to
various systematic biases. Secondly, the radial distribution func-
tion (RDF) data used in the reconstruction cannot capture the
nanometer-sized features, such as porosity and surface curvature.
Thirdly, several structures with different features can be generated
from one-dimensional RDF due to a lack of uniqueness.”* In
addition, the RMC approach only reconstructs an atomistic model
of experimentally characterized nanoporous carbon material but
cannot predict carbon structures developed in different synthesis
conditions.

An alternative strategy of atomistic simulation is the
mimetic approach, which does not require any experimental
data and can predict features of carbon structures developed in
various conditions. Among the mimetic approaches, the
quench molecular dynamics (QMD) method has been studied
and applied extensively to model amorphous silica,>*®
metal,®” and carbon structures.*® Previous QMD studies have
attempted to model porous carbon structures with different
force fields, such as the Tersoff potential,*® reactive summation
state (RSS),*® and the ReaxFF potential.*° One shortcoming of
the previous QMD studies was the absence of graphene layer
stacking in simulated structures, attributed to the short-range
nature of the RSS potential, as this potential cannot model
long-range attraction between graphene layers.”' In a subse-
quent study, the CDC structure was modeled with the ReaxFF
potential, which includes long-range Van-der-Waals and elec-
trostatic interactions to model the non-bonded interaction
between atoms.*' Despite incorporating a reactive force field
with long-range interaction, only a small amount of graphene
sheet stacking was observed at the slowest quench rate of 1 K
per picosecond.

The mimetic approach also includes the annealing methodol-
ogy instead of quenching for generating CDC. The annealing
temperature can be correlated with the reaction temperature of
CDC synthesis, leading to a better match between the simulation
and experimental procedures. The atomistic model of amorphous
carbon has been developed with different force fields, but graphene
layer stacking present in experimentally obtained CDC samples was
not observed.*"*>** Recently, de Tomas et al. carried out annealing
on a metalremoved carbide lattice with the environment-
dependent interatomic potential (EDIP)** force field and observed
good agreement with experimental results.*> Graphene sheet stack-
ing was observed in simulated structures at high temperatures,
conforming to experimentally observed TEM images.

The forcefield used in molecular dynamics (MD) simula-
tions critically determines the accuracy of the simulated
CDC model and its agreement with experimental data. Several
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forcefields for generating CDC models have been reported in
the literature. However, not all potential functions can produce
carbon structures with realistic features of CDC materials.***®
Analytic bond-order potential (ABOP) has been derived from
the tight binding model for ¢ and n bond order through
quantum mechanical analysis.*” This potential function has been
recently re-parameterized for carbon materials to model the
crystalline growth of carbon materials.”® ABOP has been re-
parameterized for modeling the crystalline growth of graphene,
graphite, and carbon nanotubes. Although this forcefield has been
incorporated in simulating crystalline structures, such as penta-
graphene,*® antimony-carbide,” and graphene composite,”" its
application in simulating amorphous carbon has not been inves-
tigated except for the recent study by de Tomas et al*® It was
reported that annealing with ABOP generates hexagonal ring-
dominated highly graphitized carbon structures. The hexagonal
ring percentage formed with ABOP is only second to that formed
with EDIP and equal to that formed with the Gaussian approxi-
mation potential (GAP)*> among all the potentials studied.
Although a machine learning-based potential, such as GAP, is
expected to produce a CDC atomistic model with better conformity
to the experimental sample, the exceptionally high computational
cost, almost 100 times more than ABOP, makes studying large
systems with tens of thousands of atoms difficult.

A forcefield capable of producing structures with a high
percentage of hexagonal rings is essential for generating a
realistic CDC model, as these materials are graphitic. Force-
fields, such as AIREBO, Tersoff, extended Tersoff, Tersoff-S, and
Erhart/Albe, have comparable or lower computational costs
than ABOP.*® However, these forcefields offer much fewer
hexagonal rings and more higher-order rings per atom than
ABOP.*® Consequently, ABOP is the best potential with a
moderate computational cost suitable for generating highly
graphitized amorphous structure. In addition, the fact that
ABOP was developed to model the crystalline growth of carbon
material and the experimental CDC samples are highly graphi-
tic calls for an in-depth investigation of this forcefield in
synthesizing a realistic CDC model.

Only recently, Wang et al. demonstrated graphitized nano-
porous carbon structures with GAP after retraining the model
and introducing several algorithmic modifications to speed up
the simulation.® Wang et al. also reported that the newly
trained potential is almost seven times faster than the original
GAP. Their work produced nanoporous carbon structures with
different densities and compared the simulated diffraction
patterns, partial distribution functions, and pair distribution
functions with the experimental data.>® Further investigation is
necessary to compare the simulated coordination number,
adsorption isotherm, and average pore size with experimental
data extracted from samples synthesized at different tempera-
tures to determine to what extent the simulated structures
generated with this potential conform to experimental samples.

This work explores the application of ABOP in simulating an
amorphous carbon model and demonstrates that a structurally
realistic CDC model can be generated in annealing molecular
dynamics methodology with this potential. Due to the low
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computational cost associated with the ABOP potential, a large
carbon model with tens of thousands of atoms and simulation
time on the order of nanoseconds can be simulated with
moderate computational capacity. In this work, the simulated
carbon models are studied extensively, and structural features,
such as the coordination fraction, ring size distribution (RSD),
RDF, and PSD, have been investigated for the structures gener-
ated with different annealing temperatures. These simulated
features are compared with experimental data of titanium CDC
samples. It is observed that the simulated structures show the
same trend as the experimental samples with the variation of
chlorination temperature. The concept of temperature accelera-
tion modeled by the Arrhenius equation is applied to develop a
relation between the simulation’s annealing temperature and
the experiment’s chlorination temperature. Close agreements
are observed between features of the experimental sample and
features of the simulated structure and in the trend associated
with temperature variation. Correlation between experimental
and simulation temperatures and agreement of the simulated
structures with the experimental ones imply that our methodol-
ogy can produce an atomistic model of experimentally synthe-
sized CDC structure at any intermediate temperature.

2 Simulation methodology

In this work, molecular dynamics simulation has been carried
out with ABOP forcefield in LAMMPS®* software package.
The procedure follows an annealing methodology, where the
simulation temperature is kept constant for a long time to
generate the amorphous carbon structure. This methodology
strongly resembles the experimental synthesis of porous carbon
formation, where the chemical reaction is carried out at a
constant temperature. In subsequent discussions, annealing
temperatures represent temperatures set in the simulations.
In this work, the initial structure is generated by placing
carbon atoms at the lattice sites of a simple cubic (SC) structure
and then introducing slight random variations in their positions.
The mesopore regime comprises pores with diameters from 2 to
50 nm. The simulation box size needs to be several times larger
than the size of the largest pores to capture the formation of pores
with more than 2 nm diameter in simulation. This work set the
simulation box size to ~10 nm for all simulation temperatures.
As observed during simulation, some atoms form C, carbon pairs
and remain detached from the solid structure. The percentage of
such detached atoms increases as the annealing temperature
increases. The mass density is calculated by dividing the total
mass of bonded atoms in the simulation box by the volume of the

Table 1 Summary of density, box length and simulation time information

View Article Online

Paper

100 ] | ) .

mammsmssmsshssEsEmEEn sEsEsssssssEEsENEEAREEEERERE

— 1000 K
- = =1500 K

sp? %

seeeee 2500 K

| | —3000K
0.4 0.6 0.8 1
Normalized time

Fig. 1 Variation of sp® bonded atom percentage with time for simulation
temperatures (Ts). The time is normalized by the total duration of the
simulation.

simulation box. To keep the final mass density of the annealed
structure close to the experimentally observed bulk mass density
of 0.95 g per cc, the initial simulation box length is varied slightly
while keeping the atom number constant to increase the initial
density for increased annealing temperatures. The total number
of atoms is kept constant at 54 872, while the simulation box
length is varied with temperature as given in Table 1. Several trial
simulations are carried out with different initial densities for
simulation temperatures above 1500 K to determine the initial
length of the cubic simulation box.

The carbon structure is annealed at 1000, 1500, 2000, 2500,
and 3000 K with three-dimensional periodic boundary condi-
tions. The simulation temperature (7s) is significantly greater
than the experimental temperatures (7.) to capture the reaction
dynamics within reasonable simulation time by molecular
dynamics simulation. The initial velocity of carbon atoms is
assigned by sampling a Maxwell-Boltzmann distribution at the
annealing temperature. The simulation is carried out long enough
for each temperature until the percentage of sp> bonded atoms is
saturated. Fig. 1 shows the time-evolution of sp” bonded atom
fraction. The time is normalized by the total simulation duration
for different temperatures as given in Table 1. It is observed from
Fig. 1 that longer simulation time is required for higher tempera-
tures to produce a structure where the sp> bonded atom percen-
tage has saturated. The fractions of carbon atoms with other
coordination numbers follow a similar trend, although the satu-
rated values vary for different temperatures. The percentage of sp>
bonded carbon atoms increases sharply at the beginning of the
simulation and gradually reaches a steady state value, showing
an increasing trend with increasing simulation temperature. Once
the bonded atom percentage saturates, the structure shows
no significant evolution with time. The simulation duration varies

Annealing temperature, Ts (K) Initial density (g cm™?)

Final density (g cm™?)

Simulation box length, L (nm) Simulation time (ns)

1000 0.95 0.95
1500 0.95 0.95
2000 0.96 0.947
2500 0.97 0.95
3000 1.03 0.946
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from 200 ps to 10 ns for T = 1500 to 3000 K, as given in Table 1.
The temperature control is imposed by canonical sampling ther-
mostat with Hamiltonian dynamics developed by Bussi et al.*® The
relaxation constant for the Bussi thermostat has been set to 10 fs.
This simulation applies the Velocity-Verlet integration algorithm
with a time-step of 0.5 fs. The time-step is set to a relatively high
value as the structures only contain carbon atoms.*!

The high temperatures of the annealing simulation render
the atoms significantly deviated from their mean position in the
structures produced from the simulation. As a result, the energy
of the structure obtained from the annealing simulation is
minimized in the conjugate gradient algorithm before further
analysis. The non-bonded atom pairs are removed by evaluating
the coordination number of each atom and discarding any atom
with a coordination number less than 2. The coordination
number is calculated by counting the neighbors within a cutoff
of 1.85 A. This cutoff also defines bonding between atoms.
Snapshots of cross-sectional views of annealed structures are
rendered, and RDFs are calculated with the OVITO software
package.’® RSD is calculated using the algorithm developed by
Franzblau et al to determine the shortest path ring.’” Pair
distribution functions (PDF) are calculated using eqn (1)

G(r) = 4anrpolg(r) — 1], (1)

where g(r) is the RDF and p, is the average number density of
the simulated carbon model.

For comparison with experimental results, RDF data have
been convoluted with a Gaussian distribution having a stan-
dard deviation of 0.11 A to consider the effect of finite max-
imum scattering vector.*> PSDs are derived using the code
written by Bhattacharya et al.**°® This algorithm calculates
the pore diameter by evaluating the diameter of spheres that
do not overlap with each other and the pore walls. The mini-
mum probe diameter has been set to 3.4 A with an error
tolerance of 0.01 to terminate the iterative process. The PSD
calculated in this way is referred to as the geometric PSD in
literature.

The adsorptive property of the MD-generated carbon model
structures has been studied by simulating adsorption isotherm
with grand canonical Monte Carlo (GCMC) simulation in
Cassandra open source software package.’® The simulations
consider argon as the adsorbate fluid at a constant temperature
of 77 K. Interaction between the carbon and argon atoms is
modeled with 12-6 Lennard-Jones (L]J) potential with a cutoff
distance of 15 A. For carbon and argon, the energy parameters
are ec/ks = 28.0 K, ear/ks = 120.0 K, respectively, and the size
parameters are gc = 3.4 A, oa = 3.405 A, respectively.®® The
cross parameters for interaction between argon and carbon are
calculated from the Lorentz-Bertholet mixing rule.®" The num-
ber and position of only argon atoms have been varied in
GCMC simulation to achieve the lowest energy state, while
the carbon atoms are considered to be fixed in position and
number. Equal probabilities are set for the insertion, deletion,
and translation of atoms in this simulation. Multiple short
simulations of 2 million steps have been carried out at each
pressure point till the number of argon atoms saturates for a

© 2024 The Author(s). Published by the Royal Society of Chemistry
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particular pressure. The number of atoms saturates within 4
million steps at most of the pressure points.

Establishing a relationship between experimentally pro-
duced CDC structures and simulated porous carbon structures
is of major concern in the field of molecular dynamics simula-
tion. In recent work, the concept of temperature acceleration®?
has been applied to develop a relationship between annealing
temperature of simulation and experimental temperature,
assuming the reaction dynamics can be modeled by Arrhenius
behaviour, as given by*’

Ty = —f—; X {log (;—‘:) - kBE;"J' (2)
Here, Ty is the calculated simulation temperature, kg is the
Boltzmann constant, ¢ is the experimental synthesis time set to
10" s from experimental work of Dash et al,® and ¢, is the
simulation time, as given in Table 1. The only unknown
parameter in eqn (2) is the activation energy parameter E,,
which was estimated by comparing the PDF, sp” percentage,
and cross-sectional snapshots of simulated structures to
reported data of experimentally synthesized CDC structures.
Primarily, the correlation between Ts and 7. was aimed to
establish in a way such that the trend observed in experimental
data with temperature agrees with the simulated data. In the
process, good agreement between experimental and simulated
parameters for individual temperatures was observed, espe-
cially for PDFs, as shown in Fig. 6.

Establishing the one-to-one correspondence between T, and
Ts starts by calculating 7 from eqn (2) considering T, as an
input. Then, the closest simulation temperature (7s) to the
calculated temperature (7%) is regarded to correspond to the
experimental temperature (7.). The maximum deviation
between Ts and 7§ is calculated to be 8.6% when T, =
1200 °C, denoting the upper limit of temperature that can be
evaluated by this simple model. The range of value for T.
covered by this model, and the variation of 7§ as well as T
are depicted in Fig. 2. Fig. 2 shows the variation of Ty with T,
and the corresponding simulation temperatures (7Ts). Estima-
tion of E, enabled the calculation of Ts from any 7. provided
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Fig. 2 Correlation between simulation temperature (Ts) and experimental
temperature (T,) calculated from egn (1). The experimental temperatures
and time (t. = 10 s) are taken from ref. 6. The simulation parameters are
tabulated in Table 1.
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that 400° < T. < 1200 °C. Once Ts is known, our methodology
can generate the atomistic model of the CDC structure experi-
mentally synthesized at T. temperature.

3 Results

In this work, annealing molecular dynamics simulations
have been conducted at five temperatures ranging from 1000
to 3000 K. The simulation parameters are summarized in
Table 1. As previously observed, isolated atom percentages
increase as the annealing temperature increases in simula-
tions. Table 1 shows the initial densities of carbon structures
in the simulation box for different temperatures that result in
the desired final mass density of 0.95 g per cc. The maximum
deviation observed is only 0.42%, which occurs at 3000 K.

Fig. 3 compares the cross-sectional snapshots of simulated
annealed structures at different temperatures with TEM images
of samples at corresponding experimental temperatures.'®"
The simulated snapshots and experimental TEM images are
compared side by side to elucidate the similar trends in
graphitic sheets and pore sizes in experimental and simulated
structures with increasing temperatures. Snapshots of a thin
cross-section of the simulated structures are shown to visualize
pores better. Although void pores cannot be directly observed in
the experimental samples, their sizes and distributions can be
estimated by looking at the surrounding graphitic pore walls.
Highly amorphous carbon structures with no visible graphene
sheet fragments are formed for T. < 600 °C. Relatively small-
sized pores are observed to be uniformly distributed through-
out the structure. For T, > 800 °C, structures with larger and
planar graphene sheets and larger pore sizes emerge. With
increasing temperature, the structures manifest larger straight
graphene fragments stacked together. The CDC structure
synthesized at T, = 1200 °C exhibits the highest number of
stacked graphene layers, as shown in Fig. 3(e).

At Ty < 2000 K, carbon structures with small curved
graphene fragments with tiny diameter pores less than 20 A
are formed. The pores are observed to be distributed uniformly
throughout the structures. At Ts = 2000 K, large graphene sheets
are observed, agreeing with the TEM image of the structure at
T. = 800 °C, although the graphene layer stacking is not
observed in this simulated structure. Large graphene sheets
with small curvature and double-layer stacking are observed in
the simulated structure annealed at 2500 K. Graphene sheet
stacking observed at this temperature is in excellent agreement
with the experimental TEM image. When Ts = 3000 K, a high
degree of long-range order with flat graphene sheet stacking up
to 3 layers is observed. Even though a high level of graphene
sheet stacking up to four layers, as observed in experimental
samples, could not be generated with simulation. However, the
trend present in experiments has been clearly captured by the
simulated structures with the variation of the simulation
temperature.

RSD is a measure of the medium-range order of an amor-
phous structure. A ring is defined as a closed path that can be
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Fig. 3 (a)-(e) TEM images of experimental samples synthesized at tem-
peratures (T,) of 400, 600, 800, 1000, and 1200 °C, respectively. (f)-(j)
Cross-sectional view of 1.5 nm slab of simulated structure annealed at Ts =
1000, 1500, 2000, 2500, and 3000 K, respectively. TEM images in panels
(a), (d), and (e) are reprinted with permission from ref. 19. Copyright 2015
American Chemical Society. TEM images in panels (b) and (c) are reprinted
with permission from ref. 10. Copyright 2006 Elsevier Ltd.

© 2024 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4ma00171k

Open Access Article. Published on 07 June 2024. Downloaded on 7/16/2025 5:26:00 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

traced among bonded atoms. The ring size is determined by
counting the number of atoms or bonds in the closed path. The
RSD of graphene consists of only hexagonal rings with a ring
per atom value of 0.5, the highest percentage of a structure’s
hexagonal ring fraction. The simulated structures are analyzed,
and the number of triangular to octagonal rings is counted. For
comparing the RSD of different annealed structures, the ring
counts are divided by the total number of atoms remaining in
the simulation box after removing the isolated atoms. The RSD
of physical samples cannot be determined by experimental
characterization tools. Therefore, simulation results for this
parameter are not compared with experimental data. It has
been observed that no triangular and quadrilateral rings are
formed in annealed structures at any simulation temperature.
The summation of pentagonal to octagonal rings per atom
increases initially and saturates at 2000 K as the hexagonal ring
fraction approaches the graphitic limit. For all temperatures,
the RSD is dominated by the hexagonal ring, and this percen-
tage increases with the increasing simulation temperature, as
shown in Fig. 4(a). It implies that the annealed structures
become increasingly graphitic, resulting in a higher degree of
short-range order. The percentage of other rings, except for
hexagonal rings, decreases with the increasing temperature.
Fig. 4(b) shows the fraction of non-hexagonal rings for
different temperatures. The octagonal ring fraction remains
small at low temperatures and tends to zero at high tempera-
tures. Therefore, rings larger than octagons were not counted as
their percentages were too insignificant. The percentage of the
heptagonal ring is slightly greater than the pentagonal ring,
especially when Ts < 2000 K. Different percentages of the
pentagonal and heptagonal rings indicate the presence of
curved graphene sheets, consistent with the observation in

{ { { |
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5 041
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0.2 \ \ | |
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Fig. 4 Variation of (a) hexagonal, (b) pentagonal, heptagonal, and octa-
gonal rings per atom with the simulation temperature (Ts).
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Fig. 3. The pentagonal and heptagonal ring counts are almost
equal at Ts = 2500 and 3000 K. If the number of pentagons and
heptagons are equal, there will be no spherical curvature
according to Euler criteria.*® Fig. 3(i) and (j) show that large
and planar graphene sheets are formed with small curvatures at
Ts = 2500 and 3000 K. The difference between heptagonal and
pentagonal rings is the smallest at Ts = 3000 K, resulting in the
largest flat graphene sheet formation among all the structures
generated in this work.

The pair distribution function (PDF) represents the number
of atoms in a spherical shell with a radius of r, centering a
reference atom and averaging over all atoms. Eqn (1) can be
written as G(r) = 4nr{p(r) — po], where p, and p(r) are the average
and local atom densities, respectively, at a distance r. As evident
from the equation, the PDF oscillates around zero and shows
prominent peaks at distances corresponding to distances
between atoms.®® The negative value of PDF represents that
the local density at that distance is smaller than the average
density. Fig. 5 shows the PDFs of simulated structures for
r < 10 A, annealed at different annealing temperatures. The
positions of the peaks in these PDFs resemble that of an ideal
graphene structure, indicating the graphitic nature of these
structures and supporting the observations from previous
results. The peaks appearing at 1.43, 2.47, and 2.83 A correspond
to the first, second, and third nearest neighbors in a graphene
structure composed of hexagonal rings. Subsequent peaks at
3.78, 4.27, and 4.95 A are representatives of atoms in neighbor-
ing hexagonal rings. The peak at 5.15 A is only visible at T >
2500 K. With increasing temperature, the peaks become nar-
rower and more prominent, indicating a higher degree of
graphitization with the temperature rise. The structure annealed
at 3000 K is the most graphitic as the long-range order is
observed with the presence of narrow and visible peaks beyond
6 A, as shown in Fig. 5. The small peak observed at 3.2 A is due to
the presence of heptagonal rings in the simulated structures.®*

3000
2500
2000

1500
1000

Ts (K)

p (l\.) 10

Fig. 5 Pair distribution function (PDF) for simulated structures annealed at
five simulation temperatures (Ts).

Mater. Adv,, 2024, 5, 5738-5748 | 5743


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4ma00171k

Open Access Article. Published on 07 June 2024. Downloaded on 7/16/2025 5:26:00 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Materials Advances

The simulated PDFs are compared with the experimentally
determined X-ray diffraction PDFs obtained by Forse et al.®* In
Fig. 6, PDFs of experimental samples synthesized at 600, 800,
and 1000 °C are compared with the calculated PDFs annealed at
1500, 2000, and 2500 K, respectively. The correspondence
between Ts and 7. has been established by the Arrhenius
relation. Excellent agreement between the simulated and
experimental data has been observed in the positions and
heights of the peaks, except for the third peak at 2.88 A.
Nevertheless, this degree of conformity to experimental PDF
over three different temperatures has never been reported in
the literature. With increasing temperature, the peaks of the
experimental PDFs become more pronounced, and a similar
trend is observed in the simulated PDFs. At Ts = 2500 K,
although the third simulated PDF peak occurs at the same
position as the experimental PDF, the heights do not match. In
a recent work by de Tomas et al.,*> good agreement between the
simulated and the experimental PDFs corresponding to the
CDC sample synthesized at 1000 °C was reported but failed to
reproduce the peaks beyond 4 A for the experimental sample of
600 °C. On the other hand, the PDF of the simulated structure

\ | \ ]

—1T, =600°C
= 1500 K

——T, =1000°C
----- Ts = 2500 K |

Fig. 6 Comparison between simulated and experimental pair distribution
functions (PDFs) obtained from X-ray diffraction for simulation tempera-
ture (Ts) of (a) 1500 K, (b) 2000 K, and (c) 2500 K. The experimental results
are reported by Forse et al.%*

5744 | Mater. Adv, 2024, 5, 5738-5748

View Article Online

Paper

corresponding to 600 °C from this work accurately reproduces
the numbers and positions of peaks beyond 4 A, as shown in
Fig. 6(a).

Fig. 7 presents the sp>hybridized atom percentage varia-
tions with Ts. An increasing trend in the sp>-bonded atom
percentage is evident from the figure, reaching 98.3% at T =
3000 K. The sp>-bonded atom percentage remains <2% for all
structures. The sp-bonded atom percentage decreases from
21% to 1.60% as T increases from 1000 to 3000 K. The average
coordination number for the simulated structures varies
from 2.80 to 2.98, agreeing well with the previously reported
variations from 2.95 to 3.05 by de Tomas et al.*> The large sp-
percentage indicates the graphitic nature of the annealed
structures and reveals a higher degree of graphitization with
increasing temperature. Experimentally determined sp” data
available in literature®® for temperatures corresponding to the
simulation temperatures are also plotted in Fig. 7 for compar-
ison. The experimental data for 400 °C is not available in the
literature and could not be compared with the simulated result.
Good agreement is observed at the high-temperature range,
while deviation is observed in the low-temperature range. The
experimental data spanning the temperature range from 500 °C
to 3000 °C show an overall increasing trend. Such an increasing
trend is also seen in our data; however, the experimental
temperature range to which our data is compared does not
exhibit a strong increasing trend.

Adsorption isotherm is an integral property of the CDC
sample as it is used for determining PSD experimentally. In
an experimental setup, N,, CO,, CH, gases can be adsorbed in
the porous structure to calculate the adsorption isotherm. To
reduce simulation run-time, adsorption isotherm is calculated
from Ar gas adsorption in simulated porous models, as the Ar
molecule consists of only one atom. GCMC simulated argon
adsorption isotherms at 77 K are compared with the experi-
mental data reported by Dash et al.® Conventionally, adsorption
isotherm is plotted against relative pressure (P/P,) where P, is
the saturation pressure, beyond which the adsorbate volume

T. (°C)
400 600 800 1000 1200
100 [~ | I —
X 90 -
&
20 —@—Simulation |
¥ Experiment
| I | l
1000 1500 2000 2500 3000
Ts (K)

Fig. 7 Comparison between sp2-hybridized atom percentage variations
with simulation (Ts) and experiment (T,.) temperatures. The experimental
data are reported by Glasel et al.2°

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Comparison between the experimental and GCMC simulation generated argon adsorption isotherm at 77 K and low-pressure region for
structures developed at different temperatures. The experimental data is reported by Dash et al.®

does not increase with an increase in pressure. The results in
Fig. 8 are given assuming P, = 1 atm.

The isotherms calculated from experimental CDC samples
exhibit increasing adsorbed volume of argon at P/P, = 1 with
increasing synthesis temperature T.. A similar trend is observed
for simulated carbon structures where the absorbed volume
gradually increases from 432 to 513 cm® g~ ' as Ts changes from
1000 to 3000 K. The slight increase in pore volume with
temperature is also reflected by the porosity, i.e., the ratio of
void space to the total volume of a system. The calculated
porosity is in very close agreement with the experimentally
reported 57%," albeit the variation between 57.6% and 61.7%
for Ts of 1000 and 3000 K, respectively. The simulated adsorp-
tion at a high relative pressure does not match the experimental
data. This deviation can be attributed to the heterogeneous
nature and considerable density variation in experimental
samples with length scale inaccessible by MD simulation. On
the other hand, at a low-pressure regime, due to the low density
of adsorbate, carbon argon interaction should be the principal

© 2024 The Author(s). Published by the Royal Society of Chemistry

influence on adsorption.*' As a result, while it is not possible
to achieve quantitative conformity at high relative pressure
between experimental and simulated isotherms, qualitative
comparison at low-pressure regimes should be feasible. The
comparison between simulated and experimental adsorption
isotherms at low relative pressure regions is presented in Fig. 8.
The strong adsorption at low-pressure regions indicates the
presence of micropores in simulated structures. At Ts = 1000 K,
the simulated isotherm slightly overestimates the experimental
value while maintaining an identical trend. For Ts < 2500 K,
the isotherms shift slightly upwards with increasing simulation
temperature, failing to capture the trend observed in experi-
ments. For Tg > 2500 K, the isotherms shift downwards with
temperature, conforming to the experimental observation and
indicating reduced pore volume in the micropore regime.

Fig. 9 represents the normalized geometric PSD, calculated
following the method of Gleb and Gubbins.?® It is evident that
the largest diameter of pores in the distribution is proportional
to the annealing temperature. A similar trend can be observed
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Fig. 9 Normalized pore size distribution (PSD) for annealed structures at
different simulation temperatures (Ts).

in the cross-sectional snapshot shown in Fig. 3, where the
emergence of pores with larger sizes is visually observed with
increasing simulation temperature. The PSD gradually shifts
rightward as Ts increases. At Ts = 1000 K, the PSD is narrow
with a relatively small dispersion. With increasing temperature,
more dispersed PSD is observed, extending up to 34 A at Ts =
3000 K. For Ts < 2000 K, the pore size is confined in the
micropore regime, ie., <20 A. For Ts > 2000 K, the PSD
extends into the mesopore regime. The formation of mesopores
justifies the necessity of a large system size for simulation, as
implemented in this work.

Experimentally, the PSD cannot be determined directly
from the samples. The experimental pore size reported by
Dash et al.® is calculated using the non-local density functional
theory (NLDFT) from the argon adsorption isotherm at 77 K
and carbon dioxide adsorption isotherm at 273 K. As the
simulated PSD and experimental PSD are calculated using
different methodologies, they have not been compared directly.
However, the variation of average pore diameter with simulation
and corresponding experimental temperature is shown in Fig. 10.
The average geometric pore size overestimates the experimental
data. In addition, in experimental samples, a decrease in the

T. (°C)
- 400 600 800 1000 1200
L 16 | | |
o)
% 14 [~ —O—Simulation 2
= —® -Experiment ’
g 12— , —
e e
2,10 o ——— &
(] -
& 8§ e N
b5 —-_——— ar
Z 6Ll * | | |
1000 1500 2000 2500 3000
Ts (K)

Fig. 10 Comparison between the variation of average pore size of
experimental samples and simulated structures with temperature. The
experimental data are obtained from ref. 6.

5746 | Mater. Adv., 2024, 5,5738-5748

View Article Online

Paper

average pore diameter is observed as the temperature increases
from 400 to 600 °C. Apart from this temperature range, the
simulated average pore diameter follows the increasing trend of
the experimental average pore size. The offset between the
experimental and simulated data is attributed to the difference
in methodologies for calculating PSD. Notably, the PSD calculated
using the NLDFT method depends on the adsorbate molecule’s
size, while geometric PSD has no such dependency.

4 Conclusion

This work has reported the first application of ABOP in generat-
ing structurally realistic CDC models. Simulations carried out
with large simulation boxes and for long simulation time have
resulted in carbon models with realistic structural features,
which have been compared with the experimentally generated
TiC-CDC samples. Annealing with higher temperatures and
longer simulation time have resulted in more ordered and
graphitized carbon structures. The Arrhenius model has been
applied to formulate a one-to-one relation between simulation
and experimental temperatures. The comparison between TEM
images and cross-sectional snapshots of the simulated struc-
tures reveals the structural similarity between experimental and
simulated samples. The simulated structures in this work exhibit
the same trend in the variation of structural parameters as the
experimental structures as the temperature increases. Although
our simulated models have a higher degree of graphene sheet
stacking than previous quench-generated models, they still need
to be in the order of experimental samples. The adsorption
isotherms in the low-pressure region indicate that the structures
are populated with many micropores, which agrees with experi-
ments qualitatively. Despite a few limitations, the carbon model
generated in the annealing methodology in our work has more
realistic features than any other quench-generated models
reported previously. Furthermore, due to the low computational
cost of ABOP forcefield, larger systems can be simulated for a
long simulation time, and realistic carbon structures can be
produced and analyzed swiftly. Realistic carbon models with
porous carbon electrodes are essential for supercapacitor simu-
lation studies. The porous carbon model generated in our work
could be applied to study the non-ideal effects of the surface
curvature, spatial distribution of pores, and pore accessibility of
ions on supercapacitor device performances.
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