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l solvation at the air–water
interface†

Kenneth D. Judd, Sean W. Parsons, Dmitry B. Eremin, Valery V. Fokin
and Jahan M. Dawlaty *

Despite significant research, the mechanistic nuances of unusual reactivity at the air–water interface,

especially in microdroplets, remain elusive. The likely contributors include electric fields and partial

solvation at the interface. To reveal these intricacies, we measure the frequency shift of a well-defined

azide vibrational probe at the air–water interface, while independently controlling the surface charge

density by introducing surfactants. First, we establish the response of the probe in the bulk and

demonstrate that it is sensitive to both electrostatics and hydrogen bonding. From interfacial

spectroscopy we infer that the azide is neither fully hydrated nor in a completely aprotic dielectric

environment; instead, it experiences an intermediate environment. In the presence of hydrogen bond-

accepting sulphate surfactants, competition arises for interfacial water with the azide. However, the

dominant influence stems from the electrostatic effect of their negative heads, resulting in a significant

blue-shift. Conversely, for the positive ammonium surfactants, our data indicate a balanced interplay

between electrostatics and hydrogen bonding, leading to a minimal shift in the probe. Our results

demonstrate partial solvation at the interface and highlights that both hydrogen bonding and

electrostatics may assist or oppose each other in polarizing a reactant, intermediate, or product at the

interface, which is important for understanding and tuning interfacial reactivity.
Introduction

The reaction rate of many important chemical reactions is
accelerated when the reaction occurs in systems with a large
amount of “excess interface” between water and air or oil, in
some cases by multiple orders of magnitude. This reaction
enhancement has been observed in hydrophobic-water
emulsions,1–4 small water droplets (<100 mm),5–7 and thin
aqueous lms.8,9 Reaction acceleration in these systems is oen
accompanied by improved product selectivity,6,10–14 and some
reactions which do not proceed in bulk water such as sponta-
neous hydrogen peroxide generation have been found to occur
in these aqueous droplets.7 These interface-rich systems have
been proposed as the ideal environments for the origin of
biogenic molecules15–17 and reactions relevant to the origin of
life have recently been reported in microdroplets.18–22 In addi-
tion, it is believed that aqueous interfaces may have untapped
potential for chemical synthesis at large scale.9,23–27 A question
that remains unanswered, however, is whether these enhanced
of Southern California, Los Angeles, CA
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354
reaction rates and the related phenomena translate to the
planar air/water interface. Otherwise stated, are these observa-
tions at micro-level exclusively a product of the complexity of
processes occurring during nebulization, which is oen used in
electrospray ionization mass spectrometry?28–30 Or are these
phenomena translatable at scale to preparative production of
added-value chemicals using properties of aqueous interfaces,
similar to phase transfer catalysis?25,31,32

Currently, there is no unied theory that explains the inter-
esting behaviour of chemical reactions at the aqueous interface.
The most commonly invoked hypotheses are the presence of
strong interfacial electric elds5,7,33–38 and the reaction ener-
getics associated with partial hydration at the aqueous/
hydrophobic interface.5,39–42 Electrostatics and hydration are
two centrally important quantities that dictate solvation. To
better understand solvation, or more specically, electrostatics
and hydrogen bonding at the air–water interface, here we report
a tailored surfactant bearing an azide group that is sensitive to
these effects. Azides have been extensively studied as vibrational
probes in complex environments and their behaviour is well-
known.43–57 Our azide surfactant forms a well-dened mono-
layer at the interface and its density is precisely controlled in
a Langmuir trough. The electrostatics of the interface is
controlled by surfactants with charged headgroups that are
mixed within the azide monolayer in well-dened proportions
veried by interfacial spectroscopy. Neutral alcohol-bearing
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Langmuir trough P–A isotherms of the pure azide monolayer
(green) and mixed monolayers of azide with the charged surfactants at
the highest charge densities. The dashed lines illustrate how the MMA
was determined at P = 30 mN m−1 which is the surface pressure the
monolayers were held at throughout IRRAS data acquisition.
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surfactants are used to change the effective hydration of the
probe at the interface without altering the surface electrostatics.
Finally, the inuence of ions in the bulk subphase is indepen-
dently controlled by varying the salt concentration. With control
over the above variables, the azide vibrational spectra are
collected by IR Reection Absorption Spectroscopy (IRRAS). The
shi of the azide antisymmetric stretching frequency which
reports on its local electrostatic and hydration environment
over a few angstroms scale is analysed.

Our results reveal several new insights, including an inter-
mediate or partially solvating interfacial environment,
a balance between the electrostatics and hydrogen bonding,
and the relative insensitivity of the probe to the bulk salt
concentration. The cartoon in Fig. 1 depicts the various mixed
monolayers in this study, along with the names of themolecules
and their corresponding acronyms used in this paper.

Results and discussion

First, we present results on control over surface density of the
molecules using the Langmuir trough and its verication by
IRRAS. Then we will discuss the spectral shis of the azide peak
when the various tuning parameters of the experiment such as
azide density, surface charge, and subphase ionic strength are
varied. This will be followed by the interpretation of the shis as
a competition between electrostatics and hydration of the azide
probe.

The pure azide surfactant (AzEOH) produced a well-dened
surface pressure–area (P–A) isotherm shown in Fig. 2 (green
line), with collapse occurring at a mean molecular area (MMA)
consistent with other single-tailed saturated surfactants.58–62

Isotherms of the highest charge density mixed monolayers of
sulphate and ammonium are also shown in Fig. 2. These
isotherms are similar to the pure azide aside isotherm aside
from a small expansion in the MMA and an increase in surface
pressure at monolayer collapse, both of which are common with
charged monolayers.60,63 Note that for all spectroscopic
Fig. 1 Cartoon depiction of monolayers investigated in this work. The p
eicosanol (AzEOH) and AzEOH mixed with (B) eicosanol (EOH), (C) eic
molecular areas correspond to 30 mN m−1 surface pressure and the pe

© 2024 The Author(s). Published by the Royal Society of Chemistry
measurements, the surface pressure was held at a constant
value of 30 mN m−1.

The corresponding change in the MMA for each surfactant
was accounted for in calculating the net surface density of each
species as:

AzideðN3Þdensity ¼ cAzEOH

MMA
(1)

s ¼ cENH3
þ

MMA
¼ �cESO4

�

MMA
(2)

where ci is the mole fraction of component i and s is the surface
charge density.

The MMA for each combination of species at every
surface density was retrieved from multiple P–A isotherm
anels from left to right show (A) the pure azide surfactant 1-azido-2-
osylsulphate (ESO4

−) and (D) eicosylammonium (ENH3
+). The mean

rcentage of ESO4
− and ENH3

+ varied between 10% and 50%.
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Fig. 4 Linear correlation between the spectral area of the azide peak
from Fig. 3 as a function of azide surface density, confirming the
successful dilution of azides at the interface by the charged surfac-
tants. The dashed line is a linear fit to all data points with a slope of
0.1191.
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measurements to acquire error bars (Section S2†). With the
accurately determined MMA, the surface charge density linearly
increased as a function of the charged species contribution to
the monolayer. It could be tuned between −1.9 e nm−2 and
+1.9 e nm−2 using the two charged surfactants, with the two
extremes corresponding to 50% of the molecules on the surface
carrying a charge.

Mixed monolayers of ammonium were prepared over
a 10 mM HCl subphase (Section S3†) to ensure its full proton-
ation and stability as shown in previous work.64 For consistency,
the same ionic strength was maintained for the mixed sulphate
monolayers with 10 mM NaOH in the subphase. For further
consistency, the pure azide monolayers were separately
prepared over both 10 mM HCl and 10 mM NaOH, which
produced identical IRRAS spectra (Section S2†) conrming the
choice of ions in solution at this concentration did not affect the
azide peak. The data from both acidic and basic subphases were
included in the data analysis for the pure azide monolayer.

Fig. 3 shows the evolution of the spectra of the azide peak as
the monolayer is diluted by the ammonium or sulphate
surfactants. As expected, the net azide peak area decreases as
azide is replaced by the charged surfactants. The peak area as
a function of azide density is shown in Fig. 4. The points t very
well to a straight line, and this linear behavior conrms the
correct assignment of the surface densities for various surface
species. It also conrms that the charged surfactants are not
lost to the subphase and contribute to the monolayers by
diluting the azide at the correct proportion. Note that the gure
does have error bars on the horizontal axis for each data point,
which is retrieved frommultipleP–A isotherms for each species
(Section S2†). However, these error bars are nearly impercep-
tible in comparison to the larger error bars for the IRRAS peak
areas.

With the above description establishing condence in
dialing the correct azide and surface charge density, now we
Fig. 3 IRRAS spectra of azide stretch at the surface as it is diluted by t
pressure.

8348 | Chem. Sci., 2024, 15, 8346–8354
consider the spectral shis as a function of various parameters.
The frequency of the azide peak as a function of charge density
is plotted in Fig. 5. In a previous study, both the peak frequency
(mode) and the frequency that splits the spectral area in half
(median) were considered to analyse the shi of the azide
peak.54

We also retrieved bothmetrics for our spectra, but since peak
frequency (mode) is most commonly used, we report it in the
main text. The trend for the median frequency is shown in
Section S5† and follows a qualitatively similar behaviour. The
data shows a nearly linear blue-shi of about 3 cm−1 relative to
pure azide with increasing negative surface charge. However,
he (A) ammonium and (B) sulphate surfactants at 30 mN m−1 surface

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Frequency of the azide peak as a function of surface charge
density. Additional details and peak properties can be found in Section
S5.†
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increasing the positive surface charge produces only a modest
initial blue-shi that tapers off towards higher charge density.
This behaviour is more evident in the median frequency trend
shown in the ESI,† and even suggests a red-shi of the azide at
higher positive charge densities.

To understand the trend, it is important to note that two
major factors inuence the solvation of the azide probe and
consequently its frequency – electrostatics and hydrogen
bonding. While the charged heads change the interfacial elec-
tric elds, they also alter the hydrogen bond network and
hydration of species at the interface. Prior to further discussing
the trend, it is necessary to understand the behaviour of azide
towards hydration and local dielectric solvation in the bulk.

Since our azide has a long hydrophobic tail, it is not suitable
for bulk solvatochromic studies in many solvents. Furthermore,
since our azide is slightly modied for surface activity by an
additional alcohol group, we cannot use the published azide
solvatochromic data. Therefore, to understand the behaviour of
azide in the bulk, we synthesized a shorter surfactant with six
carbons and the same headgroup structure as AzEOH. This
change in chain length is not expected to change the response
of the azide head to its local environment signicantly. The
frequency of this azide in bulk solvents is shown in Fig. 6. Note
that we have classied the solvents into two groups, protic
(Fig. 6A) and aprotic (Fig. 6B), as is customary in solvatochromic
studies.54,56,65,66 Furthermore, we plot the frequency with respect
to the commonly accepted Kamlet–Ta (KT) parameters of the
solvents.67–74 The KT parameter a represents the strength of
hydrogen bond donation of a solvent. As shown in Fig. 6A, our
azide frequency in protic solvents blue-shis with increasing
hydrogen bond donation consistent with prior work.54,56

A similar trend is observed with respect to the pKa of the
solvent (Section S6†), with the more acidic solvents causing
a larger blue-shi. Azide is particularly sensitive to hydrogen
bond donation from water54 and its frequency within bulk water
serves a reference point for the state of maximum hydration,
© 2024 The Author(s). Published by the Royal Society of Chemistry
which we will compare to the interfacial hydration later. Since
the bulk hydrogen bond network of water hydrates the azide
maximally, any reduction in that network by interfacial
constraints is expected to redshi the azide. We will shortly use
this lesson from the KT a plot for analyzing our surface data.

For the aprotic solvents, the azide frequency in bulk solution
is plotted versus the KT-p* parameter, an empirical parameter
indicating the solvent dipolarity.69 Note that some aprotic
solvents may also have a non-zero KT a. To avoid convoluting
the two effects, we have only considered aprotic solvents whose
reported KT a = 0, as is customary with this type of anal-
ysis.66,69,75 The azide frequency, as shown in Fig. 6B, shows an
expected red-shi with increasing solvent dipolarity. Taking
cyclohexane as a reference, note that DMSO induces a red-shi
of about 5 cm−1. This contrasts with hydrogen bonding due to
water which induces a 9 cm−1 blue-shi relative to cyclohexane.
This observation highlights the importance of hydrogen
bonding in dictating the azide frequency. The KT p* plot indi-
cates that our azide does respond to the solvent dipolarity, and
therefore likely to the local electrostatics of the interface. Even
though varying values of Stark tuning rates have been reported
for various azides in the literature,43,44 it is agreed that azides do
respond to electrostatic elds and our data is consistent with
that view. Our data indicates the direction of the electrostatic
shi is the same as the more studied nitrile group.56,66,76,77

Armed with the knowledge of the behaviour of our azide in
the bulk, we return to the interpretation of the azide at the
interface. The data from Fig. 5 is shown again in Fig. 6C, this
time in the context of the values obtained in bulk solvents. In
addition, the azide peak of 40% eicosanol (EOH) was deter-
mined and included in this plot. First, the pure azide frequency
2105.4 cm−1 (green point in Fig. 6C) is signicantly red-shied
from the azide immersed in bulk water (2112.3 cm−1, Fig. 6A).
Azide in the typical extremes of aprotic solvents, DMSO and
cyclohexane, exhibits a shi to 2098 cm−1 and 2103 cm−1

respectively (Fig. 6B). Therefore, the frequency of azide at the
interface corresponds to neither a fully hydrated azide nor to an
azide in a low dipolarity solvent. This is a clear indication of
partially solvating interfacial environment. Parsing this partial
solvation to electrostatic and hydrogen bonding contributions
is more involved and will be discussed shortly.

The above observation has relevance for reactivity at the air–
water interface because the azide can be imagined as a reactant
that is inuenced by electrostatics and hydration environment
of the interface. Our data suggests that the interface may induce
a net effect on such a reactant that may not be achievable in
either water or any dielectric solvent.

In all the above, an important piece of the surface electro-
statics is missing, which is the ionic strength of the subphase.
Ions within the solution affect the surface electrostatics both
through non-specic screening of the surface potential and
specic binding to charged groups at the interface. Therefore, it
is imperative to study the inuence of salt in the subphase on
the frequency shis. Since this inuence is expected to be the
largest for highly charged surfaces, we performed our IRRAS
experiments for the highest charge density mixed monolayers
discussed earlier, but with a total ionic strength of 100 mM and
Chem. Sci., 2024, 15, 8346–8354 | 8349
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Fig. 6 Comparison of the frequency of azide at the interface to the frequency in bulk solvents. (A) In bulk protic solvents, an overall blue-shift
with increasing hydrogen bond strength (indicated by the KT-a parameter) is observed, which is consistent with previous reports. Bulk water
induces the largest blue-shift, indicated by the blue stripe across the figure for reference. (B) In bulk aprotic solvents, an overall red-shift is
observed with increasing solvent dipolarity, indicated by the KT-p* parameter. Cyclohexane and DMSO define the extremes of the dipolarity
range, which is shown by the red stripe. (C) All of the data for the frequency of azide at the interface is contained with the yellow stripe. The entire
range is lower than the fully hydrated azide in the bulk and higher than the azide in all the bulk aprotic solvents. This observation shows that the
interfacial environment for the azide neither behaves like bulk water nor like an aprotic organic solvent, which may be relevant to the unique
reactivity of the air–water interface.

Fig. 7 The azide peak frequency as the monolayers are diluted by
charged surfactants. The figures here include the data from previous
low ionic strength experiments in Fig. 3 in addition to experiments with
higher salt concentration of 100 mM (open circles) and 1 M (open
squares). The orange and aqua colours represent data with ammonium
and sulphate surfactants respectively. The comparison shows that salt
concentration affects the frequency shifts only minimally relative to
low ionic strength experiments, with a mild blue-shift for the sulphate
and a mild red-shift for the ammonium surfactants. Spectra and
additional details can be found in Section S7.†
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1 M through addition of NaCl. Our rst observation from the
P–A isotherms were that the monolayers were considerably
expanded at 30 mN m−1 surface pressure, thereby resulting in
a smaller surface density.

Aer accounting for this density change, the IRRAS data were
acquired and analysed. For comparison, the peak frequencies
are added to the previous data and shown in Fig. 7.

The gure shows that the inuence of salts on the frequency
shis is quite minimal. Ten-fold and 100-fold increase in ionic
strength has shied the frequency only marginally by about
1 cm−1 to higher values for the sulphate mixed monolayers and
to lower values for the ammonium mixed monolayers. For all
lower surface charge densities, no considerable shi was
observed between high salt and low salt experiments. One may
be tempted to explain this insensitivity as a partial success of
continuum surface electrostatic theories.78–80 These theories
predict that for a xed charge density at the surface, the bulk
salt concentration reduces the surface potential f(0) due to
attraction of counter ions to the interface. But at the same time,
the salt ions screen the penetration of the potential into the
bulk f(z), thereby increasing its gradient which is proportional
to the electric eld~E ¼ �dfðzÞ=dz. As shown in the Section S3,†
the attenuation of f(0) and increase of the potential gradient
counteract each other resulting into the lack of sensitivity of
interfacial elds to salt concentration. However, we discourage
the reader from interpreting our results as a success of the
continuum theory. Importantly, the continuum theory ignores
specic ion pairing, ion size, and solvation shell of ions.
8350 | Chem. Sci., 2024, 15, 8346–8354
It is quite likely that the relative geometry of the screening ion,
the charged head group, the azide surfactant, and any inter-
vening water molecule is quite complex and variable. Our
© 2024 The Author(s). Published by the Royal Society of Chemistry
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observation of the expansion of monolayers due to addition of
salts may arise due to such complexities. Therefore, while the
measured azide frequencies are valuable, they are inadequate for
uniquely resolving such structures. The main message from the
salt concentration dependence is that the inuence of salts on
azide frequency is relatively small and only perceived at larger
surface charge densities. This observation has consequences for
continuum theories of electrostatics at the interface, where large
electric elds at the surface are hypothesized to polarize or
dissociate molecules as proposed steps for accelerated reactivity.7

Finally, we present a hypothesized picture in Fig. 8 that
summarizes all the results consistently and provides some
insight into the combined effects of electrostatics and hydration
at the interface. Note that knowing the molecular-scale struc-
tural details of monolayers are quite complicated to determine.
Structural uctuations over several time scales have been re-
ported for monolayers at the air–water interface.61,81 Further-
more, a clear denition of the water boundary can be debated,
since water molecules have been reported to penetrate beyond
the surfactant heads.82–85

Despite these complexities it is benecial to put the
measured data in the more general context of partial hydration
and electrostatics so that insight can be gained for tuning
surface reactions with the choice of surfactants. In other words,
Fig. 8 Conjectured effects of hydration and electrostatics on the azide fr
expected change in the vibrational frequency of the azide due to each f
densely packed (based on the collapse point in isotherms) and laterally hyd
molecules, the monolayer is far from fully hydrated based on its low freq
surfactants increases the distance between the azides and help it hydra
point in E). (C) Sulphates are solvated very well and dip deep into the surf
with the azide for hydrogen bonding. This by itself would cause a red-shift
that induces a blue-shift (orange trace in E). The data suggests that the ele
bond donors. They do not compete with the azides for hydrogen bonds a
trace in E). However, their positive charge causes a shift in the opposite
a small frequency shift.

© 2024 The Author(s). Published by the Royal Society of Chemistry
even though our data clearly indicates partial solvation of the
azide probe, parsing that to the electrostatic and hydrogen
bonding contributions is difficult, and Fig. 8 is our most self-
consistent and likely useful approach towards that goal.

The pure azide surfactants (Fig. 8A) are well packed for
IRRAS experiments, with an MMA of 24 Å2. At such density, the
azide heads are close to each other and are likely signicantly
deprived from interacting with water. This is evident in Fig. 6,
which shows that the azide frequency in a pure azide monolayer
(2105 cm−1) is closer to its frequency in purely dielectric bulk
cyclohexane (2103 cm−1) than in bulk water (2112 cm−1).
Therefore, the pure azide surfactant in our packed monolayers
should be viewed as quite dehydrated relative to when fully
hydrated in bulk water.

When some of the azide heads are replaced by alcohols at
similar MMA (Fig. 8B) the smaller head of the alcohol surfactant
increases water exposure for the remaining azide groups. The
alcohol groups act as both a hydrogen bond donor and an
acceptor, therefore are likely to attract water near itself and
around the azide. This causes the azide to experience a better
hydrated environment resulting in a blue-shi of the azide peak
frequency for 40% EOH (Fig. 8E).

When some azide heads are replaced with sulphate (Fig. 8C)
the remaining azides may experience a frequency shi due to
equency depicted in the cartoons (A–D). The diagram (E) describes the
actor along with their net effect. (A) The pure azide monolayer is likely
rogen bonded to itself. While theremay be hydrogen bonding to water
uency compared to bulk water in Fig. 6. (B) Inserting alcohol-bearing
te better. The extra hydrogen bonding causes a blue-shift (black data
ace. However, they are strong hydrogen bond acceptors and compete
(aqua trace in E). However, the negative heads produce an electric field
ctrostatics effect is larger. (D) The ammonium surfactants are hydrogen
nd help hydrate the azide better. This would produce a blue-shift (aqua
direction (orange trace in E). The net effect due to this competition is
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changes in hydration. However, the sulphate head is large, and
it is unlikely the remaining azides gain exposure to water in
mixed sulphate monolayers. In addition, sulphate is a very good
hydrogen bond acceptor and likely to steal water hydrogen
bonds from the remaining azides. Thus, we expect adding
sulphate should further deprive the azide of hydrogen bonds
and cause a red-shi (light blue line in Fig. 8E).

However, the sulphate carries a charge and therefore may
change the electrostatics of the interface unlike the neutral
alcohol or azide surfactants. We note hydrating the charged
sulphate headgroup is highly free energy favourable and we
expect the sulphate heads to probe deeper into solution than
the hydrophobic azide heads.

The positioning of sulphate relative to azide in Fig. 8C is
shown to reect that, and in this orientation our dipolarity-
frequency bulk data in Fig. 6B indicate the eld would cause
a blue-shi in the frequency. Therefore, the electrostatic inu-
ence of the sulphate group is shown by the orange stripe in
Fig. 8E. Our data suggests that the electrostatic inuence of the
sulphate head overwhelms its capability to reduce hydrogen
bonding for the azide and therefore a nearly linear blue-shi is
observed.

The ammonium surfactant heads are smaller than sulphate
and provide more solvent exposure to the remaining azides.
More signicantly, the ammonium group is a hydrogen bond
donor and does not compete with azide for hydrogen bonds
when replacing some azides (Fig. 8D). In fact, the same water
molecule that is accepting a hydrogen bond from ammonium
may serve as an excellent hydrogen bond donor to the azide.
Ammonium itself may even donate hydrogen bonds to the
remaining azides. All of these factors suggest adding ammo-
nium to the azide monolayer would increase hydrogen bonding
to the azide and produce a blue-shi as indicated by the aqua
stripe in Fig. 8E. However, the eld from charged ammonium is
oriented antiparallel to that of sulphate, and thus would
produce a red-shi in the azide frequency (orange stripe in
Fig. 8E). Therefore, because hydrogen bonding and electro-
statics operate in opposite directions with similar inuence, the
net effect is a small blue-shi for the azide at low ammonium
density which becomes a red-shi as the ammonium density
increases.

The frequency shi of the azide arises from the change in its
electronic structure corresponding to its polarization by the
elds or hydrogen bonding. Thinking more broadly, one may
imagine a reactant, intermediate, transition state, or product of
a reaction at the interface that is sensitive to either hydrogen
bonding, eld, or both. While many reactions may already
benet from the partial solvation at interfaces, optimizing and
tuning of their thermodynamics or kinetics requires tailored
surfactants that can bring about the needed change. Further
experimental and computational work is needed to create
a systematic understanding built upon this study.

Conclusions

Unusual reactivities at the air–water interface inspired us to
study the interface from the perspective of the azide vibrational
8352 | Chem. Sci., 2024, 15, 8346–8354
probe that is sensitive to both electrostatics and hydration. Our
main nding is that the azide probe feels a partially solvated
environment at the interface. The frequency of the pure azide
monolayer is smaller than fully hydrated azide in bulk water
and is larger than the frequency of azide in low dielectric and
low dipolarity solvents. This shows that the electronic structure
of azide is polarized in a way that is neither possible in bulk
water nor in an organic solvent. We conjecture that if azide was
a reactant, this unique polarization would translate to unique
reactivity.

Furthermore, we observed that adding charged surfactants
to the monolayer changes both hydration and the electrostatics
of the azide probe. We propose that there is ample room for
creating designer surfactants to bring about the appropriate
balance of electrostatics and hydration to an interfacial
reaction.

We also noted that addition of salts to the subphase only
minimally affected the frequency of azide. This is important for
scenarios where salts are implicated in creating large electro-
static elds at the interface due to screening of the surface
potential over small distances.

Azide is a useful IR probe that can be measured at sub-
monolayer density in a relatively simple IRRAS experiment. It
has potential to serve as the air–water interface probe to
understand phenomena, such as reactive geometries, reaction
rates, probing depths, and specic ion interactions. We hope
that it is used as one of the many tools to understand the
reactivity of air–water interfaces.
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