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Theory and simulation of ligand functionalized
nanoparticles – a pedagogical overview

Thi Vo

Synthesizing reconfigurable nanoscale synthons with predictive control over shape, size, and

interparticle interactions is a holy grail of bottom-up self-assembly. Grand challenges in their rational

design, however, lie in both the large space of experimental synthetic parameters and proper

understanding of the molecular mechanisms governing their formation. As such, computational and

theoretical tools for predicting and modeling building block interactions have grown to become integral

in modern day self-assembly research. In this review, we provide an in-depth discussion of the current

state-of-the-art strategies available for modeling ligand functionalized nanoparticles. We focus on the

critical role of how ligand interactions and surface distributions impact the emergent, pre-programmed

behaviors between neighboring particles. To help build insights into the underlying physics, we first

define an ‘‘ideal’’ limit – the short ligand, ‘‘hard’’ sphere approximation – and discuss all experimental

handles through the lens of perturbations about this reference point. Finally, we identify theories that are

capable of bridging interparticle interactions to nanoscale self-assembly and conclude by discussing

exciting new directions for this field.

Introduction

Materials complexity required to make modern day technolo-
gies and devices has grown exponentially, especially in recent
years.1–13 For example, wearable electronics necessitate multi-
functional soft materials that combine high flexibility, high
power density, and efficient energy generation into a small,

portable device.14–16 Similarly, membrane and separation tech-
nologies require materials with molecular scale resolution in
selectivity to be fabricated with low to zero defects at the
micron/millimeter length scales.17–24 Lastly, soft robotics
require materials that are mechanically stable yet highly malle-
able so that they can be reconfigured under load/stimuli.25–28

While there are many additional examples related to photo-
nic,29,30 sensing,2,3,31 and catalytic32,33 properties, the feature
pervading across every single case is that the core design
aspects involve combining multiple components into a single,
composite entity. There are barriers, however, that arise from
such a requirement. Achieving the level of precision spatial
ordering needed to obtain the desired macroscopic properties
is often undermined by kinetic traps, as multicomponent
systems are more susceptible to fabrication defects. Further-
more, depending on the chemical species, phase segregation
can counteract co-assembly to disrupt the emergence of desired
properties.

Efforts to bypass these constraints have progressively shifted
towards self-assembly as an alternative route to top-down
approaches for materials fabrication.34–43 Such an approach
is of interest due to the ability to pre-program interactions into
each individual building block unit, enabling nanoscale control
over interparticle spatial/orientation ordering beyond what
is achievable via top-down methods. Over the past several
decades, research on self-assembly has resulted in a suite of
nanoscale building blocks capable of achieving long-range
structural ordering at the mesoscale.40,44,45 This toolkit spans
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a diverse range of techniques that include surface modifi-
cations,46–50 emulsion-templating,51 solvent evaporation,52,53

and microphase separation.54,55 Amongst this expansive
library, shape anisotropy and nanoparticle (NP) ligand functio-
nalization have emerged as two popular strategies that are now
widely used for controlling assembly.40,56 For clarity, shape
anisotropy is defined as the usage of NPs whose shapes are
aspherical, that is, cubic, octahedral, tetrahedral, etc. With
respect to ligands, our definition encompasses a wide range
of different chemical species that include short oligomers (i.e.
oleic acids, alkanes, and dendrimers), polymers, and DNA
oligonucleotides. These two design handles readily synergize
with each other to produce a distinct class of building blocks
called ligand functionalized nanoparticles (LNPs). To date,
there have been excellent reviews that cover both synthesis
and experimentally observed assemblies of LNPs.40,44,45,57,58

As such, we refer the reader to those works for current experi-
mental advances.

Our focus in this review is to provide a comprehensive
overview of state-of-the-art computational and theoretical

modeling approaches developed for predicting LNP self-
assembly to complement the experimental literature. We spe-
cifically focus on linking ligand conformations and ligand
surface distributions about the NP core to emergent LNP
interactions to highlight the physical driving forces governing
LNP self-assembly. These insights are correlated to key features
needed for the construction of interaction potentials to accu-
rately translate experimental parameters to coarse-grained
computational models. Due to the expansive nature of LNPs,
we organize our review into two broad categories of ligand types
employed in NP functionalization – short versus long ligands.
For long ligands, we additionally split discussion into three
ligand classes: (1) oligomeric, (2) polymeric, and (3) DNA-based.
For each of the four ligand types, we discuss their functiona-
lization onto spherical and polyhedral NPs to dissect the inter-
play between geometry and ligand features in directing LNP
interactions and self-assembly (Fig. 1).

While such classifications are based on ligand chemistry
and/or NP core geometry to provide concrete connections to
experimentally synthesizable systems, the selected demarcations

Fig. 1 Classes of ligand functionalized nanoparticles. We organize LNPs into subcategories to facilitate discussion of theory/simulations. Specifically, we
define 4 classes of ligands (short, oligomeric, polymeric, and DNA) and 2 classes of NP cores (spherical and polyhedral), totaling 8 different types of LNPs.
Corresponding emergent inter-LNP interaction types (hard, soft, directional, etc.) are also indicated for each classification. The figure contains images
reproduced from ref. 42, 43, 48, 72, 79, 109, 142, 182–184; ref. 42, 43, 72, 183 and 48 with permission from Springer Nature (r 2006, 2011, 2020, 2021,
and 2022); ref. 182, 109 and 184 with permission from the American Chemical Society (r 2013 and 2021); ref. 79 with permission from the American
Association for the Advancement of Science (r 2019); and ref. 142 with permission from Wiley (r 2023).
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directly correlate to the emergent nature of the inter-LNP attrac-
tion/repulsion. For example, short ligands give rise to hard particle
interactions while oligomers/polymers manifest into softer,
deformable, and more complex interaction potentials. In this
way, our classifications provide a direct connection between
molecular features associated with ligand chemistry and particle
geometry and a unique type of inter-LNP interaction. In other
words, each defined LNP category can be mapped to a class of
effective interactional potentials, providing a roadmap for compu-
tational modeling of experimental systems. For all ligand/geometry
based classifications discussed, we explicitly highlight the corres-
ponding class of coarse-grained interaction potentials within their
respective sections.

To build intuition and physical understanding for each class
of LNP, we specifically explain the underlying physics of how
the interplay between core–core, ligand–core, and ligand–
ligand interactions sculpts the shape of the ligand shell
(corona) and how corona morphology can be used to predict
LNP interactions. We then provide context on how the pre-
dicted interaction potentials are employed in simulations of
LNP self-assembly. In particular, we discuss guiding heuristics
that can be utilized to approximate potential parameters based
on experimental handles. Key takeaways are highlighted at the
end of each section to emphasize how each perturbation in
design parameters (ligand length, core geometry, ligand archi-
tecture, solvent conditions, etc.) influences emergent inter-LNP
interactions and hierarchical self-assembly. For our discus-
sions, we first establish the ‘‘hydrogen atom’’ equivalent for
LNPs – spherically symmetric particles whose interactions are
dominated by steric repulsion (i.e. the hard sphere model). We
then iteratively increase LNP complexity as a function of both
ligand chemistry and core geometry. Each additional complex-
ity is contrasted against those previously discussed to help
establish intuition as to how each additional aspect builds
upon each other to sculpt the emergent inter-LNP interactions.
As a final note, we discuss theoretical capabilities for a priori
prediction of LNP self-assembly for each class of LNPs
and conclude by presenting new directions where advances in
theory and computational modeling of LNPs are needed to
guide experiments.

Short ligand functionalization

We start at one simplifying extreme of LNP designs: high NP
surface coverage (grafting density, s) using short, sterically
repulsive ligands. In this limit, traditional approaches assume
that ligands are isotropically distributed on the NP surface and
the corona shape of the ligand coating is conformal to the
underlying NP shape. Our discussion here is split into two
subcategories: spherical NP cores and polyhedral NP cores.

Spherical NPs with short ligands – hard sphere interaction

For spherical NP cores, the LNP behaves effectively as a larger
sphere whose hydrodynamic radius is the NP core radius plus
the thickness of the ligand shell. More quantitatively, the

boundary for grafting density and ligand lengths is as follows:
firstly, ligand grafting density must be at or near the limit of
full coverage (s Z 1.0 nm�2). Secondly, the ligand length N
must be on the order of N r Rcores

1/2, where Rcore is the NP
radius.59 This crossover is obtained by determining the radial
distance from the surface at which the monomer density is no
longer unitary (rs B Rcores

1/2b). Due to the high monomer
density, the monomers must be organized in a radially linear
manner. This means that rs must also scale as rs B Nb.
Substituting for r* immediately yields the crossover condition
in N. Another way to interpret the length constraint is by
requiring that Rg { Rcore, where Rg is the ligand’s radius of
gyration and Rcore is the NP radius. The physical manifestation
of these boundaries in N and s is that ligand conformations
within the corona behave akin to rigid rods anchored at one
end to the NP surface. Coupled with the sterically repulsive
nature of the functionalized ligands, this means that inter-LNP
interactions are completely driven by steric repulsion. The only
constraint for LNPs in this limit is that they cannot occupy the
same space as other LNPs as there is an infinitely strong
repulsive force preventing such overlaps. All other forces that
govern how particles should interact with their neighbors are
negligible in this limit. For this reason, common approaches
employed to model interactions between LNPs with short
ligands are the hard sphere (HS) and the Weeks–Chandler–
Anderson (WCA) potentials60 (Fig. 2a).

The HS potential takes the following form:61

V rð Þ ¼
1 r � a

0 r4 a

(
(1)

where a is the particle diameter. This potential captures the
idea that LNPs have a dense ligand shell that cannot deform
nor interpenetrate with one another: that is, the NP core +
ligand shell behaves like a perfectly hard composite particle
whose hydrodynamic radius a is equal to the core radius plus
the shell thickness. Here, to connect the HS diameter a to
experimental handles N and s, we note that the thickness of a
fully stretched, ligand brush in good solvent scales62 as Ns1/3b.
In essence, the ligand is so short that the spherical NP core
appears planar relative to the ligand size. As such, we expect a
qualitative scaling of a B Ns1/3b to map experimental para-
meters to the coarse-grained HS size in eqn (1). Usage of the HS
potential in Monte Carlo simulations dates back to the earliest
days in computer experiments of particle self-assembly
and crystallization.61,63–66 Despite its simplicity, the HS model
can accurately capture both single-component and multi-
component systems of spherical LNP crystallizations. Perhaps
one of its biggest successes is the ability to capture the expan-
sion in assembly diversity in transitioning from unary to binary
(or higher) systems. In the limit of single-component, the HS
model readily captures known experimental formation of face-
centered cubic or body-centered cubic lattices.67 In transition-
ing to multi-component systems, generalizations of eqn (1) to
incorporate spheres of different sizes in simulation can repro-
duce the observed formation of Laves phases68 (Fig. 2b), 2D
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periodic architectures69 (Fig. 2c), Frank–Kasper phases,68 quasi-
crystals,70 chiral spherical helices under confinement,71 and even
magic number icosahedral clusters72,73 (Fig. 2d).

A corollary to eqn (1) is the WCA potential:60

V rð Þ ¼
4e

a

r

� �12
� a

r

� �6� �
þ e; r � 21=6a

0 r4 21=6a

8><
>: (2)

The HS potential (eqn (1)) is only applicable for Monte Carlo
(MC) simulations as it is discontinuous and therefore is
not energy conserving. To define a conservative inter-LNP
potential for molecular dynamics (MD) simulations, the
WCA potential was developed (eqn (2)). By construction, this
potential is purely repulsive up to the interparticle distance of
21/6a, beyond which there are no interacting forces between
neighboring LNPs. Here, qualitative mapping of e to experi-
mental handles should scale with s1/2. This behavior arises
from inter-ligand distance D scaling62 as s�1/2. Decreasing D
correlates to decreasing space between neighboring ligands,
increasing the ‘‘hardness’’ of the HS-like LNP. Similar to the
HS potential, connecting a to experimental handles involves
correlating the particle size to the ligand brush thickness of

Ns1/3b. Applications of the WCA potential for MD simula-
tions have reproduced known behaviors observed in MC
simulations.74 More importantly, they also enable the study
of LNP dynamics for systems where the HS assumptions are
valid. Examples include measurement of thermodynamics
properties such as specific heat and elasticity coefficients,75

diffusivity/hopping mechanisms,76,77 and assembly pathways
of LNP crystallization.78

Key takeaway. Functionalizing short, sterically repulsive
ligands at high coverage onto spherical NPs creates a densely
packed ligand shell where steric hinderances dominate to
produce an emergent hard sphere effect. As a result, inter-
LNP interactions for functionalized NPs in this region of ligand
parameter space are theoretically and computationally mod-
eled using hard-sphere or sterically repulsive (WCA) potentials.
The prolific success in capturing such diverse morphologies
indicates that the hard-sphere approximation accurately
captures the underlying physics for self-assembly of LNPs
functionalized with short ligands. Due to the simplicity of the
emergent interactions, we define this as the ideal limit for
LNPs. All other LNPs are discussed through the lens of pertur-
bations about this ideal limit to build insight into the under-
lying physics of ligand functionalization.

Fig. 2 ‘‘Hard’’ spherical LNPs. (a) Emergent interaction between ‘‘hard’’ spherical LNPs: HS or WCA interaction. Binary hard sphere assembly into (b)
Laves phases,68 (c) periodically tessellating and honeycomb 2D lattices,69 and (d) spherically confined icosahedral clusters.72 Figures are reproduced from
ref. 68 with permission from the American Physical Society (r 2019) and ref. 72 and 69 with permission from Springer Nature (r 2020 and 2022).
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Polyhedral NPs with short ligands – hard shape interaction

A common perturbation about the ideal LNP limit is the usage
of polyhedral, as opposed to spherical, NPs. In this section, we
again consider the case of high grafting density and short,
sterically repulsive ligands. This ensures that NP geometry is
the sole difference relative to the ideal HS limit discussed
above. Similar to spherical geometry, strong steric repulsion
between functionalized ligands results in high ligand extension
and a uniform ligand distribution about the NP surface (iso-
tropic grafting). As such, the corona shape is conformal to the
underlying geometry of the polyhedral NP core and the LNP can
be modelled as a hard polyhedron whose size is the core size
plus the thickness of the ligand shell (Fig. 3d). With respect to
grafting density, the quantitative boundary is analogous to that
of spherical NPs: (sZ 1.0 nm�2). However, the same is not true
for the ligand length. Unlike spheres, polyhedral NPs possess
surface locations of varying curvatures. High curvature surfaces
impose less spatial confinement due to an increase in local free
volume available per unit of solid angle. This means that a
ligand of identical length can relax away from its rigid, rod-like
configuration when anchored to high curvature locations
thanks to decreased confinement. As such, the upper limit

for ligand length must incorporate the effect of local curvature.
Accounting for the relevant geometrical packing constraints,
the curvature corrected upper limit for ligand length to enforce
the ‘‘hard’’ polyhedron limit is: N B Rcores

1/2O�3/2, where Rcore

here defines the polyhedral NP’s insphere radius and O defines
the distance from the NP surface to its center of mass, normal-
ized by its insphere radius.79 As a clarifying example, in the case

of a cubic NP, O ¼ 1;
ffiffiffi
2
p

; and
ffiffiffi
3
p

for the face, edge, and corner,
respectively. In the limit of a spherical NP core, O = 1 and this
constraint converges back to the HS limit for ligand length.
Note that the curvature effect is inversely related to the maxi-
mum ligand length. This reflects the physical picture discussed
above where a shorter ligand is necessary at high curvatures to
maintain both a high density within the ligand shell and
enforce zero ligand interpenetration between LNPs. Within this
regime, theoretical modeling of inter-LNP interactions in the
dilute limit is a simple extension of the HS (eqn (1)) and WCA
(eqn (2)) to account for shape anisotropy.

Analytical generalizations of the HS potential to polyhedral
geometry do not exist. However, adapting shape overlap detec-
tion protocols such as the Gilbert–Johnson–Keerthi algorithm80

(GJK) or Minkowski Portal Refinement81 (MPR) from the compu-
ter graphics literature provides a way to obtain an algorithmic

Fig. 3 ‘‘Hard’’ polyhedral LNPs. MC self-assembly of hard polyhedra yields a diverse suite of (a) closed-packed, high entropy structures82,83 and (b) host–
guest, open lattice structures.90 MD simulation of hard polyhedra is enabled either by (c) DEM96 or (d) a generalized anisotropic version of common
isotropic potentials (here WCA).98 (e) MD simulation using the anisotropic WCA potential reproduces known results from MC.98 Figures are reproduced
from ref. 82 and 90 with permission from Springer Nature (r 2011 and 2023); ref. 83 with permission from the American Association for the
Advancement of Science (r 2012); ref. 96 with permission from Elsevier (r 2017); and ref. 98 with permission from the American Institute of Physics (r
2020).
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formulation of the HS potential (eqn (1)) for all convex polyhedral
shapes. Briefly, both algorithms define support mappings that
reduce overlap detection between complex shapes to a series of
Minkowski difference calculations between triangles (2D) or
tetrahedra (3D). This complexity reduction allows on-the-fly shape
overlap checks, making GJK and MPR ideal for simulation based
overlap calculations. Similar to the HS model, polyhedral dimen-
sions in MC are proportional to the thickness of the ligand layer.
Utilizing a qualitative dependence of a B Ns1/3b enables a
mapping of experimental handles to the coarse-grained particle
size. Coupling eqn (1) with shape overlap detection has enabled a
diverse range of different MC simulations of hard polyhedral
particles82–84 (Fig. 3a). Seminal MC simulations for unary systems
of hard polyhedral models for LNPs have reproduced the observed
crystallization behaviors for a wide range of different core
geometries.43,85–87 Examples include the formation of simple

cubic superlattices using cubic NPs,82–84 Minkowski superlattices
using octahedral NPs,82–84 dodecagonal quasicrystalline morpho-
logies using tetrahedral NPs,88,89 and clathrate structures using
pentagonal bipyramidal NPs90,91 (Fig. 3b). Recent studies have
also explored the space of multicomponent systems for hard
polyhedra as well, yielding previously unobserved structures such
as space-tiling assemblies of complementary polyhedra92 and
compartmentalization of non-complementary polyhedra into
host–guest superlattices.90 Due to the simplicity of the hard
sphere approximation, MC simulations of experimentally unex-
plored hard polyhedral LNPs have also revealed a diverse suite of
crystalline morphologies. These superlattices include open host–
guest motifs,90,93 complex layered crystals with 2, 3, or 4 unique
Wyckoff sites, and even a Bergman-like superlattice with a 432-
particle unit cell.94

To enable MD simulation of ‘‘hard’’ polyhedral LNPs, there
are several approaches to capture anisotropic geometries
within a pair potential. Here, our focus is on MD potentials
that explicitly consider core geometry in their force evaluations.
For the alternative case of creating an effective polyhedron via a
superposition of WCA spheres, we refer the reader to the rigid
body literature.95 One approach takes advantages of discrete
element methods (DEMs) commonly employed in finite ele-
ment modeling (Fig. 3c). DEMs assign a WCA potential to all
pairwise combinations of face, edge, and corner contacts
between neighboring particles.96 Doing so preserves all relevant
facet interactions. A net force on the particle’s center of mass is
then computed by summing over all contributing WCA poten-
tials between pairs of faces, corners, and edges. Using this
approach, DEMs can reproduce assembly behaviors of simple
shapes in MD. However, due to rounding artifacts arising from
usage of a WCA potential at edge and corner facets, DEMs
struggle to capture more complex superlattices like quasicrystal
formation using tetrahedral LNPs or orientationally ordered

face-centered cubic formation of rhombic dodecahedral LNPs.
Efforts to address this ‘‘rounding’’ effect have led to the
development of another class of anisotropic HS-like potentials
based on computing effective potentials of mean force between
shaped particles.97,98 These approaches typically assume a set
of particle configurations, which enable symmetry-dependent
simplification of the multidimensional integrals used to com-
pute the average force. The caveat, however, is that they are no
longer amenable to ‘‘on-the-fly’’ force evaluations needed for
MD simulation. One exception is a generalized mean-field
approach that was developed to provide analytical functional
forms for anisotropic variants of isotropic pair potentials98

(Fig. 3d). In the limit of the WCA potential, the corresponding
anisotropic WCA potential applies a contact potential between
the closest surface points on two neighboring particles as
shown below (eqn (3)):

where ac is the diameter of the sphere associated with the
contact potential, rc is the distance between the two closest
surface points, and es is a configuration dependent scaled
interaction potential to ensure a conformal energy contour
about the core geometry. This potential utilizes the GJK80

algorithm to compute rc for a given pairwise particle configu-
ration and benefits from quick force evaluation thanks to its
analytical form (eqn (3)). More importantly, it only requires the
usage of a single WCA term for the closest point of contact
between the shaped particles. This results in reduced rounding
of particle geometry, enabling computational reproduction of
complex ‘‘hard’’ polyhedral LNP assemblies observed in experi-
ments and MC simulations (Fig. 3e). Conceptually, eqn (3)
works by morphing a spherical core into its respective shape
‘‘on-the-fly’’ during force and torque calculations via the con-
tact potential for every pairwise particle interaction (Fig. 3d). In
all the above cases, mapping experimental parameters like
ligand length (N) and grafting density (s) involves the scaling
relationship a B Ns1/3b, similar to their MC counterparts.
Analogous to the WCA potential (eqn (2)), a qualitative mapping
of e B s1/2 captures the increased steric repulsion between
LNPs with increasing grafting densities. All other parameters
(es and ac) in eqn (3) are uniquely defined given e and a.

Key takeaway. ‘‘Hard’’ polyhedral LNPs deviate away from
the ideal LNP limit along the experimental axis of NP shape.
Here, the emergent shape of the corona is conformal to that of
the core’s geometry. This shift in inter-LNP interactions from
hard sphere to that of hard polyhedra highlights the idea that
particle overlap still dominates the energetics in the short
ligand limit. While no analytical HS potential for polyhedral
geometry exists, major advances in computational modeling
and simulations have enabled rapid and systematic exploration
of the particle geometry phase space to guide experimental
synthesis.

V rð Þ ¼
4es

a

r

� �12
� a

r

� �6� �
þ 4e

ac

rc

� �12

� ac

rc

� �6
" #

þ es þ e; r � 21=6a; rc � 21=6ac

0 r4 21=6a; rc 4 21=6ac

8>><
>>: (3)
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Limitations of the ‘‘hard’’ LNP approximation

There are two caveats, however, that need to be considered for
‘‘hard’’ LNPs. While the above discussion applies to 3D poly-
hedral/spherical cores, care must be taken in the limit of 2D
polygonal nanoplates or nanodiscs. This is because the plate/
disc thickness (lt) can often be small enough that Rg { lt no
longer holds.99 In fact, Rg B lt for most 2D cases. This indicates
that the ligand size is on par with particle thickness. In this
regime, entropy plays a major role in driving ligand partition
and the ligand corona morphology is no longer conformal to
the core geometry. We provide detailed discussion of such
phenomena in the ligand functionalized polyhedral NPs sec-
tion, where this effect dominates. Another important feature to
consider is emergent directional interaction due to crowding
(high LNP density). Hard polyhedra are known to exhibit
preferential orientational orderings along their large facets that
arise due to entropy maximization.100–102 This means that inter-
LNP interactions no longer follow the HS limit and emergent
directional forces start to play a larger role. Care, therefore,
must be taken when trying to model ‘‘hard’’ polyhedral LNPs
outside of the dilute concentration regime. We provide a
discussion of this effect in the ‘‘Theoretical prediction of LNP
self-assembly’’ section.

Long ligand functionalization on
spherical NPs

In this category, we relax the constraint of short ligands for
spherical LNPs but keep the high grafting density limit. There
are now 3 classes of ligands that are of specific interest:
(1) oligomers with the degree of polymerization N 4 Rcores

1/2,
(2) polymeric chains, and (3) DNA oligonucleotides. Further-
more, DNA oligonucleotides and polymeric ligands have an
additional handle of tunable attraction/repulsion between dif-
ferent ligand species enabled by complementary base-pairing
and molecular recognition terminal units,103 respectively. This
feature makes DNA/polymeric ligands popular for binary LNP
systems as they enable species-specific control over inter-LNP
interactions. We consider all the above in our discussion of
long ligand functionalization of spherical NPs.

Regardless of oligomeric, DNA, or polymeric ligand type, the
major change relative to the ‘‘hard’’ spherical LNP limit lies in
how ligands are organized within the corona as they are no
longer forced to take on a rigid, rod-like morphology due to
strong confinement. This transition arises purely from geome-
try and consideration of the local free volumes available
between neighboring functionalized ligands. For a spherical
geometry, the volume of a spherical sector (Vss) grows with
increasing radial distance rs away from the NP surface for any
given solid angle G: that is, Vss = 3�1Grs

3. As a result, monomers
located near the non-functionalized terminal of the ligand
(i.e. those sitting further away from the NP surface) have more
space available to them relative to monomers near the ligand’s
anchored head. The net result is a decrease in local confinement
experienced by all monomers located at distances rs 4 Rcores

1/2b,

which ultimately enhances ligand flexibility.79 This additional
flexibility makes the ‘‘hard’’ LNP approximation invalid for
ligand parameters within this regime.

Spherical NPs with oligomeric ligands – soft sphere interaction

For oligomeric ligands, ligand–ligand interactions and corona
morphologies are still dominated by steric interactions. How-
ever, unlike the hard sphere limit where high confinement
creates an impenetrable ligand shell, the increased flexibility
associated with longer ligands results in a splaying of their
linear conformation when in close contact with a neighboring
oligomer functionalized LNP. Depending on the local coordina-
tion of particles surrounding a reference LNP, different degrees
of splaying can occur.104 The net effect is an increase in local
free volume available to each ligand that favors interpenetra-
tion between neighboring coronas. This is because ligand
intercalation is energetically favored compared to conforma-
tional entropy loss and increased bond tension associated with
ligand compression. In other words, LNPs are no longer
impenetrable and we obtain an effectively ‘‘soft’’ sphere whose
corona can deform as needed to minimize its total free energy
(Fig. 4a). When considering oligomeric ligands, the extent of
ligand splaying, emergent corona shape, and degree of corona
overlap can all be predicted using the Orbifold Topological
Model.104–106

The net effect of this complex interplay between ligand
splaying, local free volume, and corona interpenetration is
the emergence of an attractive potential well between
LNPs.105,107–110 It is here that the starkest contrast between
‘‘hard’’ and ‘‘soft’’ LNPs becomes apparent. Unlike the hard
sphere limit, there is an optimal center-to-center separation
that arises from the presence of an attractive well between two
LNPs. For this reason, the Mie potential is commonly used to
model the class of oligomeric LNP interactions111 (Fig. 4a):

V rð Þ ¼ n

n�m

n

m

� � m
n�me

a

r

� �n
� a

r

� �mh i
(4)

with the constraint of m o n. By inspection, the Mie potential
(eqn (4)) is a generalization of the WCA potential (eqn (2)) for

different exponents, with an analogous cutoff of ro
n

m

� � 1
n�m

a.

In the limit of n = 12 and m = 6, both equations are identical.
In short, the Mie potential is a more versatile variant of the
WCA potential and can be employed to capture both attractive
and repulsive interactions between LNPs. Transitioning from
eqn (2) to (4) now yields four parameters (a, e, n and m) that
must be mapped correctly to meaningful trends from experimental
systems. In general, there are two common approaches. The first
involves measuring the second virial coefficient (B2) between LNPs
in experiments and then fitting to analytical expression from

statistical mechanics: B2 ¼ �2p
Ð
e�bV rð Þ � 1
	 


r2 dr. This approach
has recently been employed to model experimentally measured
LNP emergent interaction.112 While B2 fitting can yield constants
for eqn (4) that accurately captures experimentally observed LNP
interactions, measurements of B2 are often not readily available.
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The alternative approach is similar to the mappings dis-
cussed in the short ligand limit, where one can utilize scaling
behaviors to qualitatively correlate experimental handles to
potential parameters. Due to the increase in the ligand length,
the ligand thickness now has the form N1/2s1/4b. This means
that mapping experimental parameters to the particle size a in
eqn (4) scales with N1/2s1/4b. Unlike with hard sphere and hard
polyhedra, however, there are now three different parameters
that all contribute to the interaction between LNPs: n, m, and e.
Tuning the relative difference between n and m alters the width
of the attractive well associated with eqn (4) and provides a
handle to tune corona overlaps between LNPs. Since inter-graft
separation D scales as s�1/2, we expect that s1/2 captures the
reduction in space available for corona interpenetration
between neighboring LNPs. A counteracting effect, however,
lies with increasing ligand lengths. Increasing N enhances
ligand flexibility, which favors LNP interpenetration. Here,

monomer density for oligomeric graft lengths typically
scales113 as N�1/2. Therefore, we expect a composite mapping
of n–m scaling as N�1/2s1/2. Along the same vein, n also scales
with N�1/2s1/2 to capture reduction in corona interpenetration
(i.e. increased hardness) of each LNP. Lastly, the slight corona
overlap produces an emergent attraction between neighboring
LNPs. By inspection, e controls the well-depth and slope of
eqn (4). We expect this to increase with the number of inter-
acting monomers within the overlap region, thus yielding a
mapping of e B N1/2s1/2. Usage of the Mie potential in MC and
MD simulation of oligomer functionalized LNPs can capture
the assembly behavior for a diverse range of single-component
and multi-component ‘‘soft’’ LNPs made using oligomeric
ligand functionalization. Examples include binary superlattices
that are isostructural to intermellatic and/or ionic atomic
lattices114,115 or metallic coordination lattices116 (Fig. 4c). Simu-
lations also enabled studies that elucidate assembly features

Fig. 4 ‘‘Soft’’ spherical LNPs – oligomeric/polymeric ligands. (a) Emergent interaction between oligomer/polymer functionalized spherical NPs. Soft,
compressible ligands can produce a net attraction with a variable range or even multi-well interaction potentials. (b) Net short range attraction can speed
up assembly dynamics.112 (c) Multi-well interactions can produce a diverse suite of self-assembled lattices.116 Coarse-grained interaction potential can
also reduce complexity to capture assembly of (d) 3D superlattices of polymer functionalized NPs125 or (e) 2D LNP networks.124 Figures are reproduced
from ref. 112 with permission from Springer Nature (r 2023); ref. 116 with permission from the National Academy of Sciences (r 2021); and ref. 124 and
125 with permission from the Royal Society of Chemistry (r 2014 and 2023).
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such as stoichiometry-driven enhancement of crystallization
rates112 (Fig. 4b), superlattice spacing,106 and the effect of
confinement on self-assembly112

Key takeaway. Here, perturbation away from the ideal LNP
limits lies in extending the ligand length to oligomers while
keeping the same spherical core geometry. Increasing ligand
length adds a degree of softness to LNPs, allowing the coronas
to partially overlap with each other. In essence, the emergent
effective interaction between oligomeric ligand functionalized
NPs is congruent to that of ‘‘soft’’ spheres. However, con-
straints such as the impenetrable NP core and energetic costs
of ligand deformation set an upper limit on the degree of LNP
corona interpenetration.

Spherical NPs with polymeric ligands – ultra-soft sphere
interaction

Deviations from the oligomeric limit start to occur when the
size of the functionalized ligand is of a similar order of
magnitude as the NP core size: Rg B Rcore. Since Rcore is on
the nanometer scale, the Rg of a ligand at the transition point is
at least an order of magnitude larger than those of traditional
oligomeric ligands. By definition, ligands with sizes this large
are typically considered to be polymers. Therefore, Rg B Rcore

marks the transition from an oligomeric to a polymeric ligand.
The key differences in corona behaviors within this limit can be
better understood through analysis of the volumetric space
available to functionalized ligands. Consider the spherical
sector volume Vss B 3�1Grs

3 (from before). A 10� increase in
radial distance rs would correspond to a 1000� increase in the
volume available to a ligand given the same solid angle.
In other words, monomers occupying the regions far away from
the NP surface experience drastically lower confinement from
neighboring ligands thanks to the increase in space availability.
Polymer segments in these regions are free to explore their
configurational space and take on more expanded conforma-
tions to maximize ligand entropy. There exists a large repository
of theoretical works developed over the past several decades
that can predict corona morphology arising from such
expanded configurations for polymeric ligands functionalized
onto flat,117,118 curved,119 dense cores (i.e. star polymers113), or
NP surfaces.120,121 Such theories can a priori predict how
polymers are organized in concentric radial layers moving
outward from the NP surface. The thickness of each layer is
determined by balancing energetic contributions from thermal
noise, monomer–monomer, monomer–solvent, and exclude
volume interactions between neighboring polymeric ligands.
The key predictions with respect to corona morphologies in
these models are: (1) corona morphologies are spherical,
reflecting the underlying NP shape and (2) low monomer
density in regions far away from the NP surface. This means
that corona interpenetration is highly favorable between neigh-
boring LNPs as steric hinderance/repulsion between interacting
polymeric ligands are at a minimum. Due to the high degree of
corona overlap between LNPs, NPs functionalized with long
polymeric ligands are typically considered to exhibit ‘‘ultrasoft’’
LNP interactions (Fig. 4a). As a result, the physical picture for

interacting spherical NPs functionalized with polymeric ligands
is that of highly overlapping spherical particles.

For polymeric ligands, there exist a diverse library of differ-
ent effective interaction potentials that can be used to for either
MC or MD simulations.122–125 The functional forms of these
potentials are either theoretically predicted from analytical
theory,122,126–128 adaptation of Mie and/or power law
potentials,129 or computationally measured using detailed,
atomistic simulations.107,121,124,125,130–132 Analytical potentials
rely on geometrical arguments and integration over an aver-
aged monomer density profile along the entire length of the
functionalized polymer. Results from this approach often pro-
duce a logarithmic like behavior in center-to-center distance
between particles: V(r) B �ln(a/r). These potentials typically
exhibit both an attractive well and a soft repulsive shoulder to
capture both short range attraction and longer range steric
hinderances associated with fluctuating polymeric ligands
(Fig. 4d and e). Due to the polymeric nature of the corona
layer, mapping ligand parameters to particle size a utilized size
of the grafted brush, which scales as N3/5s1/5b for a good
solvent. It is assumed that good solvent scaling is typical for
LNP self-assembly where particles need to be dispersed in
solution to avoid aggregation and/or phase separation. Alter-
native approaches involve adapting the Mie potential by com-
bining it with either long range repulsive potentials (Yukawa,133

eqn (5)) or multi-barrier potentials (oscillating pair potential)116

(eqn (6) or Dzugotov134) to mimic the theoretically predicted
multi-well effective inter-LNP interactions. Examples of the
functional form for each are shown below:

V rð Þ ¼ e
e�kr

r
(5)

VðrÞ ¼ e1r
ð�n1Þ
1 þ e2r

ð�n2Þ
2 cosðkr� fÞ (6)

where k is the distance scaling parameter, e defines the
interaction strength of each term, n1 and n2 are the exponents
of the inverse r behaviors akin to the Mie exponents, and k and
f define the frequency and phase shift of the multiple potential
barriers, respectively. The additional benefit of such a combi-
natorial approach is that computationally measured inter-LNP
potentials tend to also exhibit singlet or multi-well potential
behaviors. As such, eqn (4)–(6) provide an ideal basis set for
parameter coarse-graining and fitting of measured interactions
from detailed simulation data. Due to the fitting nature of
eqn (4)–(6), mapping between all potential parameters to
experimental handles becomes less clear. However, some broad
trends can still be defined. Firstly, k, k, and f all define the
attenuation distance of long-/short-range repulsion, which
should correlate to the effective size of the LNP corona. There-
fore, we anticipate an analogous mapping to a, which has the
form N3/5s1/5b. Secondly, mapping n�m follows the same logic
as in the oligomeric limit, but using good solvent scaling
exponents: that is, n�m B N�4/5s2/3. Similarly, we expect n1

and n2 from eqn (6) to also be influenced by corona interpene-
tration, yielding a mapping of N�4/5s2/2. Thirdly, all e para-
meters are related to attraction depths/slopes for their
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respective potentials. Therefore, we anticipate analogous map-
ping to the oligomeric limit of e B N4/5s2/3 where again the
different exponents reflect good solvent conditions. Lastly,
recent experimental success in functionalizing hydrogen bond-
ing or conjugated monomers to the free ends of polymeric
ligands has enabled additional control over species specific
interactions.103 This means that an individual LNP can be pre-
programmed to exhibit selective repulsive or attractive interac-
tions with other LNPs. Since eqn (4)–(6) already include attrac-
tive and repulsive terms in their functional forms, they are
immediately generalizable to such multicomponent systems.
Relative ratios between values of e for attraction/repulsion
should reflect the ratio of a favorable number of monomer–
monomer contacts between the interacting LNPs. Altogether,
the results from eqn (4)–(6) provide a powerful suite of simple,
coarse-grained potentials that can capture complex ‘‘ultrasoft’’
attractive and repulsive interactions between LNPs and poly-
meric ligands.

Key takeaway. Similar to oligomeric ligands, deviations away
from the ideal LNP reference revolve around increasing ligand
length to the polymeric limit. Here, the physical picture takes
advantage of the idea that a polymer sweeps out a large volume
of space due to its high number of chain conformations.
Through the lens of a functionalized polymer, this means that
regions far away from the NP surface only exhibit low monomer
density and high polymer flexibility, resulting in energetically
favorable overlap between neighboring coronas. The key take-
away for polymeric ligands is that the emergent inter-LNP
interactions are analogous to ‘‘ultrasoft’’ spheres.

Spherical NPs with DNA ligands – soft, selective sphere
interaction

In between the oligomeric and polymeric limits is the special
case of DNA (i.e. oligonucleotides) ligands. There are two types
of DNA that are commonly used for NP functionalization:
single-stranded (ssDNA) and double-stranded (dsDNA). We first
discuss the physical picture underlying inter-LNP interactions
for both DNA ligand types and then present computational
potentials commonly employed for simulating their assembly
behaviors.

dsDNA ligands are stiff with long persistence length (rod-
like behavior) due to the double-helix nature of the hybridized
backbone.135 This rod-like nature of dsDNA makes the ligand
highly inflexible, prohibiting splaying and/or compression.
Furthermore, the negatively charged backbone of the dsDNA
ligands creates strong electrostatic repulsions that prevent
interpenetration of the ligand shells.136 Through this lens,
spherical NPs with dsDNA ligands behave analogous to the
hard-sphere limit, where interactions are dominated by steric
repulsion between spheres with radii equal to the hydrody-
namic radius of the functionalized NP core. The key difference,
however, is that dsDNA ligands have unhybridized ‘‘sticky-
ends’’ that imbue LNPs with additional attractive/repulsive
interactions beyond steric effects. These ‘‘sticky-ends’’ are all
positioned at the outermost edge of the ligand corona due to a
combination of electrostatic backbone repulsion and rigid

nature of the dsDNA double-helix.136 As such, the net LNP
interactions for dsDNA functionalized spherical NPs are that of
selectively ‘‘sticky’’ hard spheres. More specifically, these LNPs
exhibit hard sphere repulsion and uniformly distributed
surface-localized attraction between NPs functionalized with
non-complementary and complementary dsDNA, respectively
(Fig. 5a).

In contrast, ssDNA ligands are more flexible due to the
unhybridized nature of the functionalized DNAs. This means
that effects related to ligand flexibility and confinement dis-
cussed earlier for oligomeric/polymeric ligands also apply to
ssDNA. However, ssDNA still possesses a negatively charged
backbone. The presence of electrostatic repulsion between
neighboring ligands drives ligand extension and prevents
excessive interpenetration between ligand shells, albeit not to
the same extent as dsDNA. Altogether, this produces two
regions of ssDNA organization in the LNP corona: interior
and exterior. The interior region sits closer to the NP surface,
where electrostatics and ligand extension dominate. The hard-
sphere approximation directly applies in this interior regime.
The exterior region possesses increased local free volume
available to each ligand due to the r3 dependence in Vss, thereby
reducing ligand–ligand electrostatic repulsion and providing
space for ligand shell interpenetration. This means that ‘‘sticky-
ends’’ are no longer forced to localize at the outer edge of the
LNP corona but can exist anywhere inside the exterior region.
The boundary between these two regimes sits at a distance
rB = Rcores

1/2n�1b away from the NP surface, where n is the
excluded volume of a ssDNA Kuhn monomer.79 Note that the
boundary is of a similar order of magnitude to Rcore and thus
reflects the long ligand requirement for these effects to man-
ifest in the DNA corona. For ssDNA lengths much less than
Rcore, the behavior is analogous to dsDNA.

Based on the physical picture discussed, a simple potential
that captures inter-LNP interactions for both ssDNA and dsDNA
ligands is the square well (SW) potential:137

V rð Þ ¼

1 ro a

�e a � ro la

0 r � la

8>>><
>>>:

(7)

By inspection, the SW potential is an extension of the HS
potential (eqn (1)), where an attractive region of width l and
well-depth e has been added to the surface of a sphere with
radius a. For cases where l is small (l { a), the SW potential
exactly captures the attractive ‘‘sticky-ends’’ at the corona edge
of dsDNA functionalized NPs. Larger values of l allow a higher
degree of overlap, shifting the SW potential to the ssDNA limit.
For non-complementary ssDNA or dsDNA, e = 0 and the SW
potential converges to the HS limit to reflect the steric repul-
sion between LNP coronas. This feature reflects the idea that
electrostatics dominate between noncomplementary DNA
ligands, which results in hard sphere behaviors for LNPs. To
map experimental handles to potential parameters in eqn (7),
we first note that interactions between DNA are driven by base
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pairing. As such, the well depth e should scale linearly with
both the number of DNA sticky ends and grafting density:
e B Nss, where Ns is the number of ‘‘sticky-ends’’ on the DNA
ligand. For dsDNA, the behavior of the DNA ligand is analogous
to that of a rigid-rod, and we expect the same mapping of a to
scale as Ns1/3. For ssDNA, ligands are more flexible and behave
akin to long ligands. Therefore, we anticipate a qualitative
mapping of a to be N3/5s1/5b. The interpenetration ratio l for
dsDNA typically scales with the ratio of the full stretch to the
equilibrium length of the dsDNA ‘‘sticky-ends,’’ yielding l B
1.25Ns. For ssDNA, this interpenetration scales with the ratio
of its hybridized to unhybridized lengths, which takes the form
l B N2/5.

Similar to the HS potential, the SW potential is discontin-
uous and thus cannot be employed in MD simulations. In the
limit of MD, the Mie (eqn (4)) or the Fermi–Jagla (FJ)138 (eqn (8))
potentials are common alternatives to the SW potential. Mie
potential features are already discussed above. We note that for
dsDNA ligands, n and m are roughly on the order of n = 50 and
m = 25 to enforce short-ranged interactions. Conversely, values
of n and m are closer to those of the WCA potential (eqn (2)) for
ssDNA to allow a longer interaction range and a higher degree
of overlap between LNPs. In the ssDNA limit, we expect analo-
gous mapping of experimental handles to potential parameters
as those discussed for the Mie potential (eqn (4)). For the FJ

potential, its functional form combines the power-law behavior
in r with two additional terms designed to capture the interac-
tions specific to DNA:

V rð Þ ¼ e
a

r

� �n
þ A0

1þ e
A1
A0

r
a
�A2ð Þ

h i � B0

1þ e
B1
B0

r
a
�B2ð Þ

h i
2
64

3
75 (8)

where A0, A1, A2, . . ., B2 are parameters that tune the range and
strength of repulsive/attractive interactions. Terms with con-
stants Ai account for steric repulsion between dsDNA ligands
and terms with constants Bi build in LNP attraction arising
from ‘‘sticky-end’’ hybridization. Since both sets of Ai and Bi

terms scale with respect to the number of ‘‘sticky-ends,’’ we
anticipate qualitative mappings for both to scale with Nss
(analogous to the SW potential mapping). Mapping of the
particle size is also analogous to the SW potential for each
respective DNA ligand type. Common self-assembled super-
lattices traditionally observed for DNA ligands on spherical
NPs have been observed in using the above simulation models.
In the single-component limit with self-complementary DNA
ligands, simple lattices such as NaCl, face-centered cubic, and
body-centered cubic have been reported.139 Transitioning to
multicomponent systems, where complementary base pairings
provide selective inter-LNP attraction/repulsion, has produced

Fig. 5 ‘‘Soft’’ spherical LNPs – DNA ligands. (a) Emergent interaction between DNA functionalized spherical NPs. Complementary nature of DNA
hybridization can give rise to both attraction and repulsions between particles. (b) Usage of ‘‘soft,’’ partially overlapping potentials in MD can capture
assembly of (b) common structures such as HCP, FCC, CuAu, and BCC lattices.138 (c) Soft interaction potentials between DNA functionalized NPs can
even drive the formation of low density morphologies such as the FK-A15 and Gyroid lattices.141 Figures are reproduced from ref. 138 with permission
from the Royal Society of Chemistry (r 2018) and ref. 141 with permission from Springer Nature (r 2022).
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a more diverse suite of morphologies such as the CsCl, AlB2,
Cr3Si, and Cs6C60 structures138,140 (Fig. 5b). Application of these
coarse-grained potentials to more complex DNA functionalized
LNPs has also been successful at capturing the formation of low
dimensional structures where small, mobile LNPs dynamically
traverse the lattice to stabilize open lattice morphologies141 (Fig. 5c).

Key takeaway. In addition to perturbation away from ideal
LNPs with respect to the ligand length, the usage of DNA ligand
incorporates how ligand architecture and attraction/repulsion
influence both corona morphology and inter-LNP interactions.
Stiff ligands (dsDNA) behave like hard ‘‘sticky’’ spheres while
more flexible ligands (ssDNA) exhibit ‘‘soft’’ attractive sphere
behaviors. Usage of dsDNA generally disfavors corona overlap
due to high electrostatic repulsion and stiffness of the DNA
double-helix. Conversely, ssDNA is more flexible but the
negatively charged backbones create enough electrostatic repul-
sions between ligands that force the corona to lose some of its
flexibility, pushing LNPs away from ‘‘ultrasoft’’ behaviors.

Long ligand functionalization on
polyhedral NPs

To further increase LNP complexity, we now incorporate the
effect of a polyhedral NP core in our discussion of oligomeric,
polymer, and DNA ligands. Unlike spherical cores, where
separate discussions are used for each ligand type, we combine
discussion across ligand lengths using a governing theoretical
model capable of predicting a continuous transition from hard
to soft to ultrasoft corona morphologies in the limit of poly-
hedral core geometry.79,99 This theory additionally extends to
the limit of low surface coverage48 and branching99 or block
copolymeric142 ligand architectures.

Ligand functionalized polyhedral NPs – soft/ultrasoft shape
interaction

Here, we assume that ligand functionalization falls within the
high surface coverage regime. As such, the key feature that
influences both corona morphology and emergent inter-LNP
interactions lies in the interplay between local curvature and
spatial confinement experienced by the functionalized ligands.
As suggested by the corona morphologies observed in the
spherical NP limit, there are three major regimes with respect
to ligand spatial confinement that depend on the distance rs

from the NP surface: a rod-like limit at small rs, a splaying/partially
compressible limit at intermediate rs, and an ultrasoft limit at large
rs. Unlike spherical LNPs, however, we must also consider how NP
geometry influences the emergent corona morphology. Quantita-
tively, the effect of local curvature can be captured by first defining
the size (R) of an anchored ligand as a function of relevant
experimental parameters and surface position:79

R � Rcores1=5n1=5b2=5
N

O
b

Rcore

� �3=5
(9)

where N is the ligand length. The free energy of the chain is
then simply: bF B R2/(Nb2) + nN2f/(OR)3 with f = sRcore

2 and can

be employed to compute a Boltzmann weighted probability of
finding a ligand at any position on the NP surface. Inspection of
eqn (9) indicates that the scaling exponent for N and O is the
same, albeit inverse of each other. This means that we can view
the ratio N/O as a composite parameter that defines an effective
ligand length. High curvature surfaces such as edges/corners
(high O) increase the local free volume available to the ligand,
which ultimately decreases the net degree of ligand extension
relative to the NP’s low curvature locations. The net result is a
lower free energy (bF), which provides an entropic driving force
for ligand partitioning. Predictions of the average spatial dis-
tribution of ligands on NP cores of different geometries reveal
three universal corona morphologies: conformal, convex, and
concave coronas79 (Fig. 6a).

Conformal coronas occur at short ligand lengths and are
identical to the ‘‘hard’’ polyhedral LNPs discussed above.
Convex coronas are the polyhedral analogues of ‘‘soft’’ sphe-
rical LNPs and occur at intermediate ligand lengths. The
transition between these two regimes is identical to that dis-
cussed for ‘‘hard’’ polyhedral LNPs: N B Rcores

1/2O�3/2. Here,
the energy difference between ligands at high versus low
curvature locations is small enough that the entropic partition-
ing force is on the order of thermal noise. This means that local
chain fluctuations can offset the confinement energetic cost
and thus ligands can stretch in place to reduce local confine-
ment rather than undergoing surface partitioning. The net
results are protruded spherical cap-like motifs at large faces
on the NP surface, where there is a high degree of ligand
stretching. Since the ligand stretching energy is on the order
of thermal noise, interaction between neighboring convex
coronas exhibits a moderate degree of ligand splaying and/or
compression, reflective of the same phenomena observed
in their ‘‘soft’’ spherical counterparts. Concave coronas are
unique to polyhedral LNPs and arise due to a large gain in
ligand conformational entropy associated with partitioning
to edge/corner surface locations with minimal spatial confine-
ment. This partitioning couples with a concurrent depletion of
ligands from NP faces to produce the concave features intrinsic
to this regime of corona phase space. The transition between a
convex to concave corona happens at N B Rcores

1/2O�3/2n�1 or,
analogously, when the ligand size is of the same size as the NP
core size (Rg B Rcore).

Since conformal coronas are identical to ‘‘hard’’ polyhedral
LNPs, we refer the reader to the previous section for their
computational modeling, effective inter-LNP interactions, and
mapping of experimental handles to potential parameters.
Convex and concave coronas, however, have no convenient
effective functional forms with respect to inter-LNP potentials.
Typically, these LNPs are modeled by first computing a
potential of mean force (PMF) from simulation or self-
consistent field calculations79,99,143,144 and then fitting to any
of the anisotropic variants of the above potentials for spherical
LNPs (eqn (4)–(8)). An example set of computed PMF is shown
in Fig. 6a for the particle configurations exhibiting the lowest
interaction well-depth for each respective corona. The key aspect
to note is that the emergent, optimal spatial and orientation

Review Soft Matter

Pu
bl

is
he

d 
on

 1
5 

A
pr

il 
20

24
. D

ow
nl

oa
de

d 
on

 5
/2

3/
20

25
 2

:5
1:

39
 A

M
. 

View Article Online

https://doi.org/10.1039/d4sm00177j


3566 |  Soft Matter, 2024, 20, 3554–3576 This journal is © The Royal Society of Chemistry 2024

ordering between two anisotropic LNPs changes as a function
of corona shape. In other words, LNP interactions are highly
non-trivial and result from a combination of the interplay
between ligand distribution, ligand lengths, and core geometry.
This means that corona morphology must be computed before
fitting/constructing the coarse-grained computational potential
to ensure that the model correctly captures the spatial and
orientational behaviors of these LNPs. Incorporating the effect
of corona morphology in tuning LNP interactions has yielded a
suite of pair potentials capable of capturing a diverse range of
ligand functionalized polyhedral NP assemblies in both MC
and MD simulations. Example core geometries include

tetrahedra assembling into quasicrystalline structures85,86 and
closed/opened 2D packings85 (Fig. 6b), bipyramids assembling
into host–guest clathrate structures90 (Fig. 6c), rhombuses that
assemble into layer-by-layer square tiling99 (Fig. 6d), cubes
assembling into simple cubic and brick-wall tiling super-
lattices,143,145 complementary coronas made using different NP
core geometries that mediate close-packed 3D orderings146

(Fig. 6e), octahedra that shift from simple hexagonal to
Minkowski assemblies with increasing ligand lengths,92 unu-
sual zig-zag orientational organization of cubic NPs79 (Fig. 6f),
and co-assemblies of cubes and triangular nanoplates.144

A recently published work has also expanded the application

Fig. 6 ‘‘Soft’’ polyhedral LNPs. (a) Emergent interaction between ligand functionalized polyhedral NPs. The interplay between ligand confinement and
NP surface curvature drives the formation of 3 distinct corona morphologies, each with distinct inter-LNP interactions: conformal (red), convex (blue),
and concave (green). (b) Shift in corona morphology (due to the ligand length) can drive lattice transition in 2D assemblies of tetrahedral LNPs.85 (c) DNA-
functionalized bipyramids with conformal corona assemble into clathrate-like structures.91 (d) Corona transition drives the formation of an off-set layer-
by-layer stacking in nanoplates.99 (e) Engineering corona shape complementarity can drive 3D close packed assembles.146 For cubic NPs, (f) corona
transition can drive unusual zig-zag orientational ordering79 or (g) tune their assembly mechanisms.147 Figures are reproduced from ref. 99 and 85 with
permission from the American Chemical Society (r 2019 and 2022); ref. 91 and 79 with permission from the American Association for the Advancement
of Science (r 2017 and 2019); and ref. 146 and 147 with permission from Springer Nature (r 2015 and 2023).
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of this protocol to predict the emergent corona morphology
and interaction potentials for a wide range of complementary
NP geometries that include truncated octahedra, cuboctahe-
dra, bitetrahedra, and decahedra: all of which self-assemble
into space-tiling superlattices.92 Moreover, tuning corona
morphology has been shown to provide a handle for control
over the assembly mechanism of NP superlattices147 (Fig. 6g).

Key takeaway. In summary, polyhedral LNPs deviate from
the ideal limit in both ligand length and NP core geometry.
Balancing the interplay between these two design handles
gives rise to different classes of polyhedral LNP coronas that
correspond to short, intermediate, and long ligand lengths.
Of particular note is the formation of concave corona morpho-
logies whose effective shapes deviate drastically from their under-
lying NP core. This indicates that ligand engineering can provide a
powerful handle to design and control inter-LNP interactions
between currently synthesizable NP geometry. Effective inter-
LNP potentials for these complex corona morphologies are typi-
cally fitted to anisotropic variants of common isotropic pair
potentials and then deployed in MC and MD simulations.

Ligand surface patterning on NPs – patchy interaction

As a final note, we discuss two LNP design handles that have
been much less studied compared to those discussed in the
previous sections: low surface coverage and ligand–ligand
attraction. These two parameters work synergistically with each
other to produce more exotic and orientationally specific LNP
interactions. Examples of ligand–ligand attraction can include
block copolymers that undergo microphase separation55 or
ligand aggregation due to exposure to a poor solvent.148,149

Usage of sparse functionalization is often strategically chosen
to allow for a high degree of ligand mobility so that ligand–
ligand attraction does not result in kinetically trapped states
within the corona. Similar to LNPs with polyhedral cores, there
is an entropic driving force that governs ligand partitioning to
high curvature locations. Ligand–ligand attractions introduce a
counteracting enthalpic force that prevents ligand equiparti-
tioning onto geometrically equivalent edges/corners. It is the
interplay between these two opposing interactions that governs
how ligands are organized on NP surfaces. In the entropically
dominated regime, the emergent corona morphologies fall into
one of the cases discussed above. However, in the enthalpically
dominated regime, ligand distributions are highly non-ideal
and often breaks the underlying NP core symmetry. Corona
morphologies in this regime are predicted using modifications
of eqn (9) to account for weak attraction between ligands,48

leveraging microphase separation between block copolymeric
ligands to produce surface partitioning142 (Fig. 7c), or assuming
a complete ligand collapse in the limit of poor solvent.148,149

In general, the predicted coronas are patchy (i.e. localized to
specific surface regions) and thus produce LNPs that exhibit
directional interactions (Fig. 7a). Experimental realizations of
patchy LNPs are still nascent and thus self-assembly of these
systems beyond local clusters remains elusive. As such, com-
putational modeling has been the prevalent tool for studying

how emergent directionality in interactions drives LNP self-
assembly.

In MC, an analytical potential developed specifically for
patchy interactions is the Kern–Frenkel (KF) potential.150 The
KF potential is a generalization of the SW potential (eqn (7)) to
account for directionality in interaction and has the form:

Vy r; n̂i; n̂j
� �

¼
1 if n̂i � r̂ij 4 cos y and n̂j � r̂ij 4 cos y

0 otherwise

(

VðrÞ ¼ VSWðrÞVy r; n̂i; n̂j
� �

(10)

where VSW(r) defines the SW potential, n̂i and n̂j represent the
unit direction of the patch on the ith and jth particle, respec-
tively, and y defines the opening angle of the patch. Qualitative
mappings of experimental handles to potential parameters are:
l B N2/5 defines the interpenetration ratio between interacting
patches and e B N4/5s2/3 defines the mapping to effective LNP
interaction strength. The core size a is simply the bare NP core
size due to patchy grafts. Lastly, the opening angle y depends
on the patch size/shape and has been recently shown to scale151

as sin y B N1/2. However, KF is limited to spherical/spheroidal
particles. For patchy polyhedral LNPs, creating a polyhedral NP
core particle modeled using an anisotropic potential (eqn (3))
that is then decorated with small spherical patches each
exhibiting an attractive/repulsive Mie potential (eqn (4)) is the
current state-of-the-art approach. Here, mapping the patch size to
Mie parameters follows the same qualitative conversion discussed
for oligomeric/polymeric ligands on spherical NPs. This approach
has the additional benefit of being deployable in MD simulations
due to the conservative nature of potentials applied to each
subunit making up the entire patchy particle. Applications of
such patchy potentials have resulted in a suite of interesting open
lattices in simulations. Patchy rod particles are shown to self-
assemble into the diamond lattice (Fig. 7b) – a holy grail for
photonics applications.152 KF-based patchy NPs can also self-
assemble into helices,153 honeycombed morphologies,154 low
density liquids,155 clathrate-like structures,156 and quasicrystalline
morphologies157 (Fig. 7d). Building upon the idea of breaking
particle core symmetry, simulations of vertex-attractive concave
triangular PNPs show that a porous, hexagonal lattice with uni-
form pore sizes can be achieved158 (Fig. 7e). Additional simula-
tions of such concave triangles reveal that the cores can
encapsulate guest particles of varying shapes/sizes, making such
PNPs ideal for the creation of porous materials with applications
in separation or cargo encapsulation/transport.159,160

Key takeaway. Complex surface patterning in LNPs provides
the largest perturbation away from the ideal LNP limit: (1) poly-
hedral core, (2) beyond steric repulsion between ligands on the
same NP, and (3) sparse surface coverage. The emergent patchy
LNP corona morphologies are a direct result of the delicate
balance between these three counteracting parameters. The key
takeaway here is that such a strategy can give rise to non-trivial
coronas. Often, such coronas break the underlying symmetry of
the NP core, allowing for unprecedented control over how LNPs
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are spatially and orientationally arranged within the resulting
self-assembled structures.

To provide a quick reference for coarse-grain potential
parameterization across the LNPs, we summarize the mapping
between potential parameters for the various V(r) (eqn (1)–(8)
and (10)) discussed and experimental handles in Table 1.
We note that these mappings are designed to match trends in
interaction strengths, interaction ranges, and particle sizes as a
function of experimental variables and are not meant to pro-
vide a direct correspondence between simulation and experi-
ments. One-to-one conversions between experiments and
coarse-grained potentials will necessitate direct measurements
of PMFs or second virial coefficients (B2) in experiments and
fitting constants to the various potential parameters.

Theoretical prediction of LNP
self-assembly

In addition to MC and MD simulations, the inter-LNP poten-
tials discussed in the previous sections can be merged with

theoretical tools designed for a priori prediction of LNP self-
assembly. These tools typically quantify the free energy of LNPs
when placed in a given spatial and orientational arrangement
that corresponds to a candidate superlattice structure. Com-
parison across a suite of lattice configurations and selecting the
one with the lowest free energy then provides a quantitative
prediction of LNP self-assembly. Such approaches are extremely
powerful in that they only utilize experimentally relevant para-
meters to characterize mesoscale level morphologies, providing
a powerful handle for high throughput design of LNPs.
Here, we split our discussion into ‘‘hard’’ vs. ‘‘soft’’ LNP self-
assembly.

Theoretical prediction of ‘‘hard’’ LNP self-assembly

‘‘Hard’’ LNPs are characterized by strong steric repulsions
between neighboring particles. This means that entropy maxi-
mization provides the dominant driving force for LNP self-
assembly. Since ‘‘hard’’ LNPs cannot overlap with each other,
entropy maximization for these systems seeks configurations
that minimize excluded volume between a reference particle
and its neighbors.100,101 Minimization of the effective volume

Fig. 7 Complex surface patterning of LNPs. (a) Emergent patchy/directional interactions between NPs with surface patterning. Examples of different
types of patchy/patterning span a diverse suite of LNPs. (b) Simple diblock patchy ellipsoid self-assembles into a diamond lattice exhibiting a strong
photonic band gap.152 (c) Triblock polymer functionalization on NP surface leverages microphase separation to drive complex corona patterning.142

(d) Self-assembly of a dodecagonal quasicrystal obtained from a pentagonal bipyramid patch configuration.157 (e) Vertex patchy 2D concave triangles
self-assemble into an open network structure exhibiting tunable, chiral pore structures.158 Figures are reproduced from ref. 152 with permission from the
American Chemical Society (r 2021); ref. 142 with permission from Wiley (r 2023); ref. 157 with permission from the American Institute of Physics (r
2021); and ref. 158 with permission from the Royal Society of Chemistry (r 2020).
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that a particle occupies within the lattice increases the space
available to other particles, creating a large increase in transla-
tional entropy that drives LNP crystallization. For these rea-
sons, seminal works on ‘‘hard’’ spherical LNPs assembly
prediction over the past few decades have revolved around
utilizing the packing fraction (Z) as a proxy for the lattice free
energy of formation. Specifically, structures that maximize Z
correspond to the thermodynamically equilibrium lattices. This
approach has shown moderate successes with respect to com-
mon lattices such as face-centered cubic, body centered cubic,
and Laves structures161,162 (Fig. 8b). However, the packing
fraction driven approach fails to capture more complex phases
and often over predicts the range of lattice stability. Efforts to
address this limitation have resulted in the inclusion of addi-
tional features such as emergent directionality/patchy interac-
tions between closely packed LNP lattice prediction (Fig. 8a).
Parameters such as nearest neighbor contacts, corona deforma-
tion, and corona overlap have all been utilized to define an
effective packing fraction Ze. Here, Ze takes into account
features such as how ligand splaying can give rise to partial
corona overlaps between LNPs or how the coordination shell
can produce emergent directional patchiness that slightly alters
the LNP’s excluded volume163,164 (Fig. 8a). Of note is the

recently developed Orbifold Topological Model, which has been
shown to capture experimentally observed assembly behaviors
across a wide range of ‘‘hard’’ LNP systems.104,106,109

With respect to ‘‘hard’’ polyhedral LNPs, a recently devel-
oped theory called entropic bonding (EBT)165 has shown mod-
erate successes in predicting both emergent directional
interactions and the hierarchical self-assembly of hard polyhe-
dra. Recognizing that excluded volume minimization drives
entropic crystallization of ‘‘hard’’ polyhedral LNPs, EBT first
quantifies the configuration between neighboring particles that
minimizes their combined excluded volume. This is mapped to
‘‘shape orbitals’’ around a single polyhedron that indicates the
emergent directional interaction between particles at high
crowding (Fig. 8c). Through this lens, selecting particle config-
urations that maximize ‘‘shape orbital’’ overlap across all LNPs
immediately results in system states with the lowest excluded
volume and therefore the entropically stabilized lattices. Appli-
cation of EBT to hard polyhedra self-assembly has successfully
captured simple lattices such as simple cubic packing of cubes,
Minkowski packing of octahedra, and face-centered cubic
packing of spheres165 (Fig. 8d). EBT even captures the for-
mation of complex lattices such as clathrates,90 host–guest
structures,93 layer-by-layer motifs,94 and ultra-high density

Table 1 Qualitative mapping between experimental parameters and coarse-grained (CG) potentials

Potential
Potential
parameter

Experimental
parameter Ligand/NP type Potential type

Applicability
range

HS (eqn (1)) a Ns1/3b Short ligand, spherical NPs Hard spheres N r Rcs
1/2

WCA (eqn (2)) e s1/2

a Ns1/3b

Hard shape (GJK
+ eqn (1))

a Ns1/3b Short ligand, shaped NPs Hard polyhedra
N � Rc

s1=2

O3=3

Aniso-WCA (eqn (3)) e s1/2

a Ns1/3b

Mie (eqn (4)) e N1/2s1/2 Oligomeric ligand, polymeric
ligand, DNA ligand,
spherical/shaped NPs

Soft/ultrasoft
spheres/polyhedra

N 4 Rcs
1/2,

Rg o Rca N1/2s1/4b
n � m N�1/2s1/2

Yukawa (eqn (5)) e N4/5s2/3 Polymeric ligand,
spherical/shaped NPs

Ultrasoft spheres/
polyhedra

Rg B Rc

k N3/5s1/5b
OPP (eqn (6)) e1, e2 N4/5s2/3

k, f N3/5s1/5b

Square well (eqn (7)) e Nss dsDNA ligand,
spherical/shaped NPs

Hard, selective
spheres/polyhedra

—
a Ns1/3b
l 1.25Ns

Square well (eqn (7)) e Nss ssDNA ligand,
spherical/shaped NPs

Soft, selective
spheres/polyhedra

N 4 Rcs
1/2

a N3/5
s s1/5b

l N2/5
s

Fermi–Jagla (eqn (8)) e, Ai, Bi Nss
a N3/5

s s1/5b
n N�1/2

s s1/2

Kern–Frenkel
(eqn (10))

e N4/5s2/3 Polymeric ligand, DNA ligand,
spherical/shaped NPs

Patchy spheres/
polyhedra

Rg B Rc

a Rcore

l N2/3

y sin�1(N1/2)

Variable definition: N: ligand degree of polymerization, s: grafting density, b: ligand Kuhn length, Rcore: NP radius (or insphere radius), Rg: ligand
radius of gyration, and Ns: number of DNA ‘‘sticky-ends’’.
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packing of bipyramids88 (Fig. 8d). It is important to note that
the only required input into EBT is the intrinsic geometry of
the particle shape. Emergent direction interactions, optimal
particle orientation, and equilibrium spatial positions are all
theoretically predicted from this input knowledge of particle
geometry. Such simplicity in inputs makes EBT a powerful
approach for both a priori prediction and design of ‘‘hard’’
polyhedral LNPs for hierarchical self-assembly.

Theoretical prediction of ‘‘soft’’ LNP self-assembly

‘‘Soft’’ LNPs are characterized by the interplay between emer-
gent inter-LNP attraction due to favorable corona overlap, steric
hinderances arising from stretched ligands or NP core geo-
metry, and species specific attraction/repulsion between ligands.
In contrast to ‘‘hard’’ LNPs, assembly here is not governed by
entropic maximization (i.e. particle packing) but rather by enthal-
pic minimization. To date, theories for ‘‘soft’’ LNP self-assembly

have been built upon seminal works on Wertheim’s thermody-
namic perturbation theory (WTPT) for associating liquids.166–170

Briefly, WTPT predicts the excess Helmholtz free energy of
formation (Abond) for spherically symmetric patchy particles inter-
acting via the KF potential (eqn (10)), where Abond takes the form:

Abond

MkT
¼ 2 lnX � X þ 1

X ¼ 1

1þ 2rXD

D ¼ 4p
ð

f rð Þh iagHS rð Þr2dr

(11)

Here, r is the LNP number density, M is the number of LNPs, kT is
the thermal energy, gHS(r) is the pair correlation function of
a reference hard-sphere fluid, and f (r) is the Mayer-f function:
f (r) = e�V(r)/kT � 1, where V(r) defines the pairwise interaction
potential between two LNPs (Fig. 9a, top). Applications of WTPT

Fig. 8 ‘‘Hard’’ LNP self-assembly. (a) Ligand splaying and partial corona deformation between interacting hard spherical LNPs can alter local free volume
and packing.105,106 (b) Theoretical prediction of ‘‘hard’’ spherical LNPs relies on analysis of packing density and identifying structures with higher densities
than FCC/HCP.40,185 Corona splaying prediction from (a) extends the packing analysis to deformable coronas. (c) Directional interactions between ‘‘hard’’
polyhedral LNPs predicted via EBT.165 (d) Application of EBT to predict a diverse suite of lattices ranging from simple cubic to clathrates to
quasicrystals.91,165,186 Figures are reproduced from ref. 186, 40 and 105 with permission from the American Chemical Society (r 2012, 2016, and
2021); ref. 106 with permission from the Royal Society of Chemistry (r 2016); ref. 185 with permission from the American Institute of Physics (r 2016);
ref. 165 with permission from the National Academy of Sciences (r 2022); and ref. 91 with permission from the American Association for the
Advancement of Science (r 2017).
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work extraordinarily well for predicting phase behaviors of PNP
liquids ranging from vapor–liquid coexistence,171 liquid–liquid
phase separation,155,172 ring formation,173,174 gelation,175 and
binary/ternary systems.176 While valid for the liquid state,
eqn (11) cannot predict crystalline behaviors. To bridge WTPT
to superlattice self-assembly, extensions have been made by
recasting the reference pair correlation function, gHS(r), to that
of a non-interacting, reference crystal: gCR(r). This yields a new
form for:

D ¼
Y
i

X
j

rsij

sij !

ð
f
sij
ij rð Þgij;CR rð Þd*

r ð12Þ

where s is the coordination number of the perfect lattice and i and
j define the types of interactions and particle types in the system,
respectively79,144,177 (Fig. 9a, bottom). Furthermore, eqn (12)
removed the constraint of patchy particles by requiring that the
input pair potential in f (r) be for a particular set of relative particle
orientations, generalizing its applicability to non-patchy particles
and all the ‘‘soft’’ LNPs discussed earlier. This means that WTPT
can now predict not only the thermodynamically stable equili-
brium spatial configuration but also the optimal LNP orientations
within the superlattice. Another advantage of eqn (12) is the
dependence on a reference crystal. The workflow now becomes:

(1) compute gCR(r) for a given guest lattice, (2) use eqn (12) to
predict Abond, (3) repeat across a suite of test lattices, and (4) select
the lattice with the lowest Abond as the thermodynamically stable
structure. Eqn (12) is successful at a priori determining the
equilibrium lattice structures across a range of systems that include
ligand/oligomer-mediated99,144 (Fig. 9b), DNA-mediated79,178

(Fig. 9c), chiral/electrostatics-mediated179,180 (Fig. 9d), DNA
nanocage177 (Fig. 9e), and evaporation-driven53 self-assembly, all
of which have been validated by experiments. As a final note, we
emphasize that all previously discussed emergent interactions for
LNPs (Table 1) provide approximations for V(r) to use in eqn (12).
This general feature of WTPT makes it readily applicable across all
LNP systems discussed throughout this review. To summarize the
large diversity of structures accessible using LNPs, we organize the
structural space of LNP self-assembly in Fig. 10 as a function of LNP
complexity (i.e. hard, soft, ultrasoft, patchy, etc.) and system com-
plexity (i.e. single component or multi-component).

Conclusion and outlook on new
directions for LNPs

Despite the unprecedented growth in our ability to synthesize,
model, and predict LNP self-assembly, key challenges remain.

Fig. 9 ‘‘Soft’’ LNP self-assembly. (a) Schematic of generalization of WTPT from the hard sphere liquid reference state (top) to the hard sphere/polyhedral
crystalline reference state (bottom). Application of this theory for ‘‘soft’’ PNDP is successful across a wide range of different types of nanoscale self-
assembly. (b) Co-assembly of ligand functionalized nanocubes and nanoplates as a function of stoichiometry and interaction energy144 (inverse
temperature). (c) DNA-mediated spherical AuNP self-assembly.178 (d) Electrostatics driven, self-limiting assembly of CdS supraparticles.179 (e) Patchy DNA
nanocage self-assembly showing transition from BCC to SC to a diamond superlattice with the changing core patchy shape.177 All data points on the
phase diagrams indicate experimental results and solid phases correspond to WTPT prediction. Figures are reproduced from ref. 144 with permission
from the American Association for the Advancement of Science (r 2021); ref. 178 with permission from the National Academy of Sciences (r 2015); ref.
179 with permission from the American Chemical Society (r 2021); and ref. 177 with permission from Springer Nature (r 2020).
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Firstly, as demands for precision control over inter-LNP
interactions increase, more advanced methods are needed to
increase surface selectivity in ligand functionalization.
Increased precision, however, presents major challenges for
synthesis48,181 as LNP surface patterning is constrained by the
intrinsic core NP geometry. Development of new theory and
computational tools to guide experiments is critical as the
number of potential design parameters is too large for a brute
force ‘‘trial-and-error’’ approach.

Secondly, the advent of patchy LNPs resulting from complex
LNP surface patterning has also opened newer avenues for
stringing together LNPs into long chains via patch–patch
interactions.151 These ‘‘colloidal’’ polymers have been shown
to exhibit strong plasmonic responses, making them ideal for
applications in creating next-generation sensors. Unlike tradi-
tional polymers, however, each monomer here is an entire LNP
with well-defined and unique geometry. Little work has been
done on looking at how these geometrical effects influence
chain conformation and packing, making a priori design of
‘‘colloidal’’ chains to target specific modes of plasmonic
responses an on-going challenge.

Thirdly, due to the increased complexity of experimentally
accessible LNP building blocks used in self-assembly, the like-
lihood of kinetic traps during assembly has also dramatically
increased. As a result, assembly pathway engineering that
explicitly accounts for both LNP softness and directional inter-
actions is also of interest. Questions that will be relevant to
answer here are: (1) what is the hierarchy of motifs needed to

achieve the final self-assembled structures? (2) how does one
assembly pathway reduce the potential for kinetic traps relative
to another? and (3) how do rotational and translation dynamics
of the highly anisotropic LNPs influence the assembly pathway?
Answering these questions not only builds a more fundamental
understanding of the complex behaviors underlying LNP
assemblies but also provides critical insights into design stra-
tegies to develop more novel assembly structures.

In short, the design and synthesis of polymer/DNA functio-
nalized nanoparticles is an exciting field with incredible promise
for applications in catalysis, sensing, soft robotics, and energy
harvesting. Our review covers the current state-of-the-art compu-
tational and theoretical approaches to modeling and predicting
how ligand functionalization can imbue complex, emergent inter-
actions between nanoparticles that can sometime break the
intrinsic geometry of their constitutive parts. Key developments
in fundamental understanding of how ligands are organized
when functionalized onto NP surfaces have not only expanded
our understanding of assembly physics but also enabled powerful
approaches for inverse design of LNPs to develop a wide range of
different superlattices with applications spanning across all tech-
nologically relevant fields in nanoscience. Altogether, these results
suggest that the future of LNP synthesis and self-assembly is
bright. Thanks to the chemical diversity of both ligand types and
NP core geometry, LNPs present a class of nanoscale synthons
capable of realizing complex building blocks for use in creating
multifunctional and ordered materials at the mesoscale and
beyond.

Fig. 10 Structural diversity in LNP self-assembly. Schematic of assembly morphologies for LNPs as a function of building block and system complexity
phase space. Snapshots indicate classes of structural organizations accessible for each phase space regime and do not reflect the entire space of all
accessible assembled morphologies. Abbreviations utilized are: body-centered cubic (BCC), face-centered cubic (FCC), simple cubic (SC), body-
centered tetragonal (BCT), zig-zag oriented BCC (zzBCC), tetra-octa honeycomb (toh), gyrated tetra-octa honeycomb (gtoh), rectified cubic
honeycomb (rch), Penrose P1 tiling (P1), simple hexagonal (sh), and dodecagonal quasicrystal (DDQC). The figure contains images reproduced from
ref. 83, 85, 92, 116, 142, 146, 177, 187–189; ref. 83 and 92 with permission from the American Association for the Advancement of Science (r 2012
and 2024); ref. 116 with permission from the National Academy of Sciences (r 2021); ref. 142 with permission from Wiley (r 2023); ref. 146, 177 and 187
with permission from Springer Nature (r 2015 and 2020); and ref. 188, 85 and 189 with permission from the American Chemical Society (r 2018, 2022,
and 2023).
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