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A dynamical system approach to relaxation in
glass-forming liquids†

Jack F. Douglas, *a Qi-Lu Yuan, bc Jiarui Zhang,d Hao Zhang *d and
Wen-Sheng Xu *bc

The ‘‘classical’’ thermodynamic and statistical mechanical theories of Gibbs and Boltzmann are both

predicated on axiomatic assumptions whose applicability is hard to ascertain. Theoretical objections and

an increasing number of observed deviations from these theories have led to sustained efforts to

develop an improved mathematical and physical foundation for them, and the search for appropriate

extensions that are generally applicable to condensed materials at low temperatures (T) and high

material densities where the assumptions of these theories start to become particularly questionable.

These theoretical efforts have largely focused on minimal models of condensed material systems, such

as the Fermi–Ulam–Pasta–Tsingou model, and other simplified models of condensed materials that are

amenable to numerical and analytic treatments and that can serve to illuminate essential features of

relaxation processes in condensed materials under conditions approaching integrable dynamics where

clear departures from classical thermodynamics and dynamics can be generally expected. These studies

indicate an apparently general multi-step relaxation process, corresponding to an initial ‘‘fast’’ relaxation

process (termed the fast b-relaxation in the context of cooled liquids), followed by a longer

‘‘equipartition time’’, namely, the a-relaxation time ta in the context of cooled liquids. This relaxation

timescale can be enormously longer than the fast b-relaxation time tb so that ta is the primary

parameter governing the rate at which the material comes into equilibrium, and thus is a natural focus

of theoretical attention. Since the dynamics of these simplified dynamical systems, originally intended as

simplified models of real crystalline materials exhibiting anharmonic interactions, greatly resemble the

observed relaxation dynamics of both heated crystals and cooled liquids, we adapt this dynamical

system approach to the practical matter of estimating relaxation times in both cooled liquids and

crystals at elevated temperatures, which we identify as weakly non-integrable dynamical systems.

1 Introduction

Statistical mechanics aims to explain the macroscopic thermo-
dynamic and dynamic properties of materials in terms of the
molecular dynamics of the molecules comprising them, on the
basis of an appropriate description of the interactions between
the molecules and equations describing their subsequent

evolution in time. In addtion to the striking successes of this
approach in understanding the properties of gases by
Clausius,1,2 Maxwell,3 and Jeans,4 and in extensions of this
atomistic ‘‘kinetic theory’’ to describe interacting gas molecules
based on the Enskog theory,5–7 this approach has been applied
to perfectly ordered crystalline materials,8–10 in which a high
degree of structural order simplifies the theoretical treatment.
These theoretical works represent triumphs of the mechanical
view of material properties that were crowned by Boltzmann’s
entropy equation. This relation provides a fundamental linkage
between the entropy of materials, defined in terms of formal
thermodynamic theory, and the entropy, defined in terms of
the microscopic evolution of the molecular components
described in terms of Newtonian dynamics, thereby establish-
ing a fundamental bridge between the macroscopic and mole-
cular scale descriptions of matter.11 Lebowitz12,13 has
summarized the subtle nature of Boltzmann’s reasoning and
the implications of this ‘‘bridge relation’’11 for understanding
the widespread applicability of statistical mechanical theory to
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materials. It should be appreciated, nonetheless, that Boltz-
mann’s entropy equation was formulated as a hypothesis.
Moreover, there is no corresponding general bridge relation
linking the dynamic properties of condensed materials to their
molecular dynamics, although there has been a lot of theore-
tical and phenomenological groping at this problem,14,15 and
the present work represents another attempt in this direction.

The grand vision of Boltzmann of a general statistical
mechanical description of matter, based on first principles
molecular mechanics, has sometimes run into difficulties when
attempts were made to apply this mathematical formalism to
condensed materials rather than dilute gases. In particular, the
problem of reconciling the reversible nature of the classical
equations of motion describing the molecular dynamics of
Hamiltonian (constant energy) dynamical systems and the evi-
dently irreversible nature of the evolution of macroscopic mate-
rial systems was noted soon after Boltzmann formulated his
entropy equation. Specifically, Zermelo harshly criticized Boltz-
mann’s work based on the reasoning that the inherent reversi-
bility of Hamiltonian dynamics under time reversal meant that
an ‘‘equilibrium material state’’, as defined by Boltzmann, could
not possibly exist so that statistical mechanics was just non-
sense. (See the works of Mazur and Montroll16 and McQuarrie,17

and the biography of Boltzmann of Broda,18 respectively, for a
discussion of scientific and personal aspects of this controversy.)
Lebowitz12,13 argued how the ‘‘probabilistic’’ aspect of his Boltz-
mann’s theory resolves this ‘‘paradox’’, based on the astronom-
ical number of microstates of the equilibrium dynamical system
associated with the entropy of the material system. However, one
can reasonably wonder whether or not Boltzmann’s approach
applies to the thermodynamics and dynamics of ‘‘complex’’
condensed materials, such as liquids, at low temperatures (T)
where the strong interaction between the particles gives rise to a
progressive drop in the fluid configurational entropy of the
material upon cooling. We may also wonder about heated
crystals in which the configurational entropy progressively
increases somewhat from a vanishing value at zero temperature.
The existence of ergodicity even in dilute gases has recently been
seriously disputed,19 so there appears to be no end of contro-
versy in this field, even in the ‘‘simple’’ case of gases.

Questions about the validity of Boltzmann’s entropy equa-
tion and the associated technical matter of ‘‘ergodicity’’, which
underlies the mathematical machinery relating time and spa-
tial averages on which statistical mechanics is based, came to
fore in one of the earliest molecular dynamics (MD) simula-
tions of a condensed material by Fermi, Ulam, Pasta, and
Tsingou (FUPT).20,21 This initial study by FUPT was based on
a ‘‘toy model’’ of a crystal described as a one-dimensional chain
of anharmonic oscillators, where periodic boundary conditions
were introduced to simplify the simulations. At the time, it was
apparently anticipated from prior results of Poincare and
Fermi22 that any anharmonicity in the interparticle interaction,
no matter how small, should be sufficient to destroy the
integrability (periodicity of the dynamics) of this many-body
Hamiltonian system so that the system once perturbed should
just quickly relax to an equilibrium state based on the physical

intuition derived from Boltzmann’s entropy equation. We refer
the reader unfamiliar with the concept of integrable dynamical
systems to Wikipedia for much useful background information
about such systems and their central role in fields on non-
linear dynamics. For a more indepth discussion of integrability,
along with historical aspects of the FUPT problem, see the
review by Ford.23

The inherently periodic nature of the dynamics of integrable
dynamical systems implies that the relaxation time is formally
infinite for such systems so that the emergence of chaotic
dynamics, relaxation, and diffusion arise in material systems
from the combined action of thermal energy and anharmoni-
city in intermolecular interactions. We emphasize that while
integrable systems have periodic solutions, the anharmonic
interactions lead to a new class of periodic modes, ‘‘breathers’’
or ‘‘intrinsically localized modes’’,24–29 that are distinct in their
characteristics from the periodic modes of a lattice of atoms
derived from an assumed harmonic potential, i.e., phonons.30

Moreover, the interaction between these anharmonic modes
can dominate the relaxation process of weakly non-integrable
dynamical systems, a phenomenon that can make relaxation
times astronomical in magnitude when the interaction between
these modes is strong and short-ranged in nature.30–32 (The
range of interaction is normally discussed in the technical
literature in terms of the ‘‘range of interaction in action space’’
where the action variables are the conserved variables of the
integrable dynamical system to which the anharmonic modes
correspond;30,33 our discussion of these interactions is more
informal in the present work.) By tuning the energy per particle,
it is possible to increase the range of the anharmonic mode
interactions so that the relaxation process becomes simpler and
the relaxation time becomes relatively fast, a situation that we
discuss below. Danieli et al.30 provide a lucid discussion of
integrability and weak integrability of Hamiltonian dynamical
systems in the context of the Klein-Gordon chain model and
Mithun et al.33 provide a detailed discussion of the dynamics of
weakly non-integrable Josephson Junction chains, in the impor-
tant case in which the non-linear modes exhibit strong short-
ranged interactions that make the relaxation times extremely
long in relation to the initial fast relaxation process (discussed
extensively below). Mithun et al.33 characterize this dramatic
slowing down of the dynamics in this model material as
corresponding to a ‘‘dynamical glass’’ state and they further
suggest that this behavior is a ‘‘generic property of a large class
of dynamical systems, where ergodization timescales depend
sensitively on control parameters.’’ Goldfriend and Kurchan34

further discuss this type of ‘‘quasi-integrable’’ dynamical sys-
tem and its practical significance. Importantly, ergodicity on an
infinite averaging timescale is not broken in such materials,
but the fact that relaxation times can become astronomically
large means that one often encounters the practical situation in
which the system cannot explore its phase space on any reason-
able timescale so that effective non-ergodic behavior is
observed when the averaging timescale is shorter than the
relaxation time. The appearance of ergodicity is then deter-
mined by how long the system is observed.
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This type of transition in ergodicity is then a natural conse-
quence of the slowing down of dynamics upon approaching a
state of integrable dynamics. We hypothesize that this mecha-
nism fundamentally of slowing down of material dynamics
underlies glass formation in all materials, and that our model
of the dynamics of glassy materials developed below is based on
this basic hypothesis. With regard to the FUPT model, the exactly
solvable Toda lattice,35,36 which describes a chain of anharmonic
oscillators with an exponential interaction between nearest-
neighbor atoms similar to a Morse-potential,37 is the specific
integrable dynamical system corresponding to the FUPT
model.34,38,39 Much of what is rigorously known about the FUPT
model after many years of investigation is an outgrowth of this
discovery, and we discuss some of these results below. As a final
general comment, we note that the transition from an ergodic
state with varying degrees of non-integrability to a non-ergodic
integrable state is not equivalent to the loss of ergodicity
associated with becoming trapped in some limited region of
phase space because of high potential or free energy barriers so
that time and spatial averages are not equivalent. We are rather
interested in modeling the weakly chaotic dynamics that gener-
ically arises upon approaching the limit of integrability as a
model of relaxation in cooled liquids and heated crystals. We
next return to a discussion of the FUPT model.

The original exploratory simulations of FUPT for the parti-
cular model parameters chosen, indicated that a relaxation to
equilibrium simply did not occur, but rather the system evolved
in a ‘‘strange’’ quasi-periodic way. Uhlenbeck quoted Fermi as
saying that these were surprising results at the time, ‘‘providing
intimations that the prevalent beliefs of the universality of
mixing and thermalization in non-linear systems may not
always be justified’’. (See Carati et al.22 and Ford23 for a
discussion of Uhlenbeck’s personal commentary about his
interactions with Fermi and other interesting and scientific
historical aspects of the FUPT problem.) Seemingly, the rug had
been pulled out of the foundation of statistical mechanics and
the FUPT model has been the subject of intensive studies ever
since to understand what was going on in these pioneering
simulations.40,41 The resulting analytic work stimulated by
these ‘‘numerical experiments’’ was highly fruitful in stimulat-
ing developments in mathematical physics, leading to the
rediscovery of solitons37,42–45 to describe the highly directed
motion seen in these simulations, and the occurrence of
spontaneous non-linear excitations in the lattice that derive
exclusively from the anharmonicity of interparticle interac-
tions, ‘‘intrinsically localized modes’’ or ‘‘breathers’’,24–26,46–49

these dynamical structures being increasingly recognized as
playing a crucial role in the dynamics of condensed materials.

There are many excellent reviews describing the many
attempts to understand the FUPT model, perhaps the simplest
model of a condensed material exhibiting non-linear intermo-
lecular interactions exhibited by real materials and we do not
discuss these findings in the present work, except for noting
some relevant results relating to the description of relaxation in
these materials, which we think have general relevance in glass-
forming (GF) materials by extension. We next summarize some

basic features in the dynamics of GF liquids and heated crystals
that merit this comparison with the dynamics of the extensively
studied FUPT model and which raise some questions of a
dynamical system nature.

Relaxation in liquids, as typically measured by the self-
intermediate scattering function50,51 (a dynamical extension
of the static structure factor) at the conventional scale of the
interparticle separation, generally undergoes a single relaxation
process at elevated temperatures in condensed liquids, but a
new slow relaxation mode arises rather universally upon cool-
ing in molecular liquids or increasing density in hard-sphere
liquids. These relaxation processes are normally termed the fast
b- and a-relaxation processes, respectively, and the a-relaxation
process is the principal object of simulation studies of struc-
tural relaxation in GF liquids and many neutron scattering
studies of the dynamics of cooled liquids. The relaxation time
tb of the fast b-relaxation process is typically on the order of a
ps in molecular fluids generally, both polymeric and non-
polymeric, while the relaxation time ta ranges from a ps to a
timescale on the order of a minute near the material’s glass
transition so that ta evidently varies over an enormous range as
T is varied in cooled molecular fluids or as the particle
concentration is increased in particle suspensions. Cooled
liquids also generically exhibit ‘‘dynamic heterogeneity’’ in
the form of dynamic clusters of molecules with high and low
mobility and clusters in which particles exhibit highly corre-
lated motion, and much effort has recently been made in
understanding how this heterogeneity relates to observable
properties, such as the macroscopic transport properties of the
material.52–54 It is noted that the observation of a relatively
‘‘fast’’ relaxation process, after which the system settles into a
metastable state persisting for long times, and this plateau in
autocorrelation functions describing the relaxation process is
followed by a decay of the transient metastable state after an
‘‘ergodicity time’’ or ‘‘relaxation time’’ beyond which the auto-
correlation function decays to zero. This is a generic phenom-
enon in ‘‘weakly ergodic’’ Hamiltonian dynamical systems, so
we may expect to see ‘‘glassy dynamics’’ in diverse physical
contexts beyond glassy materials, ranging from the dynamics of
planetary systems to Josephson junction in superconducting
grains.33,34,55,56 Our main point here is that the physical scope
of a dynamical system approach to relaxation in Hamiltonian
dynamical systems extends far beyond just GF liquids, although
these materials are our primary interest.

Dynamic heterogeneity is another general phenomenon in
diverse weakly ergodic dynamical systems, including GF
liquids,57,58 but we do not dwell on this aspect of the problem
of understanding the dynamics of GF liquids in the present
paper. Rather, we are primarily concerned with how the fast
dynamics of the relaxation process of fluids might encode
information about their long-time relaxation and molecular
diffusion process occurring on a vastly different timescale upon
approaching the glass transition temperature. We mention at
the outset that some outstanding theoretical results have
been obtained between measures of the ‘‘chaoticity’’ of the
dynamics (i.e., maximum Lyapunov exponents lmax and the
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Kolmogorov–Sinai entropy hKS, the sum of the positive Lyapu-
nov exponents) and the diffusion coefficient in the Lorentz gas
model, a toy model of a hard-sphere gas in an array of fixed
obstructions.59–61 We take this type of relation as suggesting
the possibility of a general bridge between the ‘‘degree of
chaoticity’’ of dynamical systems, as reflected in the fast
dynamics, and long-time dynamical transport properties
defined in terms of integrals of autocorrelation functions and
on long timescales comparable to ta. Since there is no obvious
way to measure lmax and hKS in either simulation or experi-
ment, we must consider alternative physical quantities to get a
theoretical ‘‘handle’’ on this possible relation between the fast
dynamics and long-time structural relaxation. Previous ana-
lyses of relaxation in the FUPT model offer a possible frame-
work for approaching this general problem, which we next
develop into a model that makes predictions of ta in terms of
experimental measures of the fast dynamics of the dynamical
system that are presumably related to lmax and hKS. At the
outset, we note that the FUPT model also exhibits a transition
from a single relaxation mode to two relaxation modes upon
cooling where the relaxation time of the slow mode analogous
to the a-relaxation process of GF liquids becomes astronomi-
cally large at low T and where the fast relaxation time is nearly T
invariant, as in GF liquids62 (see Fig. S1 of ref. 63). It is now
appreciated that the apparent non-ergodic behavior observed
by FUPT is just the consequence of this relaxation time being
much longer than the simulation times,40 and recent simula-
tions have confirmed that this is the case for the conditions
under which the FUPT simulations were performed. Notably,
this model exhibits a rapid approach to equilibrium by simply
raising the temperature.

The work of Krylov64–66 initiated a new way of thinking about
ergodicity that subsequently profoundly influenced modern
studies of the nature of ‘‘equilibrium’’ states and relaxation in
materials. He argued that the original conception of ergodicity
was fraught with logical inner contradictions that explained the
many paradoxes arising in attempts at developing ergodic theory
and emphasized the consequential slow progress in developing
any theoretical framework having any practical significance for
predicting whether any given material might be ergodic or not.
He then simply rejected the ergodic hypothesis and decided that
the only reasonable way to proceed forward was to focus on the
decay of correlations in dynamical systems as being the neces-
sary objects fundamental to understanding the foundations of
statistical mechanics and thermodynamics. Prigogine and
coworkers67–70 amplified on Krylov’s view that thermodynamics
and dynamics should be fundamentally understood in terms of
the chaoticity of the underlying molecular dynamics rather than
just being probabilistic consequences of an assumed vast num-
ber of configurational states of material systems, as advocated by
other scientists even to the present day.11,71

At any rate, after Krylov’s highly influential work, there was a
shift from studies aimed at understanding the conditions
under which the ergodicity of material systems should hold,
which so far has not been answered by either simulation or
analytic theory, to a consideration of the relaxation processes

governing the approach to an equilibrium state at long times.22

The relaxation function times have the advantage of being
measurable properties, rendering the whole enterprise less
academic in nature. Krylov’s initial work showed the applic-
ability of this way of thinking for dilute gases of hard spheres,
but modern theoretical studies of dynamical systems focus on
building up the theory of thermodynamics in a bottom-up way
from the molecular dynamics rather than from top-down
theoretical postulates. This philosophy directly addresses Ein-
stein’s strong critique of Boltzmann’s formal probabilistic
formulation of statistical mechanics in a top-down fashion
(see a discussion of Einstein’s views of Boltzmann’s statistical
mechanics by Cohen72). The simple takeaway message from the
Einstein and Cohen commentaries is that a proper statistical
dynamic theory should be grounded in molecular dynamics
rather than in terms of postulates based on probability theory.

The many studies of the FUPT model, and the closely related
one dimensional Ising model and non-linear spring models of the
duplex DNA,24,73,74 have provided a general framework for under-
standing the emergence of multistage relaxation involved in a
relatively fast and subsequent slow relaxation processes, although
these features of the FUPT model are still under active
investigation.75,76 The chaotic dynamics of the FUPT and related
‘‘chain models’’ have also been investigated exhaustively.27,77 These
models serve as a kind of analog of the hydrogen atom or hydrogen
molecule models in quantum theory, in the sense that these simple
models share many of the features of more complex many-body
dynamical systems and lend themselves to some degree to analytic
treatment and comprehensive numerical studies.

The basic picture that has emerged from the studies of FUPT
from a dynamical system perspective is that the degree of
chaoticity of the dynamics of the FUPT model, as measured
by hKS, progressively increases with the specific energy es (and
thus temperature), defined as the total energy of the system
divided by the number of particles in the system (sometimes
inaccurately referred to as energy density). The system energy is
the only conserved property of Hamiltonian dynamical systems
on an infinite timescale when the system is non-integrable, so
this is the natural parameter to characterize the state of the
dynamical system. Interestingly, although this property is easy to
calculate in MD simulations, it is rarely reported in the simula-
tions of either cooled liquids or heated crystals. Many studies
have shown that in the FUPT model and simplified crystal
models involving more realistic Lennard-Jones (LJ) interactions,
there are at least two ‘‘critical’’ values of es upon heating the
material (raising es).

40,78–85 There is an initial stochastic thresh-
old (ST) es1 beyond which chaotic behavior is clearly exhibited
(characterized by a positive hKS), followed by a strong stochastic
threshold (SST) es2 at elevated temperatures, at which the system
evolution becomes strongly chaotic.77,81,83,85 This situation cor-
responds to the well-known case of a dilute hard-sphere gas
studied by Boltzmann (see the papers by Lebowitz12,13 for an
accessible discussion) and Krylov.64–66 Although the finiteness of
the ST energy in the thermodynamic limit generally depends on
the type of anharmonic potential,40 we suspect that this critical
energy in effect exists for any realistic interparticle potential.
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Further research on this question is required,22 along with the
matter of what sort of generalized statistical mechanics and
other implications might apply at conditions lower than the ST
value.84,86–90 The SST seems to persist robustly in the thermo-
dynamic limit for this class of many-body Hamiltonian
systems,40 and we strongly suspect that the existence of transi-
tion values of es is universal, and that this quantity also explains
the transition from a regime of relaxation in which there is a
single ‘‘fast’’ relaxation mode at elevated temperatures to a
multi-step relaxation below an onset temperature TA, which we
hypothesize corresponds exactly to the SST critical energy con-
dition mentioned above. It has recently been appreciated that
the plateau in the relaxation function of the FUPT and related
models represents a metastable state,91,92 whose long lifetime
can be traced to the presence of persistent non-linear excitations
mentioned above.25,27,28,93 The T range above TA corresponds to
the specific energy range in which simple stochastic Langevin
models94–97 of material dynamics may become suitable, but even
in this T range, the existence of collective motion necessary for
particle motion in the condensed state leads to memory effects
that can invalidate this type of probabilistic formulation of
material dynamics. A great accomplishment of kinetic theories
over the last century was the overcoming of the difficulties of
accounting for this type of many-body effect on fluid transport
properties.98

Another outgrowth of many years of largely fruitless math-
ematical studies aimed at determining conditions sufficient to
establish the existence of ergodicity in many-body dynamical
systems (see Saito et al.99 for a review of these early dynamical
system theories as well as their accomplishments and limita-
tions) was a shift to the problem of estimating non-perturbative
bounds on the time required to reach equilibrium. In particu-
lar, Nekhoroshev100 derived some highly influential bounds in
association with relatively simple anharmonic Hamiltonian
dynamical systems, which suggested a quantitative mathema-
tical mechanism for the rapid increase of the relaxation time
governing the return to equilibrium when the system transi-
tions from being ‘‘chaotic’’ to ‘‘regular’’ (lmax = hKS = 0) in its
dynamics. This bound has been interpreted thereafter for more
complex dynamical systems to imply that the relaxation time te

needed to achieve equilibration should scale as,101,102

te B te,0 exp(1/Kd) (1)

where te,0 is a constant, K is a measure of the ‘‘strength of the
perturbation to the integrable system’’, and d is an exponent
specific to the dynamical system that apparently characterizes
the ‘‘degree of anharmonicity’’. Based on the finding of an
apparent critical value of the specific energy-dependent pertur-
bation parameter Kc at which chaotic behavior first emerged, K
in eqn (1) was formally replaced by K � Kc and this expression
compared to model non-trivial Hamiltonian dynamic systems
having many degrees of freedom where this expression was
found to empirically describe simulation observations rather
well,101 hinting at broader applicability of eqn (1). The critical
energy is made plausible for dynamical systems having a
dimension higher than 1, for which a critical energy has been

found to exist for the formation of non-linear excitations.103

Later researchers104 plausibly assumed that the perturbation
parameter K in eqn (1) was related to the specific energy, es,

te B te,0 exp[(es,o/es)
d] (2)

where es,o is a dynamical system dependent constant that
makes the argument of the exponential dimensionless. (As
discussed below, this assumption was recently justified
through direct analytic computations for the FUPT model.) It
is this form of the ‘‘Nekhoroshev-like’’ estimate of te that is
often heuristically compared to simulation observations on
model dynamical systems in the absence of any more funda-
mental theoretical description of the dynamics of ‘‘generic’’
non-integrable Hamiltonian dynamical systems in the es,o

range between the ST and SST. There has also been some effort
at deriving a non-linear mode stability time condition of the
form of eqn (2) starting from the non-linear continuum wave
equation formulation of the FUPT model, which inspired the
earlier soliton theory.105

In a particularly influential work, Pettini and Landofi104

found that eqn (2) described their observations on both the
FUPT and related one-dimensional field theoretic models to a
good approximation when te,0, es,o, and d are taken to be
adjustable parameters, and they also observed that lmax scaled
empirically as a power of es, although the power-law exponent
changed for es values above and below the STT value; see also
the paper of Livi et al.77 Many subsequent studies have made
favorable comparisons of this kind106 so that the relaxation
time estimate in eqn (2) has emerged as being a plausible
general expression for ‘‘equilibration time’’ te on the specific
energy es in the range in which the molecular dynamics is
‘‘weakly chaotic’’, i.e., corresponding to the specific energy es

(temperature) range between the ST and SST energy values. This
is exactly the range of physical interest in GF liquids.

In the next section, we consider the applicability of eqn (2) to
model relaxation in metallic and polymeric GF liquids in the T
range below TA, but above the temperature To at which the
structural relaxation time ta is observed to extrapolate to
infinity and the material becomes effectively or strictly non-
ergodic. In addition to estimating es for these model materials
for the first time in such a context, we relate this quantity to a
readily measurable ‘‘fast dynamics’’ property (corresponding to
a timescale of an initial b-relaxation time tb on the order of a ps
in condensed molecular and atomic materials) to enable a
more direct test of this dynamical systems-inspired model of
relaxation to experiment. Importantly, this relation might be
expected to apply to any non-integrable Hamiltonian many-
body dynamical system below the strong stochastic threshold
specific energy at which the dynamics becomes fully chaotic so
that the last vestiges of regular motion characteristic of integr-
able dynamics are lost. Thus, potential applications extend far
beyond just GF materials, anharmonic heated crystalline mate-
rials, thermally reversible gels, etc. We indeed find evidence of a
broad applicability of our general estimate of ta in terms of fast
dynamics properties of the material, providing some insight
into the linkage between dynamical properties measured on
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vastly different timescales. We suspect that this relation might
provide the bridge between the microscopic dynamics and the
material macro-dynamics mentioned above.

In recent years, advances in the analytic theory of relaxation
in the FUPT model56,91,107–109 have provided a solid theoretical
foundation for understanding the success of eqn (2) in compar-
ison to simulation observations (technically for a finite number
of particles in the model), and the physical nature of the multi-
step relaxation process occurring in the FUPT model, and by
extension many material systems if relaxation in this system is
‘‘generic’’ for many-body Hamiltonian systems as many believe.
The breakthrough in modeling relaxation in this
model56,91,107–109 came from the recognition that the integrable
model corresponding to the FUPT in the low es limit does not
correspond to a lattice of atoms having harmonic interactions,
but rather to a Toda lattice.110 The dynamics of this non-linear
lattice model is also analytically solvable and its dynamics has
been shown to be integrable,111,112 providing the theoretical
foundation for rigorous mathematical advances in the descrip-
tion of the dynamics of the FUPT model based on an analytic
theory. For example, the intuitive hypothesis that es should be
taken as the fundamental measure of ‘‘non-integrability’’ impli-
cit in eqn (2) has been fundamentally justified91,109 and esti-
mates of the relaxation time and thermodynamic properties
have been made through systematic analytic calculations and
simulations based on this non-linear dynamics perspective. In
addition to theoretically justifying the functional form of the
relaxation time for the FUPT model in eqn (2), this general
advance provided a clear picture of the physical origin of the
multi-step relaxation in this model material. In particular, the
first stage of the fast relaxation process corresponds to the
thermal excitation of low-frequency non-linear modes asso-
ciated with the Toda lattice, which persist by virtue of their
mutual interactions, explaining the long plateau in the relaxa-
tion process after the fast relaxation process. Ultimately, these
collective excitations decay by virtue of the gradual excitation of
higher frequency modes that cause slow energy transfer to
these modes, causing the ultimate decay of the initially excited
non-linear modes so that the system approaches the ‘‘equili-
brium state’’ originally anticipated by FUPT. However, this
relaxation timescale can be astronomical in size if es is small
as FUPT originally chose this parameter in their pioneering
study so that they observed dynamical behavior associated with
the weakly perturbed Toda lattice,110 which naturally explains
how solitons come into the theoretical picture of the FUPT
model. In short, these new theoretical developments have
provided a firm foundation for understanding essential aspects
of relaxation in condensed materials at low temperatures and
the origin of the long relaxation times of ‘‘glassy’’ systems, as
we shall see below. This theoretical work has not resolved the
situation with relaxation in the FUPT model in the thermo-
dynamic limit when the number of particles approaches infi-
nity, but there has been some effort at deriving a stability time
condition of the form of eqn (2), starting from the non-
linear continuum wave equation formulation of the FUPT
model, which inspired the earlier Zabusky-Kruskal soliton

theory105,106, and from a direct formulation of the dynamics
of model anharmonic lattices in the thermodynamic limit
having an infinite number of atoms.113 We mention a more
recent work advocating the FUPT model as a model system for
understanding the dynamics of GF liquids,114 but this work
offered limited testable predictions for the relaxation times of
GF liquids and heated crystalline materials.

In a previous work,115 we argued for the applicability of
eqn (2) as a generic model of structural relaxation in GF liquids
and heated crystals for understanding both the temperature
dependence of relaxation of the entire material and local
variations in the interfacial regions of these materials. Here,
we take the opportunity to validate and expand on these ideas.

To accomplish our task of developing a testable model of
the dynamical properties of condensed materials based on a
dynamical system perspective, we first establish a direct link
between the specific energy es (energy per particle) of a mate-
rial, the fundamental parameter in the dynamical system
approach to a measurable property of condensed materials,
and the mean squared displacement of the molecules on the
timescale of the relaxation time tb of the fast b-relaxation
process, hu2i. This relationship, in conjunction with a proposed
general relationship between ta and es, allows us to estimate ta
in terms of hu2i, and we test the validity of this highly general
relationship in polymeric and metallic GF liquids and a model
crystalline material (UO2) where the model appears to be highly
promising and general as we had hoped. We also show in the
particular case of a LJ fluid of small system size of 34 atoms that
hu2i is strongly correlated with the maximum Lyapunov expo-
nent lmax, suggesting that this quantity can be taken as a
measure of material ‘‘chaoticity’’, in addition to the previous
observations indicating that hu2i can also be interpreted as a
practical measure of liquid relative mobility and relative mate-
rial stiffness in the glass state. We conclude that the dynamical
system approach to relaxation appears to provide a powerful
framework for understanding general patterns of relaxation
observed in many real materials that do not conform to
classical theories.

2 Model and simulation details
2.1 Model metallic glass-forming materials

The details of our model metallic GF materials, as well as
crystalline counterparts and superionic crystalline UO2, can
be found in our previous papers,54,115–117 so our description
is brief here. The interatomic interaction in all our metallic
glass systems was described using semi-empirical potentials. In
particular, the embedded atom method (EAM) potentials were
employed to describe the interaction in Cu–Zr, Ni–Nb, and
Pd–Si metallic glass systems,118–121 where the potentials were
optimized to reproduce the static structure factor and other
equilibrium and dynamic properties of the alloys, and a Mishin
form of the EAM potential122 was used to describe the intera-
tomic interaction for crystalline copper. For UO2, a many-body
empirical potential of the Cooper–Rushton–Grimes (CRG)
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type,123 which combines the pairwise effects, including a long-
range electrostatic interaction and a short-range effective
interatomic pair interaction, and many-body effects based on
the EAM, was employed. All our MD simulations employed the
large-scale atomic/molecular massively parallel simulator
(LAMMPS), which was developed at Sandia National
Laboratories.124,125 The simulation timestep used for all simu-
lations of this study was 1 femtosecond. The Parrinello–Rah-
man algorithm126 was applied to maintain constant pressure,
the Nosé–Hoover thermostat was employed to control tempera-
ture, and Nosé–Hoover-style non-Hamiltonian equations of
motion were used to perform the time integration during the
simulation.127,128

A bulk metallic GF alloy was formed by first heating a
crystalline alloy above melting, then keeping the system at
the elevated temperature for 5 ns to allow relaxation to ensure
the formation of a structurally homogeneous GF liquid, and
finally, cooling down to 300 K with a cooling rate of 100 K ns�1.
During the entire procedure, an NPT ensemble was employed
with zero pressure and periodic boundary conditions. The
Cu64Zr36 thin film metallic glasses with thicknesses of 60 Å,
50 Å, 40 Å, 30 Å, 20 Å, 15 Å, and 10 Å were formed by cutting
them from the bulk box and adding two 30 Å thick vacuum
layers on both sides of the thin films. The Cu64Zr36 nano-
particles with 60 Å, 50 Å, 40 Å, 30 Å, and 20 Å diameters were
also cut from the bulk alloy and vacuum layers were added on
all sides with large vacuum layers (at least 30 Å) to ensure that
atoms are not interacting with their own image when using
periodic boundary conditions.

For crystalline thin film counterparts, simulation cells of
single crystal Cu with approximately 6.4 nm in all three direc-
tions were created so that the X-axis is perpendicular to the
desired surface (100), (110), and (111) planes. After relaxation at
300 K, two 30 Å vacuum layers are added on both sides along X-
axis. In addition, crystalline Cu nanoparticles with diameters of
60 Å, 50 Å, 40 Å, 30 Å, and 20 Å were cut from a perfect Cu
crystal and vacuum layers were added on all directions. All
simulations on metallic materials were performed in three
spatial dimensions and the same situation applies to polymeric
and other material systems described below.

In all of the simulations considered in the present section,
isothermal heating was performed under constant particle
number, constant volume, and constant temperature condi-
tions (i.e., in the NVT ensemble) for an extended time to ensure
that the system reached near equilibrium to probe kinetic
processes that cannot be observed under continuous heating
conditions.

2.2 Model glass-forming polymer melts

Our study of GF polymer melts is based on the same generic,
coarse-grained model utilized in our previous paper,129 so our
description is brief here. This model describes the basic
characteristics of polymers by representing the chains in terms
of a certain number of connected statistical segments or beads.
To maintain chain connectivity, neighboring beads along a
chain are bonded to each other through the finitely extensible

nonlinear elastic (FENE) potential,130,131

UFENEðrÞ ¼ �
1

2
kbR0

2 ln 1� r

R0

� �2
" #

þUWCA; (3)

where r denotes the distance between two beads and e and s are
the energy and length scales associated with the Lennard-Jones
(LJ) potential described below. The first term of the above
equation extends to R0, with the common choices of kb = 30e/
s2 and R0 = 1.5s, and the second term has a cutoff at 21/6s.
Moreover, chain rigidity can be controlled by applying an
angular potential to two consecutive bonds,132

UbendðyÞ ¼ �A sin2ðByÞ; 0o yo p=B (4)

where y is the bond angle between two consecutive bonds.
Based on our previous work,133 the parameter associated with
the rest angle is fixed at B = 1.5 and the parameter that controls
the interaction strength is selected to be A = 0e and 6e to model
flexible and semi-flexible polymer melts, respectively. Finally,
the following truncated and shifted LJ potential,

ULJðrÞ ¼ 4e
s
r

� �12
� s

r

� �6� �
þ CðrcutÞ; ro rcut (5)

is used to model the nonbonded interactions between any two
nonbonded beads. Here, C(rcut) is a constant to ensure that ULJ

varies smoothly to zero at the cutoff distance, which is chosen
to be rcut = 2.5s.

We perform simulations under different constant P conditions
for a polymer melt with the chain length of M = 20. The total
number of beads is N = 8000 or 12 000 for A = 0e or 6e. We describe
all quantities and results in standard reduced LJ units. Specifi-
cally, length, time, temperature, and pressure are, respectively,

given in units of s, tref, e/kB, and e/s3, where tref ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mbs2=e

p
with

mb being the bead mass. MD simulations are carried out under
periodic boundary conditions utilizing the LAMMPS package,
where the pressure P and temperature T are maintained by a
Nosé–Hoover barostat and thermostat and a time step of Dt =
0.005tref is used to integrate the equations of motion. Properties
are calculated in the NVT ensemble after the melt is further
equilibrated for a period typically over 10 to 100 times longer than
the structural relaxation time ta at the given P and T.

2.3 Kob–Andersen binary Lennard-Jones mixture model

The binary model of Kob and Andersen was first formulated as
a cartoon model of real Ni80P20 metallic glass,134,135 and this
model has emerged as a ‘‘canonical’’ model of atomic and
small molecule GF liquids. This model liquid is composed of
two particle species A and B having an equal mass m that
interact through a truncated-and-shifted LJ potential (eqn (5)).
We report results in reduced units, with units of length, energy,
and time scales being s = sAA, e/kB = eAA/kB, and

tref ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
msAA

2=eAA

p
, respectively. The system contains 4000 LJ

particles (NA : NB = 4 : 1) with parameters eAB/eAA = 1.5, eBB/eAA =
0.5, sAB/sAA = 0.8, and sBB/sAA = 0.88.

We perform simulations under both constant volume (V)
and constant pressure (P) conditions using the LAMMPS
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package with periodic boundary conditions. In all simulations,
a time step of Dt = 0.002tref or 0.005tref is used to integrate the
equations of motion. For both constant V and P conditions, we
initially prepare equilibrated systems at relatively high tem-
peratures and then quench them to the target temperatures to
generate the initial configurations for each temperature. For
constant V conditions, simulations are performed over a range
of fixed number densities (r = N/V = 1.2s�3 to 2.0s�3) in the
NVT ensemble, where T is maintained by the Nosé–Hoover
thermostat. For constant P conditions, our results are obtained
along an isobaric path over a range of pressures (P = 0e/s3 to
400e/s3) by employing the procedure described below. At the
first stage, the simulations are performed for a given T and P in
the NPT ensemble, where the temperature and pressure are
maintained by the Nosé–Hoover barostat and thermostat.
These NPT simulations then allow for the determination of
the desired density at the given T and P. For both constant V
and P conditions, properties are calculated at the target density
in the NVT ensemble, following an equilibration procedure that
typically lasts for a period 10 to 100 times longer than the
structural relaxation time ta.

2.4 One-component Lennard-Jones liquid

We also perform MD simulations for a simple LJ liquid to better
understand the liquid dynamics in the high-temperature
regime. In line with the work of Sastry,136 our simulations are
conducted at a reduced density of r = 1.0s�3 for a system of 32
particles interacting via the truncated-and-shifted LJ potential
(eqn (5)). The temperature is varied from T = 6.80e/kB to 2.54e/
kB. As for polymer melts, the quantities and results of the LJ
liquid are also expressed in standard reduced LJ units. MD
simulations are conducted using the LAMMPS package, with
periodic boundary conditions applied. A time step of Dt =
0.002tref or 0.001tref is used to integrate the equations of
motion. Our study for LJ liquids starts by preparing an equili-
brated melt system at a constant temperature of T = 7.0e/kB

within the NVT ensemble, where the temperature is maintained
by the Nosé–Hoover thermostat. Subsequently, we perform a
quenching process on the equilibrated melt to generate the
initial configurations for each temperature under scrutiny.

Before properties of interest are calculated from the simulation
particle trajectories, the configurations are further equilibrated
for a period typically over 10 to 100 times longer than ta in the
NVT ensemble.

3 Specific energy for model glass-
forming liquids and the localization
model

Based on computational results obtained for the model systems
in the previous section, we calculate the specific energy of
model metallic and polymeric GF liquids over a large T range.
Relaxation in these materials has been extensively investigated
in past works,54,115–117 so we refer the reader to these previous
works, where both thermodynamic and dynamic properties of
these materials are discussed.

Since a previous work has taken es to be a measure of the
perturbation from the integrable dynamics achieved at low
temperatures where the particles are localized in a non-
ergodic state, we consider some measure of the material
property which directly quantifies the anharmonicity of inter-
molecular interactions. In particular, the mean squared dis-
placement hu2i of a particle localized in a harmonic potential is
well known to increase proportionally with the thermal energy
kBT so that the deviation of the ratio hu2i/kBT from a constant
value provides a readily accessible measure of deviations from
the low-temperature harmonic state. Accordingly, we plot the
specific energy es of our fluids as a function of hu2i/kBT in Fig. 1,
and we find, as expected, that es varies linearly with hu2i/kBT for
both our metallic GF liquids at fixed pressure and model
flexible and semi-flexible polymer melts having variable pres-
sure. We have previously shown that hu2i extrapolates to zero at
the characteristic temperature To at which the relaxation time
ta diverges when the data are extrapolated in all these fluids so
that the intercept in each case corresponds to es(To)/c, where c is
a material constant dependent on the fluid type. This finding
motivates the consideration of the relationship between the
long-time relaxation time ta and our surrogate for the specific
energy hu2i,

Fig. 1 Relation between the specific energy es and the Debye–Waller parameter normalized by the temperature, hu2i/kBT, for polymer melts and
metallic glasses over a range of T. Panels (a) and (b) correspond to the results for flexible and semi-flexible polymer melts over a range of pressures P,
respectively. The insets show es versus hu2i/kBT. Panel (c) corresponds to the results for a series of metallic glasses at P = 0 MPa, where hu2i is given in
units of s2. The parameters es,0 and e�s in constructing these plots are summarized in Section S1 of the ESI.†
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ta = tA exp[(uA
2/hu2i)d � 1] (6)

where the reference values tA and uA
2 are defined to be the

values of ta and hu2i at the onset value of weakly chaotic
dynamics, TA, i.e., tA � ta(TA) and uA

2 � hu2(TA)i. Formally,
eqn (6) involves only one free parameter d since tA, uA

2, and hu2i
are accessible in either simulation or experiment. Eqn (6) can
be recognized as the Localization Model (LM) expression for ta
which has been found to empirically describe structural relaxa-
tion in model Zr–Cu GF liquids,137 crystalline superionic
UO2

116 and the interfacial dynamics of thin films and nano-
particles of Zr–Cu metallic glass and crystalline Cu
materials,115,117 polymer nanocomposites, thin films, and bulk
polymer materials.138 Moreover, an expression similar to
eqn (6) between ta and hu2i has been found to hold in
simulated colloidal gels.139 These observations support the
potential generality of eqn (6), which we may now view as an
extended Nekhoroshev-type relation. In our previous studies,
the exponent d in eqn (6) was taken to equal 3/2 or a close value
based on the heuristic view that hu2i3/2 can be interpreted as the
‘‘dynamical free volume’’ of the particles in the fluid. It is
stressed that the LM was introduced heuristically in previous
works. Despite the many successes of the LM in comparison to
simulation observations described below, the theoretical basis
of this model is practically non-existent. One of the main
purposes of the present work is to show that this model can
be justified as at least a reasonable model based on an
established dynamical system theory.

As described in greater depth in previous papers,54,115–117 we
first performed a quantitative test of the LM without any free
parameters in Cu–Zr metallic glasses with five representative
compositions, i.e., Cu68Zr32, Cu64Zr36, Cu58Zr42, Cu50Zr50, and
Cu36Zr64, over a wide range of temperatures.137 We found that
the LM could describe all our simulation data for Cu–Zr
metallic GF liquids by relating the a -structural relaxation time
ta to the Debye–Waller parameter hu2i, a property determined
on a ps timescale. The LM was also confirmed in superionic
crystalline UO2.11 Later, we examined the validation of the LM
for Cu64Zr36 metallic glass thin films and crystalline Cu thin
films having different orientations. Unsurprisingly, hu2i in
these model amorphous and crystalline materials can be
extended to predict the local interfacial dynamics of model
amorphous and crystalline thin films through the LM.115 More
recently, we found that the LM for the dynamics of condensed
materials can account quantitatively for the temperature
dependence of the structural relaxation time in the interfacial
regions of both Cu64Zr36 metallic glass and Cu crystalline
nanoparticles.117

It is evident that the variables on the x-axis of Fig. 1 are not
dimensionless and the physical significance of the unexpected
kBT factor in these figures requires comment. We may gain
insight into this factor by considering the physical significance
of the reduced specific energy with regard to our simulated GF
liquids. This quantity measures the extent to which the dyna-
mical system deviates from integrability so that this quantity is
a practical measure of the degree of ‘‘chaoticity’’ of the

dynamical system. Below, we discuss the relation between this
quantity and a more conventional chaoticity measure, the
maximum Lyapunov exponent lmax in a smaller-sized dynami-
cal system (liquid) than considered in Fig. 1, which allows for
explicit calculations of lmax as a function of T.

The natural measure of ergodicity in fluids is 1 minus the
‘‘non-ergodicity parameter’’ fs,q, defined by the plateau in the
self-intermediate scattering function Fs(q,t) at a length scale q,

Fsðq; tÞ ¼
1

N

XN
j¼1

expf�iq � ½rjðtÞ � rjð0Þ�g
* +

(7)

where i is the imaginary unit, q = |q| is the wave number, rj is the
position of particle j, t is the time, and h� � �i denotes the usual
thermal average. For the purposes of estimating the structural
relaxation time of the material, q is typically chosen to be fixed by
the principal peak position qp in the static structure factor S(q).
We note that Fs(q,t) is just the Fourier transform of the van Hove
correlation function, Gs(r,t), the atomic displacement distribu-
tion function. The Fourier transform variable q is often termed
the ‘‘scattering wave vector’’. Since qp typically varies relatively
slowly with temperature, this quantity is often approximated as
being a constant q* defined at some arbitrary temperature. In
Section S1 of the ESI,† we examine the temperature dependence
under constant volume and constant pressure conditions as this
temperature variation impacts the precise relation between hu2i
and es when constant volume versus constant pressure condi-
tions are considered, especially under conditions where the
temperature range studied is very large. This situation is under-
standable since the temperature variation of qp derives from the
thermal expansion of the material.

Explicit simulations for both metallic and polymer GF liquids
have previously shown that fs,q* is a near-universal function of
the dimensionless variable (q*)2hu2i,62,129 as illustrated in Sec-
tion B of the ESI,† and we generally expect any ergodicity
measure to be a function of the dimensionless variable
(q*)2hu2i. Consistency of the data showing our ‘‘chaoticity para-
meter’’ es under constant pressure conditions depends robustly
on hu2i/kBT in Fig. 1 would then seem to imply that qp

2 should
scale as qp

2 B 1/kBT under constant pressure conditions. We
next check this interpretation of the hu2i/kBT scaling through
explicit calculations for the same polymer melt simulations.

Fig. 2 indicates that qp
2 indeed scales as 1/kBT to a good

approximation for both the flexible and semi-flexible model
polymer melts considered in Fig. 1 under constant P conditions.
The unexpected factor kBT in the hu2i � es relation then simply
reflects the thermal expansion of the material, as noted above. We
frankly admit that it took us a long time to figure out where the
kBT factor was coming from. The parameters a and b in Fig. 2 are
P dependent and the values of these parameters are summarized
in Section S1 of the ESI.† As a further check on the origin of the
kBT factor, we note that essentially no change in qp

2 with T is
expected to occur under constant volume conditions, and below,
we show explicitly that the specific energy of a LJ fluid under
constant volume conditions scales linearly with hu2i without the
factor 1/kBT, consistent with the average interparticle distance
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parameter qp
2 being nearly constant under constant density

conditions. We further establish this point, in Section S1 of the
ESI,† where it is directly shown that qp

2 is insensitive to T in the
single component LJ fluid under constant density conditions.

4 Application of localization model to
relaxation and diffusion in condensed
materials
4.1 Test of the localization model for a range of metallic glass
materials

To test the LM in metallic GF liquids, we first estimated the
a-relaxation time ta from Fs(q,t).137 Fs(q,t) normally exhibits a
‘‘stretched exponential’’ variation in GF liquids, i.e., Fs(q,t) B
exp[�(t/ta)bs], where the exponent bs varies with T. The onset
temperature TA of glass formation was estimated from the
condition that hu2i becomes about 9 times its value at Tg.
Fig. 3 shows that the LM relation for ta (eqn (6)) holds to a
good approximation in Cu–Zr metallic glasses covering the full
range of temperatures and alloy compositions investigated in
our simulations. As noted earlier, the exponent is taken to be
d = 3/2 here. Using the empirical fractional Stokes–Einstein
(FSE) relation, we can link diffusion coefficients to ta, in the
form of the scaling D/T B (1/ta)1�z, where z is the ‘‘decoupling
exponent’’. We note that a fundamental understanding of the
exponent z is one of the outstanding problems in GF liquids,
and we have investigated this quantity in numerous GF
liquids.129,140,141 It is anticipated that z should have an inter-
pretation in terms of a dynamical system theory or from the
theory of liquids, but its interpretation has proven highly
elusive up to the present. In Fig. 3, we show our estimates of
the self-diffusion coefficient of individual elements Di/T, nor-
malized by its values Di,A at TA for the alloys, versus (1 � zi)[(uA

2/
hu2i)3/2 � 1], the predicted variation based on the LM. In all
cases considered, the LM holds to a remarkable approximation.
The values of the exponents zi linking relaxation times to
diffusion times are tabulated in a previous publication.137 We
note that there are no free parameters in the comparison of the

relaxation time data in the metallic glass with the LM, which
seems remarkable to us.

It is also noted that Hu and Tanaka142 found that the LM
with d taken to be adjustable rather than 3/2 as in Fig. 3,
applied very well to relaxation time data for a model two-
dimensional GF liquid originally developed as a model of a
metallic GF liquid. This observation accords with observations
on other GF materials.143–147 The exponent d would appear to
exhibit some non-universality whose origin is not yet under-
stood. We also note that Horstman and Vogel148 have shown
that the LM describes relaxation time data for a range of water
models over a large T range, where d was fixed at 3/2 as in the
metallic glass simulation data in Fig. 3, but where the onset
temperature variable uA

2 was phenomenologically varied.

4.2 Test of the localization model for a superionic crystalline
material

We next apply the LM prediction of a relationship between the
a-structural relaxation time ta and oxygen ion diffusion coeffi-
cient DO and hu2i for a model superionic material, crystalline

Fig. 2 Relations between the mean squared interparticle spacing qp
2 and the inverse temperature e/kBT for polymer melts and metallic glasses over a

range of T. Panels (a) and (b) correspond to the results for flexible and semi-flexible polymer melts over a range of pressures P, respectively. Panel (c)
corresponds to the results for a series of metallic glasses at P = 0 MPa. The parameters a and b in constructing these plots are summarized in Section S1 of
the ESI.†

Fig. 3 Localization model description of relaxation time and diffusion
data for a range of Cu–Zr bulk metallic glasses. A description of the original
simulations is given by Douglas et al.137
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UO2 under superionic conditions at high T where such crystals
exhibit remarkably high mobility.149–155 The important differ-
ence between this system and the Cu–Zr metallic GF liquids
described in the previous section is that no decoupling arises in
this and apparently other crystalline materials156 so that we
have the further simplifying relationship, DO/kBT B 1/hu2i.
Fig. 4 shows that in addition to ta, the diffusivity of the oxygen
atoms DO also obeys the predicted LM relationship to a
remarkable approximation with no free parameters,

DO/T = (DO,A/TA)exp[(uA
2/hu2i)3/2 � 1] (8)

where DO,A � DO(TA).

4.3 Test of the localization model for thin film and
nanoparticle materials

The magnitude of hu2i is evidently larger near free boundaries
where atomic motions are less constrained. It is thus interest-
ing to inquire whether or not the LM can be applied to make
predictions of the mobility and relaxation time in the inter-
facial dynamics of both GF and crystalline materials. The
question is then whether or not the LM applies locally within
a material at equilibrium. We again draw upon previous
simulations of the interfacial dynamics of Cu64Zr36 model
metallic glass and crystalline (Cu) free-standing films115 (see
Fig. 5) and nanoparticles117 (see Fig. 6), where the details of the
simulations and the definition of the interfacial region are
described in ref. 115 and 117. In the case of free-standing thin
films, Cu64Zr36 model metallic glass with thicknesses of 60 Å,
50 Å, 40 Å, 30 Å, 20 Å, 15 Å, and 10 Å and a 60 Å thin film simple
crystal Cu with (100), (110), and (111) surfaces were considered.
We also defined the interfacial region width in the model
metallic glass thin film by the points at which hu2i deviates
by 5% from its bulk-like value deep within the film and the
outermost point of the film surface. In the case of nano-
particles, Cu64Zr36 model metallic glasses and crystalline Cu
with diameters of 60 Å, 50 Å, 40 Å, 30 Å, and 20 Å were
considered. The definition of the interfacial region width for

nanoparticles is the same as that used in thin film studies.
Remarkably, we find in Fig. 5 and 6 that the LM applies to the
interfacial dynamics of both thin films and nanoparticles,
where the model applies both to GF and crystalline materials,
so that the model appears to apply rather broadly to the
metallic materials that we have investigated so far. In addition,
the model appears to apply to the dynamics of the entire
material and the local dynamics of the interfacial region.

4.4 Test of the localization model for model polymeric materials

The LM relation between ta and hu2i in eqn (6) was first observed
empirically in the case of model polymer fluids,157 so it should
not be surprising that the LM has proven to robustly describe
relaxation in this class of materials, including supported poly-
mer films and polymer nanocomposites, where the polymer
surface interaction strength is moreover varied.138 Small devia-
tions of d from 3/2 were reported in the present work, however,
for the polymer models studied and between the polymer films
and nanocomposites. A recent work of polymer nanocomposites
having a wide range of nanoparticle sizes and a large range of
T158 has indicated a d value consistent with the value observed
originally in neat polymers,157 d = 3/2, when the onset value uA

2

was taken to be an adjustable parameter, indicating that some of
the uncertainty can be associated with the uncertainty in esti-
mates of the onset temperature TA. Recent simulation observa-
tions on coarse-grained thermoset materials with variable cross-
linking and cohesive energy density145,146 have also shown the
apparent applicability of the LM under all conditions simulated
for these materials, although the apparent value of d was
reported to be different from 3/2. Simmons and coworkers159

made some studies of model GF liquids and found d values
different than 3/2, where this result was rationalized in terms of
the variable shape of the geometrical domains swept out by
particles in the condensed state. Given the apparent coupling
between the uA

2 and d parameters in the fitting of some material
systems, we view the estimation of d as being somewhat uncer-
tain. Further work aimed at calculating uA

2 should help resolve
this uncertainty. In a recent exhaustive investigation of Kob–
Andersen model, we have shown that the time at which hu2i is
defined can influence the magnitude of d.141

In the present work, we revisit the relation between ta and hu2i
for a wide range of coarse-grained polymer models having variable
chain stiffness and P so that the test of the LM is distinct from
previous studies focused on flexible polymer melts in the bulk and
polymer thin films and nanocomposites.138 In small molecule
liquids, the molecular diffusion correlates strongly with the peak
time t* of the non-Gaussian parameter, which describes the
effective lifetime of the mobile clusters in ordinary GF liquids,
D/kBT B 1/t*.52,141,160,161 and since this time is also well-defined in
polymer melts,52,129,146,162,163 we add this to our comparison to the
LM in the case of polymers so that we can also compare to the
simulations of metallic materials described above. Our compar-
ison of the LM model to the simulation data of coarse-grained
polymer melts in Fig. 7 again leads to a remarkable reduction of all
the simulation data, as in the case of metallic materials. It should
be noted that the value of d in Fig. 7 is taken to be an adjustable

Fig. 4 Localization model description of relaxation time and diffusion
data for superionic UO2. A description of the original simulations is given
by Zhang et al.116
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parameter and is generally somewhat different from 3/2, a point
that has been discussed previously.158

5 Power-law relaxation in the
metastable state: Some speculation
about the origin of stretched
exponential relaxation from a
dynamical system perspective

There are also interesting implications of the metastable nature
of the material following the fast b-relaxation process on the
functional form of relaxation function. Particle displacements

in this regime occur in an intermittent fashion described by a
power-law distribution,164 a phenomenon associated with
string-like jump events, which also arises in the one-
dimensional anharmonic oscillator chain models.27,28 These
jump events are also associated with colored noise in the
energy fluctuations of the particles and the occurrence of
quake-like particle displacement events that are highly remi-
niscent of the phenomenology of earthquakes,165,166 a phenom-
enology observed earlier in non-linear excitations in non-linear
chain models.29 This phenomenology was first seen by the
authors in simulations of the interfacial dynamics of Ni165,166

and Cu167 nanoparticles, but it has since been observed in the
interfacial dynamics of bulk Ni,168 the interfacial dynamics of
ice,169 and the internal dynamics of the protein ubiquitin.170 It

Fig. 5 Localization model description of relaxation time and diffusion data for metallic glass and crystalline thin films. Panel (a) corresponds to the results
for Cu64Zr36 metallic glass thin films. Panel (b) corresponds to the results for Cu64Zr36 metallic glass and crystalline thin films. For the definition of the
figure legend, Cu64Zr36 metallic glass films with a thickness of 60 Å are labelled as MGF60A, a crystalline copper film with (110) surface is labelled as
Cu110F, etc. In addition, MGF60A-O, MGF60A-S, and MGF60A-C correspond, respectively, to the overall, two interfacial regions, and core of the
MGF60A thin film.115

Fig. 6 Localization model description of relaxation time and diffusion data for metallic glass and crystalline nanoparticles. Panel (a) corresponds to the
results for the interfacial regions of Cu64Zr36 metallic glass and Cu crystalline nanoparticles. Panel (b) corresponds to the results for the interfacial regions
of Cu64Zr36 metallic glass nanoparticles and the overall systems. For the definition of the figure legend, the Cu64Zr36 metallic glass nanoparticle with a
diameter of 60 Å is labelled as MGNP60A and the crystalline Cu nanoparticle with a diameter of 60 Å is labelled as CuNP60A. The interfacial layer of
MGNP60A is labelled as MGNP60A-S and the interfacial layer of CuNP60A as CuNP60A-S, etc.117
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is our general impression that this intermittent displacement is
a universal property of glassy materials, and this idea was
central to a theory of glass formation introduced some time
ago by Odagaki.171

Now, if we take the event process giving rise to the decay of
the metastable state established after the ps induction time, tb
is taken to be described by a fractal time event process
occurring at average time-dependent rate R(t) B t�b, which
accounts for Odagaki’s power-law distribution in the jumping
time distribution (a power-law in the rate at which the system
decays from a metastable plateau state in the FUPT model has
been observed to be the case in the FUPT model76), then we
have a situation in which the time of the dynamical system
evolves according to a fractal time clock. An exponential
relaxation process, characterized by a relaxation function
exp[(�t/tB)] and a bare relaxation time tB in the strongly chaotic
regime above TA, then changes to exp[(�t/tc)1�b], where
the effective relaxation time becomes ‘‘renormalized’’ as, tc B
(tb)1/(1�b), on account of the temporal intermittency. (This
scenario is apparently consistent with the phenomenological
‘‘Coupling Model’’ of Ngai and coworkers,172 where a decorr-
elation time on the order of a ps is also emphasized.173) The
breather excitations that are apparently responsible for the
intermittency of particle displacements evidently exert a quali-
tative influence on the decay of the metastable plateau in the
autocorrelation function describing relaxation in the weakly
ergodic dynamics regime174,175 of relevance to the dynamics of
GF liquids. We note that stretched exponential dynamics is
observed in the thermalized FUPT model when the system is
quenched to a low temperature,176 a procedure that allows for
the direct observation of the breathers governing this relaxation
process. A stretched exponential relaxation at a fixed tempera-
ture has also been observed in the autocorrelation function
describing particle displacements in the closely related Peyr-
ard–Bishop non-linear spring model introduced to model base-
pair opening fluctuations in duplex DNA.177 In Section S2 of the
ESI,† we provide an additional discussion on the universal
multistep decay of relaxation in GF liquids based on our

simulation results, along with the relation between hu2i and
the non-ergodicity parameter fs,q*. We note that if the material
was in a true equilibrium state in which the event process
occurs in such a power-law fashion, the relaxation function for
a Hamiltonian dynamical system at equilibrium would then be
described by a Mittag-Leffler function, which exhibits a long-
time power-law rather than a stretched exponential decay.178,179

The stretched exponential decay then carries the signature of
the decay of a metastable state, although this is not the sole
mechanism that can lead to this type of relaxation.178,179

We may also understand the rather distinct nature of relaxa-
tion processes within the metastable plateau regime, which can
persist essentially forever in the ‘‘glass state’’ at low es (or low
temperature). The Johari–Goldstein (JG) relaxation process of GF
liquids occurs in this plateau regime and involves intermittent
jump-like displacements having a power-law distribution. The
dynamics in the plateau region can be viewed as being in a
quasi-equilibrium state or ‘‘quasi-state’’91,108 rather than a decay-
ing unstable state, and we may then reasonably apply the theory
of relaxation of Hamiltonian dynamical systems under equili-
brium conditions180,181 to understand the nature of the JG
relaxation process.182 If we take the event process governing the
relaxation process to be an intermittent renewal process described
by a Levy stable distribution governing the jump displacement
distribution,178,179,183 at least asymptotically, then this formalism
predicts that the relaxation function c(t) becomes a Mittag-Leffler
function, which exhibits a long-time power-law decay rather than a
stretched exponential decay.178,179 (This type of power-law decay is
evident in the FUPT model; see Fig. 2 in ref. 76.) Under conditions
in which the quasi-state persists for extremely long times so
that the system is either truly or effectively non-ergodic so that
striking deviations from Boltzmann–Gibbs thermodynamics
can arise,184–188 which has been effectively modeled phenom-
enologically by the generalized thermodynamic theory of Tsallis
and coworkers.189,190 Under these low energy conditions, ergo-
dicity in the strict Boltzmann–Gibbs sense no longer exists,84

but a generalized ‘‘non-extensive thermodynamics’’ appropri-
ate for weakly mixing dynamical systems can arise from a

Fig. 7 Localization model description of relaxation time and diffusion data for polymer melts. Panels (a) and (b) correspond to the results for flexible and
semi-flexible polymer melts over a range of pressures P, respectively.
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change in the geometry of the phase space trajectories,191,192 so
we may talk about new types of ‘‘equilibrium states’’ that retain
many of the conventional properties of thermodynamics, but
not others.190 Deviations from Boltzmann–Gibbs thermody-
namics also arise in gases and harmonic systems when the
number of particles is finite193,194 or by the presence of long-
range interactions.184–187,195–198 Subtle issues arise regarding
the validity of thermodynamics in connection with taking the
thermodynamic limit. Finally, we mention that the long-time
power-law decay relaxation in Hamiltonian dynamical systems
is consistent with the Tsallis thermodynamics,199 and this
observation that the ultimate decay of autocorrelation func-
tions to vanishing small values does not ensure the existence of
equilibrium in the sense of Boltzmann and Gibbs.

The JG relaxation is widely observed to exhibit the Mittag-
Leffler form (or equivalently the Cole–Cole form in the frequency
domain) and this form of relaxation arises in diverse types of
condensed materials.178,200,201 Since the JG process occurs in the
plateau regime, it is a fundamental precursor of the a-relaxation
process associated with the decay of the metastable state. Ngai
and coworkers172 have plausibly argued that the ‘‘bare’’ relaxation
time tB noted above can be exactly identified with the relaxation
time tJG of the JG relaxation process so that the a-relaxation and
JG b-relaxation times are linked by a power-law relation, ta B
(tJG)1/(1�b). This ‘‘decoupling’’ relation is supported by a large body
of evidence based on an astoundingly large range of condensed
materials. There is then the prospect of understanding the rather
universal occurrence of power-law and stretched exponential
relaxation in condensed materials178,179,200,201 in different stages
of the hierarchical relaxation process in condensed materials
under weakly chaotic conditions based on a dynamical system
theoretical framework.

6 Dynamical system interpretation of
the Debye–Waller parameter hu2i
The interpretation of the LM relation between the relaxation
time ta and the Debye–Waller parameter hu2i, and the funda-
mental origin of the extremely long relaxation times of GF
liquids at low T, as being a generalized Nekhroshev relation
suggests a completely new perspective for physically interpret-
ing hu2i. Evidently, hu2i can qualitatively be interpreted as a
measure of the ‘‘chaoticity’’ of the dynamics so that some
relation to the maximum Lyapunov exponent lmax of the
dynamical system, the standard chaoticity measure of dynami-
cal systems, may be anticipated. Interestingly, many authors
have previously come to the same conclusion based on differ-
ent arguments. In particular, authors taking a dynamical
system approach to the ‘‘melting’’ of small atomic clusters
suggested that lmax should vary similarly to hu2i, thereby
providing a new way of interpreting the phenomenological
Lindemann criterion of melting based on hu2i becoming a
critical fraction of the average interparticle distance.202–205

Thereafter, the potential utility of lmax for estimating the onset
of mobility in glassy clusters was suggested by Nayak et al.206

and lmax has been noted to exhibit ‘‘kinks’’ in its temperature
variation in association with phase transitions, such as those
observed in the planar Heisenberg model207 and the incipient
collapse of polymer chains.208 These results, and other results
of this kind, have greatly stimulated an ongoing effort to
describe various aspects of phase transitions based on a
dynamical system perspective.209 These advances have also
stimulated new methods for estimating and interpreting the
Lyapunov exponents.136,210

The correspondence between lmax and hu2i explored pre-
viously in the context of the dynamical properties of clusters
was only qualitative and, hence, it is of some interest to examine
how these quantities might be quantitatively related in liquids,
the type of dynamical system that most interests us. Despite
continual improvements in methodology, the calculation of
lmax(T) for a fluid containing a large number of particles over
a large T range remains a difficult task. Fortunately, calculations
of this kind have been performed for a small LJ system136 and we
compare these results to calculations of hu2i for the same model
having the same size and under the same thermodynamic
conditions. We take calculations of lmax(T) for a LJ liquid over
a wide range of T by Sastry136 to be suitable for the present
purpose of exploring the quantitative relation between lmax and
hu2i for a model, albeit only composed of 32 atoms and at
constant density to facilitate the estimation of lmax.

We next make some general observations from the data
shown in Fig. 8. Firstly, hu2i is a linear function of the specific
energy es, normalized by the LJ well-depth parameter e to an
excellent approximation. Moreover, lmax varies approximately
linearly with hu2i, and the inset to this figure indicates that
lmax � l�max scales as (es/e)

d, where the empirical constants are
d = 0.68 and l�max ¼ 5:87. This scaling is quite understandable
since exact calculations for lmax as a function of es, based on
random matrix theory,211 should exactly equal 2/3 in the regime
of fully developed chaos. This scaling has been observed and
discussed at length in previous studies of model dynamic
systems.104,208

We further notice that the scaling just mentioned implies,
lmax B hu2i3/2 so that the recognized ‘‘degree of chaoticity’’
of a dynamical system, lmax, directly scales like the ‘‘dynamic
free volume’’, hu2i3/2. From the discussion above, we may also
interpret hu2i3/2 as a ‘‘chaoticity parameter’’, in addition to its
interpretation as a mobility and rigidity parameter.90,145,146,212–215

This interesting correspondence between lmax and hu2i3/2 can be
rationalized qualitatively a posteriori by previous observations by
Cleary216 based on a ‘‘toy’’ low dimensional dynamical system,
where it was noted that there was a direct correlation between the
magnitude of lmax and the phase space volume of the chaotic
regions inferred from the surfaces of section and that the
local chaoticity of a weakly chaotic dynamical system could be
understood qualitatively based on this geometric perspective.
Apparently, these estimates are finite time estimates of lmax

217

since the long time lmax, divided by the number of particles in the
system, is an intensive property of the entire dynamical system.218

This quantity corresponds to an average over the entire phase
space available to the dynamical system. We may interpret hu2i3/2
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as the volume in which the local chaotic motion of the molecules
in real space and we may view local variations of hu2i3/2, which can
be readily visualized in MD simulations,90,129,145,146,167,215,219 as
corresponding to regions of the material in which the local
chaoticity varies.

The dynamics of fluids becomes relatively simple in the
strongly chaotic regime above the SST where memory efforts are
relatively weak, as in gases. This is the regime in which
stochastic theories such as Langevin models94,95 and the Kra-
mers activated transport96,97 theory of relaxation and reaction

in liquids can be expected to apply to a good approximation. To
establish this point, we show the self-intermediate scattering
function Fs(q,t) in Fig. 9 for the model LJ system discussed in
Fig. 8 under the same strongly chaotic conditions, but still in
the condensed liquid regime. We see that the long lime relaxa-
tion is well approximated by an exponential relaxation, consis-
tent with the expectations of a strongly chaotic dynamical
system, while Fs(q,t) is dominated by Gaussian relaxation at
short times. This short-time limiting behavior applies to all
equilibrium condensed materials because at times shorter than
the average collision time, all particles in such materials exhibit
inertially dominated dynamics similar to that of a dilute
gas.51,220 Further, the relaxation time of the inertial relaxation
process correlates strongly with the inverse of lmax, the
‘‘Lyapunov time’’, tLyapunov ~ 1/lmax,33,34,221 as in the case of
relaxation in gases.222 (An approximate inverse scaling between
the relaxation time and lmax is also anticipated to be a general
behavior in weakly non-integrable dynamical systems,31 in
which particles have ‘‘soft’’, i.e., long-range mean-field-like
interactions that enhance the rate of decay of metastable
states.) The relaxation time of the long-time relaxation is well
approximated by an Arrhenius T dependence, consistent with
the expectations of transition state theory and its Langevin
dynamics models.94–97 This high T stochastic dynamics regime
can be expected to correspond also to the T regime in which the
Gibbs–Boltzmann thermodynamics safely applies and provides
a natural reference point for cooled liquids where overt non-
ergodic behavior begins to emerge. As noted above, we identify
the condition of strongly chaotic dynamics with the character-
istic temperature TA in GF liquids, where an ideal stochastic
dynamics applies. It is noted that popular Langevin models of
the dynamics of liquids neglect persistent correlations arising

Fig. 8 Relation between the maximum Lyapunov exponent lmax, the
specific energy es, and the Debye–Waller parameter hu2i for a model
Lennard-Jones liquid. The main figure shows lmax and es as a function of
hu2i. The inset depicts the relation between lmax and es. The estimates of
lmax for this fluid are taken from the paper of Sastry136 and the values of es

and hu2i are calculated for the same fluid under the same conditions as
Sastry, as described in Section 2.4.

Fig. 9 (a) Self-intermediate scattering function Fs(q,t) for a range of T for the same model LJ fluid as indicated in Fig. 8 in the strongly chaotic high T fluid
regime. Here, q = q* E 7.0s�1 is determined by the principal peak position of the static structure factor, a measure of the interparticle distance in the
condensed state. Dashed lines indicate the relation, Fs(q,t) = (1 � Aa)exp[�(t/tb)

2] + Aa exp[�(t/ta)], where Aa, tb, and ta are fitting parameters. The inset
shows the amplitude Aa of the exponential relaxation as a function of T. The long time relaxation is approximated by an exponential relaxation, as
expected for a strongly chaotic dynamic system, but Fs(q,t) is dominated by Gaussian relaxation at times shorter than the average collision time. The
decay associated with chaotic motion occurs after a fast b-relaxation time tb, which is a decorrelation time for the fast inertial dynamics, which scales
inversely with lmax, while the long-time exponential relaxation time of the corresponding to the a-relaxation of GF liquids exhibits an Arrhenius T
dependence, as expected from the Kramers theory.96,97 In cooled liquids, the exponents bf and ba for the Gaussian and exponential relaxation processes,
respectively, become ‘‘stretched’’, i.e., reduced in magnitude in comparison to their limiting values of 2 and 1 in the high T strongly stochastic regime.63
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from the emergence of hydrodynamic interactions and the
propagation of these interactions by vorticity diffusion even in
the high T fluid regime. This phenomenon can be incorporated
into an extended Langevin model description of liquid dynamics
and leads to ‘‘memory effects’’ that cause the velocity autocorrela-
tion function to decay as a power-law rather than as an
exponential.98 These memory effects are often simply neglected
in the modeling of the dynamics of condensed materials, leading
to some ‘‘surprise’’ when Gaussian particle displacement as
in the classical Brownian motion theory is not normally observed
experimentally.223–225 Nonetheless, the observations in Fig. 9
indicate that the neglect of memory effects can yield a reasonable
approximate description of the liquids, at least in the high T
regime where the liquid dynamics is highly chaotic and stochastic
theory becomes a reasonable approximation. This type of model-
ing cannot be expected to be a reasonable approximation T below
TA, however.

7 Conclusions

The long saga of trying to grip on the conditions over which
statistical mechanical theories and stochastic models of liquid
dynamics are applicable has led to a new appreciation of the
complex non-linear dynamics in many-body dynamical systems
under constant energy and equilibrium conditions where
Hamiltonian dynamics may be taken as a reasonable model
of real material systems. Progress in the study of prototypical
model dynamical systems of this kind, such as the FUPT model,
has led to a new appreciation of the role of non-linear excita-
tions in understanding the timescale required for ‘‘equiparti-
tion of energy’’ in these systems that were sought in the
pioneering studies of the FUPT model initiated over 80 years
ago. The apparently generic nature of the relaxation process in
other many-body dynamical systems that have been studied,
and the observed similarity of the phenomenology of these
idealized material models, have emboldened us to attempt to
apply the same dynamical system framework to the description
of relaxation in GF liquids. To achieve this extension, we had to
find a readily measurable property of liquids and solids that is
directly related to the fundamental ‘‘non-integrability’’ of dyna-
mical system theory, the specific energy es. After showing that
this quantity is strongly correlated with the mean squared
displacement of the particles in the condensed state at the
readily measurable fast b-relaxation time tb, hu2i, we translate
the well-known Nekhoroshev-type estimate of the relaxation
time ta in terms of es to an expression expressed in terms of the
convenient liquid state variable hu2i. Subsequent tests of this
model to simulation data on polymeric and metallic GF liquids
and the anharmonic superionic crystalline material UO2 indi-
cated that this dynamical system estimate of hu2i is remarkably
predictive and of general application to rather diverse materi-
als. We take these observations as highly encouraging of the
possible general validity of this type of dynamical system-based
estimate of the relaxation time to diverse material systems. The
model form of relaxation time that we find through our

dynamical system analysis happens to conform to a phenom-
enological model already employed to model GF liquids, the
Localization Model,137,138,143 so the present work provides a
rationalization of the success of this model in disordered
materials.

We admit that our tests of the relaxation model are limited
to metallic crystalline and glass-forming materials and coarse-
grained polymeric glass-forming materials and that it is not
clear if our formalism can be applied to describe relaxation in
more complex materials. For example, we might consider
applying the model to entangled polymer chains, given that
molecular localization at larger scales of the chain (e.g., at the
scale of a ‘‘tube’’) can be made in a well-defined way.226 The
idea of this extension is that the dynamical system might have a
hierarchy of metastable states, and a succession of relaxation
processes describing the relaxation of these states at larger
length and time scales. Indeed, stress and dielectric relaxation
measurements on polymer materials often exhibit multiple
step-like decays corresponding to a succession of relaxation
processes over a range of time and length scales so that this
type of extension seems plausible. Benettin et al.102 have also
argued that the Nekhoroshev-type estimate of relaxation times
should depend on different relaxation modes within complex
molecules, which is perhaps related to the observation that
relaxation on the scale of chain segments of polymers is often
reported to have a greatly different temperature dependence
than relaxation on the scale of the chains, which is of impor-
tance in determining the viscosity and rate of molecular diffu-
sion of polymer melts.227–232 We plan to consider the
applicability of our model to more complex fluids having a
hierarchy of ‘‘caging’’ scales in the future. Finally, we mention
that successful coarse-grained models of polymer dynamics at
elevated temperatures, such as the Rouse and reptation
models, rely on phenomenological ‘‘friction coefficients’’
describing the glassy dynamics predominating the segmental
scale dynamics, so even a limited description of the polymer
segmental and normal model dynamics could be extremely
useful in modeling the large-scale properties of polymer melts
and solutions.

To gain a better understanding of the physical meaning of
hu2i in relation to more conventional measures of the chaoticity
of dynamical systems, we showed that this quantity is highly
correlated with the maximum Lyapunov exponent of the dyna-
mical system using a small Lennard-Jones simulation as the
basis of this comparison. Evidently, hu2i can be understood as
being a measure the inherent chaoticity of the molecular
dynamics that has the advantage of often being readily measur-
able both in simulation and measurement. hu2i has the further
advantage that it can be estimated locally in the material to make
a map of local fluctuations in chaoticity and corresponding
mobility.90,145,146,212,215 This feature is especially valuable in
estimating local variations of relaxation times near the bound-
aries of materials in thin films, the interfacial region of nano-
particles, and in the interfacial regions of hydration in proteins
and the interfacial region of polymer nanocomposites, to name a
few applications. In the future, it would be interesting to explore
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if this measure of the rate of relaxation and mobility can be used
to explore dynamical processes under non-equilibrium condi-
tions in which hu2i evolves in time. The dynamical system
approach to relaxation and estimating transport properties of
condensed materials offers a new and practical approach for
modeling the dynamics of weakly chaotic dynamical systems, for
which simple stochastic models of dynamics simply do not
apply. This approach also provides insight into the non-linear
molecular dynamics-based mechanisms underlying relaxation,
which ultimately dictate the achievement of conditions under
which equilibrium thermodynamics apply.

As a final comment, we note the existence of fragmentary
experimental and computational evidence indicating devia-
tions from the predictions of Gibbs–Boltzmann equilibrium
thermodynamics in glass-forming liquids for temperatures
below the onset temperature TA, where the mean squared
displacement of particles becomes overtly non-Gaussian and
where relaxation and diffusion both start to deviate signifi-
cantly from the Arrhenius behavior predicted by classical
transition state theory. This is exactly the temperature range
in which the Localization Model is applicable. Fischer233 and
Torquato and coworkers234,235 have independently indicated, based
both on experimental observations on diverse glass-forming liquids
and simulated glass-forming liquids, respectively, that the general
thermodynamic sum rule relating the structure factor S(q) at low q
to the isothermal compressibility, thermal energy kBT and the
material density r is violated at temperatures below TA. Taken at
face value, these claims would imply that many experimental and
theoretical studies that were previously assumed to be at ‘‘equili-
brium’’ in the sense of Gibbs–Boltzmann are actually in some sort
of metastable state instead. While such claims should not be
accepted uncritically, the observations on which these conclusions
were based certainly deserve further consideration because of the
large potential implications for understanding the fundamental
origin of the complex dynamics of glass-forming liquids in terms of
generalized thermodynamics and corresponding dynamics appro-
priate for ‘‘weakly ergodic’’ systems.
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