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Understanding trends in conductivity in four
isostructural multifunctional crystals of Se
substituted bis-dithiazolyl radicals†‡

C. Roncero-Barrero, a M. A. Carvajal,a J. Ribas-Ariño, *a I. de P. R. Moreira a

and M. Deumal *b

Materials based on stable organic radicals are very promising for the development of single-component

organic conductors. However, the lack of studies addressing the quantitative calculation of the

parameters defining their conductivity hampers progress. To contribute to this field, we computationally

study four isostructural compounds with different Se-contents belonging to the key pyridine-bridged

bisdithiazolyl family (namely, (S,S)-bisdithiazolyl, (S,Se) and (Se,S) mixed-thiaselenazolyl, and (Se,Se)-

bisdiselenazolyl) with remarkable variation in the electrical conductivity (sSS o sSeS o sSSe o sSeSe) that

cannot be explained on simple grounds. This trend here is explained by analyses of the local

microscopic parameters playing the leading role in charge transport mediated by the molecular hopping

mechanism: reorganization energy (l), electronic couplings (HDA), electron-transfer rate constants (kDA),

and charge-carrier density (rc). Our results reveal the preference for hole conduction. The lowest

conductivity of (S,S) arises from its largest l, and smallest HDA’s and rc, resulting in a 1D conductor along

the p-stack. Instead, the largest conductivity of (Se,Se) originates in its smallest l, largest rc and a set of

HDA electronic couplings that not only are the largest but also define a 3D topology of conduction

pathways along both lateral contacts and p-stacking. Comparison of (Se,S) and (S,Se) shows that

although (Se,S) features the largest kDA and the smallest l values, (S,Se) exhibits the largest electrical

conductivity since it shows a 3D conduction topology because of lateral contacts and has a larger rc

value. Our take-home message is that one needs to master a holistic view of the parameters governing

the charge transport process (namely, l, HDA, topology of conduction paths, and rc) to understand the

trends in conductivity in radical-based molecular materials.

Introduction

Organic radical conductors constitute an important research
line of multifunctional materials with interesting technological

applications.1–5 These materials are targeted to exhibit a large
variety of magnetic, electric and optical properties by means of
chemical modulation of the organic building blocks, endowing
them with great potential for applications such as battery
components,6–8 organic light-emitting diodes (OLEDs),9–11

and as components in organic electronics12–14 and organic
spintronics.15–19 Organic semiconductors with magnetic prop-
erties are a cheaper, light-weight and less environmentally
harmful alternative to conventional inorganic materials based
on scarce rare earth and transition metals.20–23 The use of
organic materials in spin electronics overcomes the problem
of the exceedingly fast spin relaxation times that inorganic
materials have, making them a promising substitute for spin-
tronic devices.24–27 However, despite these advantages, the
relatively low conductivity of these materials, in comparison
with traditional metals or inorganic semiconductors, has been
a limitation for their technological applications. The use
(or incorporation) of paramagnetic centers as building blocks
of these molecular materials potentially enhances their
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electronic and magnetic properties28 and sometimes, addition-
ally, gives rise to entanglement between both properties.16,29 In
general, there is a large body of information regarding spin
exchange pathways in organic radical based multifunctional
materials.30 In stark contrast, with the exception of certain
family of polymers,31–34 there is no detailed information on
which parameters control their conductivity, namely density
of charge carriers, electronic couplings, electron–phonon cou-
pling and a detailed description of all possible conduction
paths in the material. The lack of this knowledge prevents
the efficient use of the wide possibilities of chemical modula-
tion for a rational design of their properties. Therefore, it is
exceedingly important to carry out studies aimed at determin-
ing all these parameters to establish realistic models for
understanding their magnetic and conducting properties. Com-
putational modelling is an invaluable tool to obtain these
parameters as well as structure–property relationships that
can provide essential information to design new materials with
potential technological applications. However, the open-shell
nature of the molecular building blocks makes these systems a
challenge for quantum chemistry methods. Indeed, the com-
petition between charge localization to enhance magnetism,
and charge transport to enhance conductivity is a difficult
scenario for present day electronic structure methods that
require special care and analysis. In addition, the local nature
of electron hopping in molecular materials limits the validity of
using the band structure of the ground state of the material to
interpret its conductivity and requires the exploration of cluster
models to evaluate these parameters.

In this work, we will focus on a subset of molecular com-
pounds belonging to the family of bisdithiazolyl (bisDTA)-
derived materials,35–51 which is one of the most important
families of single-component organic conductors based on
molecular radicals. Within the bisDTA family of compounds,
the delocalization of unpaired electrons over the molecular
skeleton and a wise choice of the substituents of the central
ring make them stable over dimerization, which is a typical
problem encountered in radical-based molecular materials.
In fact, p- or s-dimerization of bisDTA radicals has been thus
far reported only for a few systems,39,40,42,52–55 which means
that they are robust p-radical-based materials. These organic
p-radicals are thus regarded as promising building blocks
for the synthesis of multifunctional materials since (1) they
have a planar molecular structure leading to a possible p-
stacking in the crystal providing a feasible path for electron
conduction,28,56–68 and (2) the unpaired electron of the radical
centers opens the possibility for interesting magnetic and
spintronic properties because this unpaired electron resides
in a frontier orbital of the constituent molecular entities that
will also participate in the electron conductivity process of the
material. The resulting crystallographic arrangement of these
building blocks will thus define the properties of the materials,
which can be tailored by changing the bulky substituents
bonded to the central ring.35,38,44,69–72 Moreover, the substitu-
tion of sulphur atoms by a heavier alternative, such as sele-
nium, has been proven to increase conductivity and modify the

magnetic response of the material leading to a wide range of
multifunctional responses ranging from weak to moderate
ferromagnetic (FM) or antiferromagnetic (AFM) semiconduc-
tors to metallic conductors.38,41,53,69,71–76

To understand the structure–property relationships in the
bisDTA-family of materials, we believe that a comparison of the
electronic structures and a detailed analysis of the electron
hopping process of a series of closely related materials with
similar molecular and crystal structural features will provide a
well-defined set of systems to rationalize their distinct proper-
ties. A particularly interesting family of isostructural materials
based on bisDTA analogues includes the bisdithiazolyl, thiase-
lenazolyl, and bisdiselenazolyl molecular crystals, which have
been studied in detail by Robertson et al.41 (see Fig. 1a for
bisDTA common building block, where the E1 and E2 positions
are occupied either by S or Se atoms and the resulting molecular
materials have been named according to their S/Se substitutions
at (E1,E2) positions as bisdithiazolyl (S,S), bisdiselenazolyl
(Se,Se), and mixed thiaselenazolyl (Se,S) and (S,Se) molecular
materials). The experimental results showed that Se-sub-
stitutions significantly affect both the charge transport and the
magnetic response of the materials. Electric conductivity (sE1,E2

)
increases depending on the S/Se ratio as sSS o sSeS o sSSe o
sSeSe (see Fig. 1b for values of s at 300 K in S cm�1). Although a
conductivity increase was expected with the incorporation of Se,
mixed thiaselenazolyl (S,Se) and (Se,S) materials demonstrate
that the particular position occupied by the heteroatoms within
the ring also affects the magnitude of the conductivity, with the
sSSe at 300 K being one order of magnitude larger than sSeS.
Activation energies (Ea) obtained using the experimental con-
ductivity data range from 0.43 eV to 0.19 eV (see Ea values listed
in Fig. 1b), indicating that a hopping mechanism is expected to
prevail over electronic band conduction in this family of bisDTA
compounds.

A detailed knowledge of the influence of the S-by-Se sub-
stitution on the microscopic parameters that govern conductiv-
ity of bisDTA compounds displayed in Fig. 1a would be the key
to rationalize their different charge transport properties and,
more broadly, to obtain structure–property correlations in
bisDTA materials. In this work, we will present the results of

Fig. 1 (a) General molecular representation of bisDTA radicals studied in
this work, classified according to whether E1 and E2 positions are occupied
by S or Se atoms. In the following, the constituent radical building blocks
(and the corresponding materials) will be referred to as (E1,E2), namely,
bisdithiazolyl (S,S) radical, mixed thiaselenazolyl (S,Se) and (Se,S) radicals,
and bisdiselenazolyl (Se,Se) radical. (b) Activation energy (Ea) and conduc-
tivity (s) at 300 K extracted from ref. 41.
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a computational study carried out to obtain the density of
charge carriers (rc), the electronic couplings (HDA), and the
electron–phonon couplings (in terms of the reorganization
energy (l)) of the here-selected multifunctional materials.
A detailed description of all possible conduction paths of these
materials in terms of the relevant electron-transfer rate constants
(kDA) between nearby molecular pairs, together with a descrip-
tion of their overall conduction dimensionality, will also be
provided. Note that all these parameters are very important to
characterize charge transport in molecular materials, regardless
of the transport mechanism (band, hopping or intermediate
regime) operative in the material under study. As previously
mentioned, the few examples in the literature that deal with
this problem are mainly related to nonconjugated radical
polymers.31–34 Therefore, to the best of our knowledge, this is
the first work in which all the parameters that control the
conductivity of a molecular crystal of a single-component radical
conductor are obtained. Furthermore, our contribution here
is not only to explain the tendencies in conductivity (which
increases two orders of magnitude from (S,S) to (Se,Se)
compounds41) but also to identify the key microscopic para-
meters behind their different transport properties.

Methods
Theoretical background

Charge transport has been typically studied through model
Hamiltonians according to the prevailing charge transport
mechanism in the material under study. These models are
usually classified into three regimes based on the degree of
charge delocalization of valence electrons upon the material.
There are two limiting models, namely, itinerant band
transport77 and localized hopping78–80 mechanisms, and a
possible third regime intermediate to both. Recently, more
intricate models based on electron dynamics to describe charge
mobility have also been proposed.81–89 However, their use
compared to model Hamiltonians is too complex to be applied
in a regular basis to molecular systems. Therefore, although
very recently some research has turned to the intermediate
regime,90 when it comes to molecular materials, one has to
basically resort to either rigid band transport or molecular
hopping approaches.

Band transport assumes the delocalization of charge carriers
in electronic bands of the crystal (either valence or
conduction).77 On the other hand, the hopping regime regards
charge transport as realized by discrete localized ‘‘jumps’’ of
charge between neighbor donor and acceptor sites. Broadly
speaking, systems constituted by strong cohesive forces (metals,
simple inorganic conductors and semiconductors, conjugated
polymers, etc.) have been successfully modelled in the deloca-
lized band regime. Yet, disordered materials and organic crystals
with neutral building blocks (whose cohesive forces between
molecular entities are dispersion and weak electrostatic interac-
tions) have been mainly studied from a hopping perspective or a
mixture of both limits.91–94 The computational evaluation of the

model Hamiltonian parameters that describe the charge trans-
port process in both regimes has been widely tested in different
closed-shell organic molecular materials.95–99 However, as far as
we know, the evaluation of all the parameters required to fully
characterize charge transport in open-shell molecular materials
is currently still not well established. Note that the few examples
in the literature that deal with this problem are mainly related to
organic polymers.31–34

At the crossroad whether to address the study of the title
isostructural bisDTA-compounds from either a band or a hop-
ping perspective, recent periodic calculations100 have shown
that the band structure of the ground state of each of the four
compounds exhibits narrow bands of 0.2–0.3 eV dispersion and
indirect insulating band gaps of 1.15–1.40 eV. These calculated
data are significantly larger than the measured activation
energies for the conduction process and, hence, the result is
insufficient to explain their conductivity in terms of the rigid
band model (i.e., by using the energetic features of the valence
and conduction bands of the electronic ground state of the
system). In addition, a small energy difference (ca. 0.25 eV per
unit formula) between the magnetic semiconductor ground
state and a metallic diamagnetic (i.e., closed-shell) electronic
solution was observed. This result suggested that the electronic
conduction has contributions from a hopping mechanism that
involves local excitations with activation energy well below the
insulating band gap found for the electronic ground state, thus
precluding a simple rationalization using a rigid band model.
Notice that the former energy difference is of the same order of
magnitude as the activation energies for the conduction pro-
cess (Ea values range from 0.43 eV to 0.19 eV, see Fig. 1b). This
piece of information further supports the evaluation of addi-
tional parameters that govern conductivity using a hopping
approach to interpret the observed experimental trends. It must
be also stressed that no experimental evidence indicates
whether the resulting electric conductivity is due to holes or
electrons and, thus, both mechanisms will have to be investi-
gated. Let us here remind that within the hopping transport
regime framework, the mobile charge (electron or hole) is
trapped in the organic radicals and the conductivity remains
activated above a given temperature. The charge transport
mechanism can hence be described as charge hopping from
the donor (D) to the acceptor (A) molecular moieties. It is then
possible to calculate the macroscopic conductivity of the mate-
rial by computing the rate of that process at the microscopic
level using several cluster models of the system to describe the
electron or hole hopping process between different nearby
pairs of molecules.

Finally, despite slight differences in distance and tilting
angles between planes containing the molecular skeleton, let
us mention that analogous crystal packing is displayed by all
four materials, whose unit cell shares tetragonal P%421m symme-
try. The packing of these materials consists of p-stacks of four
symmetry equivalent molecules around a C4 axis, parallel to the
c-crystalline direction (see Fig. 2 for a representation of the
crystal packing). It should be mentioned that Se-substitution
does not just enhance conductivity, but also modifies the
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macroscopic magnetic response of the materials, which ranges
from no-magnetic-order at low temperatures to bulk ferromag-
netism. Computationally,101 these reported experimental
magnetic data have been very recently rationalized for all four
isostructural materials in terms of a 3D magnetic topology of FM
and AFM JAB magnetic interactions which compete to result in
the overall observed magnetism. The sign of the lateral and
p-stacking JAB magnetic interactions has been found to be highly
dependent on the Se-substitution and on small structural varia-
tions driven by the substitution itself or by external stimuli, like
temperature. In view of these results and assuming a hopping
limiting regime, the study of the charge transfer processes
between radicals will consider both lateral and p-stacking radi-
cal–radical contacts. Within this framework, rate constants for
electron and hole transfer processes will then be evaluated using
the well-known Marcus rate equation between pairs of molecules
(see eqn (1))102,103

kDA ¼
2p
�h

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkBT
p HDAj j2

D E
TS
e�l=4kBT (1)

where T is the temperature, kB the Boltzmann constant, and h� is
h/2p, being h the Planck constant. Note that the free energy
change associated with the charge transfer process is here
neglected because we are dealing with self-exchange reactions
and thermal fluctuations are not considered. According to the
Marcus equation, rates depend mainly on two parameters: the
reorganization energy (l) and the electronic coupling (HDA). In
the following, we will consider a system formed by a nearby pair
of molecules from which we extract (or add) an electron in order
to describe the process of a single hole (electron) transfer as D +
A+ - D+ + A (D+ + A - D + A+). Note that, regardless of the global
charge of the system, the A acceptor (D donor) is always involved
in the reduction (oxidation) reaction.

The reorganization energy l (in eqn (1)) evaluates how the
geometry of the charge carriers (lin) and their surrounding (lex)
is affected during the charge migration (i.e., the effects of
electron–phonon coupling to assist the charge reorganization
due to the moving charge during the hopping process of a hole
or an electron between two molecules). Therefore, both con-
tributions give rise to l, which is usually expressed as l = lin +
lex. The lin term accounts for the effect of geometry adjustment

that D donor and A acceptor moieties undergo after the charge
transfer has taken place. It is usually computed following a 4-
point scheme, which splits the term into two contributions,
namely, lO for donor (where O stands for oxidation process, i.e.,
D - D+ + 1e�) and lR for acceptor (where R stands for
reduction process, i.e., A+ + 1e�- A). The lin term can be thus
calculated according to eqn (2) (note that EC) denotes the
energy of the charged system (anion (D�) or cation (A+) for
electron and hole transport, respectively), EN is the energy of
the neutral system, and RN (RC) are the equilibrium geometries
of the neutral (charged) radicals. Geometries of each species
(RN and RC) are obtained by performing geometry optimiza-
tions of the isolated either neutral (N) or charged (C) species.

lR ¼ ENðRCÞ � ENðRNÞ

lO ¼ EcðRNÞ � EcðRCÞ

lin ¼ lR þ lO ¼ Ec RN
� �

þ EN RC
� �� �

� EcðRCÞ þ ENðRNÞ
� �

(2)

Although the outer-sphere contribution (lex) to the reorganisa-
tion energy of molecular crystals can be estimated by means of
classical dielectric continuum models,104 polarizable force
fields,105 and QM/MM106 approaches, in many studies it is
neglected.33,107 This has been our choice since the isostructural
environment of all four compounds will indeed lead to similar
values of lex, and our main goal is to explain trends in charge
migration instead of calculating accurate absolute conductivities.

The HDA electronic coupling (in eqn (1)) is the Hamiltonian
matrix element between diabatic DA+ and D+A charge localized
states for the process of a single hole transfer at the transition

state (TS) geometry HDA ¼ cDþAjĤjcDAþ
� �

TS

	 

. Note that, for

electron transfer, the diabatic states involved would be D�A and
DA�. Here, HDA for hole and electron transfers has been
obtained using the following equations:96,108,109

HþDA ¼
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E1 � E2ð Þ2� EDþA � EDAþð Þ2

q
(3a)

H�DA ¼
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E1 � E2ð Þ2� ED�A � EDA�ð Þ2

q
(3b)

where E1, E2 are the energies associated with the adiabatic

states, and ED+A, EDA+, ED�A, EDA� are the energies of the diabatic
charge localised states. We must stress the fact that the term

(ED+A � EDA+) and (ED�A � EDA�) vanishes for pairs of molecular
moieties where the molecules are equivalent by symmetry.

Once all relevant rate constants between D donor and A
acceptor pairs have been evaluated via the Marcus equation
(eqn (1)), we can have access to the macroscopic charge trans-
port properties of our title bisDTA compounds, such as mobi-
lity and conductivity. Given the lack of experimental data using
single crystals to validate our calculations, we have decided to
estimate mobilities from the Einstein–Smoluchowski relation,
which provides the bulk isotropic mobility of the material as:

m ¼ q

kBT
D (4)

Fig. 2 Crystal structure of pure bisdithiazolyl (S,S) material. View of (a) ab-
plane of the unit cell with a 4-fold pinwheel-like center, and (b) p-stacked
radicals along the c-axis.
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where q is the charge of the carriers, and D is the diffusion
coefficient. Assuming no correlation between hopping events
and that charge motion is a homogeneous random walk, the
diffusion coefficient can be approximated as:92

D � 1

2n

X
i

ri
2kDA;ipi (5)

where n is the spatial dimensionality (in our case n = 3), i stands
for a given hopping conduction path, ri is the distance between
‘D’ donor and ‘A’ acceptor molecular centers, and pi is the
probability for each hop ‘‘i’’ to occur (computed here as

pi ¼ kDA;i

�P
i

kDA;i). Notice that eqn (5) averages over all crystal

directions to provide an estimate of the macroscopic diffusion
coefficient. Let us also remind here that the experimental s
conductivity measurements on the four bisDTA-derivatives of
interest were performed using powder samples.41 Therefore,
the measured conductivity of a polycrystalline system does
not bring any information regarding the anisotropy of the
conductivity, and will be closer to an averaged estimation
between all possible directions.

Finally, the electric conductivity (s) of each bisDTA material
can be defined by the bulk isotropic mobility (m), the density of
the charge carriers (rc), and the charge (q) of each one of those
(see eqn (6)).

s = rcqm (6)

Computational details

We will next describe the computational details to calculate
the parameters that control the kDA rate constants (namely,
reorganization energy lin and electronic coupling HDA) and,
hence, the electric conductivity, s. To that aim, we have used
two different cluster models: an isolated radical to calculate the
lin reorganization energy and a cluster model to evaluate the
HDA electronic coupling between neighboring pairs of radicals
within the solid. Both models have been extracted from
reported X-ray crystallographic data at 100 K.41 Since there is
no experimental evidence to unequivocally discriminate
between hole transport and electron transport as the predomi-
nant conductivity mechanism in bisDTA-derivative materials,
both options have been considered. Hence, from now on, all
reference to a charged cluster will encompass both negatively
(anion, electron transport) and positively (cation, hole trans-
port) charged molecular moieties, unless otherwise specified.

The reorganization energy term, lin, has been computed for
all four bisDTA-derivative compounds using an isolated radical.
Geometry relaxations have been conducted for neutral (RN) and
charged (RC) isolated molecules at UB3LYP level,110 with a
6-311+G(d,p) basis set111–113 in vacuum. Secondly, EN(RN),
EN(RC) and Ec(RN), Ec(RC) have been evaluated by means of
single-point energy calculations with the previously neutral and
charged optimized geometries. Finally, lin is obtained by
means of eqn (2). All UDFT calculations have been performed
using the Gaussian09 software.114 In addition, all four energies
(namely, EN(RN), EN(RC) and Ec(RN), Ec(RC)) have been re-

evaluated at CASSCF and CASPT2 levels using (6,7) and (8,7)
active spaces for cation and anion, respectively, with Open-
Molcas code115 and ANO RCC-type Gaussian basis functions116

(see ESI,‡ Section S1 for a discussion on the selection of the
active spaces). The contractions of the atomic basis sets were
the following: [9s8p3d] for Se, [7s6p1d] for S and Cl, [5s4p1d]
for C and N, and [3s1p] for H. The standard zeroth order
Hamiltonian for CASPT2 calculations uses an IPEA shift of
0 a.u. and a shift equal to 0.2 a.u.

The evaluation of the HDA electronic couplings requires the
selection of pairs of charge carriers. Accordingly, a complete
analysis of each crystal has been performed to select the pairs
of bisDTA radicals that are to be candidates to present a non-
negligible HDA. Robertson et al.41 have stressed the importance
of the E2� � �E2 contacts (see Fig. 1) to rationalize the different
conducting and magnetic responses encountered in their
experiments, since it has been found that contraction of
E2� � �E2 distances correlates with an enhancement of conduc-
tivity and magnetism. Therefore, the E2� � �E2 distance has been
taken as selection criteria for D� � �A pairs of bisDTA-radicals,
with a 7.0 Å threshold (note that van der Waals E2� � �E2 distance
is ca. 3.9 Å117). These analyses resulted in 13 pairs of radicals as
potential candidates (see ESI,‡ Section S2 for a detailed analysis
of the selection of D� � �A pairs of bisDTA radicals). Tests were
then conducted using an adapted Koopmans’ theorem for
open-shell systems based on ROB3LYP/6-311+G(d,p) calcula-
tions to screen those pairs of molecules with the largest HDA

electronic coupling (see ESI,‡ Section S3). The electronic cou-
pling for those successfully screened candidates was obtained
by optimizing the diabatic charge localized states (either D+A/
DA+ or D�A/DA�) via state-specific CASSCF calculations, and
then evaluating the adiabatic energies (E1, E2) in eqn (3) using
the RASSI module of OpenMolcas (see paragraph above for
basis set details). The active spaces used in the state-specific
calculations were (13,14) and (15,14) for cation (D+A/DA+) and
anion (D�A/DA�) pairs, respectively (see ESI,‡ Section S4 for
selection of the active spaces). For bisDTA title compounds, it
must be stressed that (ED+A � EDA+) and (ED�A � EDA�) cannot be
neglected specially for the screened pairs of molecules showing
lateral contacts.

Referring to the calculation of the D diffusion coefficient,
one should address the choice of distances between bisDTA
moieties (namely, ri in eqn (5)), which we take as the shortest
distance between N� � �E1 atoms. In parallel, the density of
charge carriers that is required to evaluate conductivity (rc in
eqn (6)) is obtained by calculating the density of states (DOS)
diagram of the electronic ground state of each bisDTA crystal.
In an intrinsic pure semiconductor, the concentration of elec-
trons (or holes) comes from the excitation of electrons from the
valence to the conduction bands and, using the quadratic
approach of these bands, DOS can be evaluated by means of
the band gap (Eg) and, hence, rc can be expressed as:

rc ¼ 2
kBT

2p�h2

� 
3=2

ðmemhÞ3=4e�Eg=2kBT (7)
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where me and mh are the mass of electrons and holes,118

respectively. Note that Eg values were obtained from the DOS
evaluated for the electronic ground state of all four crystals at
UB3LYP level reported in a previous work (namely, (S,S) bis-
dithiazolyl, mixed (S,Se) and (Se,S) thiaselenazolyls, and (Se,Se)
bisdiselenazolyl compounds).100 Without the presence of impu-
rities in the material, both hole and electron carrier densities
are equivalent. However, as it will be next addressed, the rigid
band model which is based this expression has limitations
when describing the conductivity of molecular materials.

Results and discussion

Calculation of l at UB3LYP, CASSCF and CASPT2 levels of
theory provides insight on the energy cost for the radical to
adapt to the charge transfer in order to adjust the extra charge.
Our results reveal that calculated l values show a consistent
preference for the cationic form (l+ o l�), irrespective of the
method (see Table 1). This is relevant because it hints at the
conductivity being mainly driven by hole transport. Here let us
remark that a large lSS indicates a higher energy cost for the
(S,S) radical to adjust the extra charge compared to (Se,Se),
which can be understood in terms of Se being a more polariz-
able element. Note also that mixed materials have the same
content of S and Se but lSSe is larger than lSeS. The difference in
reorganization energy between mixed (S,Se) and (Se,S) isomers

can be qualitatively understood by analyzing the variation of
the Mulliken charge distribution on the N�E1�E2 moiety upon

structure relaxation in response to the redox process, DqNE1E2
i

where i = oxidation/reduction (see ESI,‡ Section S5). We focus
on the N�E1�E2 moiety because this is the region in which the
excess charge is mostly delocalized. Considering that smaller

values of DqNE1E2
R and DqNE1E2

O are expected to lead to smaller
energy penalties, and thus to smaller values of lR and lO (see
eqn (2)), we can rationalize the difference between the two

isomers in terms of DqNE1E2
i in (Se,S) being smaller than in

(S,Se) (see Fig. 3). Although the relative ordering of reorganiza-
tion energies has a plausible explanation, the trends observed
(lSS 4 lSSe 4 lSeS 4 lSeSe) partially follow the opposite trend
than experimentally measured conductivity (sSS o sSeS o
sSSe o sSeSe). Remarkably, the ordering of the reorganization
energy for (S,Se) and (Se,S) is in conflict with the ordering of
their conductivities (see ESI,‡ Section S6 for the qualitative
explanation of this trend). As expected, the reorganization
energy on its own cannot rationalize the tendencies in con-
ductivity of the four isostructural pyridine-bridged bisDTA
compounds. Therefore, the electronic couplings between pairs
of nearby molecules corresponding to different potential hop-
ping paths will be next assessed.

The analysis based on the adapted Koopmans’ theorem for
open-shell species indicates that, for the four title compounds,
there are only three types of bisDTA radical pairs that may lead
to significantly large values of the HDA electronic coupling,
namely, p-stack, 2b- and 2c-pairs (see ESI,‡ Section S3 for data
on the screening, and Fig. 4 for a representation of bisDTA
pairs with relevant HDA). The computed HDA values of the
selected pairs at CASSCF level show a predominance of Hp in
all the systems under study, and among Hp the hole transport is
favored since H+

p 4 H�p , reinforcing the take-home message
extracted from the reorganization energy data (see Table 2). A
comparison of HDA values using the adapted Koopman’s theo-
rem and at CASSCF level shows that their order of magnitude
agrees. However, the trends of the CASSCF results are at odds

Table 1 Reorganization energies (l, in meV) at UB3LYP, CASSCF and
CASPT2 levels for the four bisDTA materials for hole (l+) and electron (l�)
conductivity

(S,S) (S,Se) (Se,S) (Se,Se)

l+ UB3LYP 202.43 183.93 167.77 152.45
CASSCF 258.47 238.69 209.80 192.43
CASPT2 219.25 200.70 196.92 183.16

l� UB3LYP 384.15 333.63 302.79 257.34
CASSCF 373.66 320.71 279.39 241.35
CASPT2 454.50 381.06 355.60 295.56

Fig. 3 Atomic Mulliken charge analysis of the neutral (RN) and charged (RC) geometries of (a) (S,Se) and (b) (Se,S) materials. In each image, the charge
difference Dq for acceptor (A, reduction DqXY

R ) and donor (D, oxidation DqXY
O ) are shown in the half left and half right parts of the XY radical molecules,

respectively, since the main changes between (S,Se) and (Se,S) systems are localized in N � E2 � E1 atoms. Note that Dq on the missing half of the
molecules is equivalent to the one represented. See ESI,‡ Section S5 for the remaining systems.
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with the Koopman’s estimated values according to which H2b

and H2c were predominant (see ESI,‡ Section S3). Hence the
need to perform higher level state-specific charge localized
CASSCF calculations to evaluate electronic couplings.

Our data reveal that all three types of HDA electronic cou-
plings increase from (S,S) to (Se,Se) with the Se content, mean-
ing charge-transport is favored in (Se,Se). This result is in
agreement with the conclusion drawn from lSS 4 lSeSe, which
indicates that (Se,Se) can better accommodate the extra charge.
Interestingly, for mixed thiaselenazolyl materials, Hp and H2b

increase when Se is in the E2 position. This result is in conflict
with the observed trend for lSSe 4 lSeS. Mixed (S,Se) and (Se,S)
compounds are a clear example of the complex interplay of the
electronic coupling and reorganization energy in shaping the
overall conductivity: the former favors (S,Se), while the latter
favors (Se,S). Remarkably, our computed HDA electronic
couplings and l reorganization energy show that all four
compounds can be described using the polaronic hopping
model since all HDA’s o l/2.96,119 Within this framework, we

have calculated kDA rate constants using Marcus equation
(eqn (1)) to quantify the interplay between both electronic
couplings and reorganization energies and, in turn, the
potential conducting pathways. As a final comment, the Marcus
rate equation relies on the fact that vibrational levels assist the
electronic transition between D and A moieties and, hence, is
dependent on temperature being high.119 This fact restricts the
analysis of the reported experimental data on the conductivity
of the systems and, thus, we focus on the T = 300 K values
only (see Table 3 for calculated hole and electron transport
kDA values).

The calculated kDA data enables us to conclude (see values in
Table 3): (1) a preference for hole conduction is observed by
comparing the dominant rate constants for both hole (k+

DA) and
electron (k�DA) charge conductions at 300 K, and (2) the
p-stacking prevails as the most probable direction for the
charge hopping mechanism in all four materials. Nevertheless,
it must be stressed that (Se,Se) shows the largest contribution
of electron transport among all four bisDTA compounds, not
only along the p-stack but also along the 2b-pair direction.
Having said that, if one now considers hole transport, (S,S) and
(Se,S) are essentially 1D conductors along the p-stacking direc-
tion (see Fig. 5a). Instead, (Se,Se) and (S,Se) feature a dominant
conduction path along the p-stack but with important lateral
contacts between bisDTA radicals (see 2b pairs in Fig. 4 and 5b
for conduction paths) that ultimately define them as 3D con-
ductors. For (S,S) and (Se,Se), comparison of the largest k+

p rate
constants shows that k+

p,SS o k+
p,SeSe which means that (Se,Se) is

a better conductor, in line with both our calculations on

Fig. 4 Representation of the screened candidates to present relevant HDA in (S,S), namely p, 2b and 2c pairs of bisDTA radicals along (a) c-axis and (b) b-
axis. Note that in (a) hydrogen atoms have been omitted for clarity. The same screened candidates are also found in (S,Se), (Se,S) and (Se,Se) compounds.

Table 2 Electronic coupling (in meV) for hole (H+
DA) and electron (H�DA) charge transport. Notice that ri distances are measured as the shortest distance

between N� � �E1 atoms (in Å)

(S,S) (S,Se) (Se,S) (Se,Se)

ri H+
DA H�DA ri H+

DA H�DA ri H+
DA H�DA ri H+

DA H�DA

p 3.53 34.60 17.18 3.55 55.88 28.75 3.58 50.51 28.09 3.65 65.45 49.53
2b 3.35 9.87 15.89 3.41 32.34 37.49 3.28 4.99 21.46 3.34 30.10 40.04
2c 3.53 2.47 4.14 3.56 2.82 2.73 3.65 10.69 20.51 3.70 9.90 15.34

Table 3 Marcus rate constants (in THz at 300 K) for hole (k+
DA) and

electron (k�DA) charge transfer obtained according to eqn (1), using CASSCF
parameters listed in Tables 1 and 2

(S,S) (S,Se) (Se,S) (Se,Se)

k+
DA k�DA k+

DA k�DA k+
DA k�DA k+

DA k�DA

p 3.24 0.22 10.65 1.10 12.23 1.68 25.44 8.11
2b 0.26 0.19 3.57 1.87 0.12 0.98 5.38 5.30
2c 0.02 0.01 0.02 0.01 0.55 0.89 0.58 0.78
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electronic couplings and reorganization energy, and experi-
ment. In turn, the rate constants for mixed (S,Se) and (Se,S)
lie in between the two limiting (S,S) and (Se,Se) cases, which
agrees with experimental data. However, rationalization of the
tendencies for mixed compounds is more subtle since,
although k+

p,SeS o k+
p,SSe, (S,Se) has an extra conduction path

along the 2b-pair direction rendering it as a 3D conductor, as
above mentioned. Let us remark here that these lateral con-
duction paths would not have emerged from an exclusive
analysis of the crystal packing. To move forward, we will now
calculate mobilities using the computed rate constants (see
eqn (4) and (5)).

The resultant mobilities for both holes and electrons
(m+ and m�, respectively) increase with the Se content from
(S,S) to (Se,Se) (see Table 4), in agreement with experimental
conductivity. The calculated values, which range from 0.026 to
0.238 cm2 V�1 s�1, are similar to those found for other organic
semiconductors (10�3–101 cm2 V�1 s�1),91,107,120 and much
smaller than those found for intrinsic inorganic semiconduc-
tors (101–105 cm2 V�1 s�1).121 Despite that m+ shows a clear
dominance in all bisDTA, as expected for a hopping semicon-
ductor, relative contribution of m� increases from B8%
(m�/mtotal, assuming mtotal = m+ + m�) in (S,S) to B23% in (Se,Se)
material. Interestingly, the smaller total mobility of (S,Se)
compared to (Se,S) (see Fig. 6a, and 0.084 vs. 0.106 cm2 V�1

s�1, respectively, in Table 4) is at odds with the experimental
conductivity trend (see orange bars in Fig. 6b, and 1.00 � 10�4

vs. 2.20 � 10�5 S cm�1, respectively, in Table 4). Therefore, the

relative ordering of mobility is only partially consistent with the
relative ordering of conductivity. Indeed, for mixed thiaselena-
zolyl (Se,S) and (S,Se), mobility by itself cannot justify their
conductivity. The lack of consistency between computed mobi-
lities and experimental conductivity values calls for the evalua-
tion of the density of the charge carriers (see rc in eqn (6)).

The estimated rc (eqn (6)) depends on Eg, which is related to
the activation energy associated with the charge transfer pro-
cess, Ea (see Fig. 1b). However, our calculation of this activation

Fig. 5 Schematic representation of (a) 1D conduction paths for (S,S) and (Se,S) materials, and (b) 3D conduction network for (S,Se) and (Se,Se)
compound. Note only fused-ring skeleton is shown for simplicity. Color code: kp in red, and k2b in blue.

Table 4 Computed hole (m+), electron (m�), and total (m) mobilities at 300 K, estimated band gap for the electronic ground state (Eg), density of charge
carriers (rc), and experimental conductivity (sExp) at 300 K

m+ (cm2 V�1 s�1) m� (cm2 V�1 s�1) m (cm2 V�1 s�1) sExp a (S cm�1) Eg
b (eV) rest

c
c (1/m3)

(S,S) 0.024 0.002 0.026 3.20 � 10�6 1.34 7.80 � 1020

(S,Se) 0.071 0.012 0.084 1.00 � 10�4 1.15 7.48 � 1021

(Se,S) 0.096 0.010 0.106 2.20 � 10�5 1.26 1.29 � 1021

(Se,Se) 0.184 0.054 0.238 3.00 � 10�4 1.17 7.87 � 1021

a Data from ref. 41. b Data from ref. 100. c rest
c is calculated using eqn (6) with the computed total mobility (m) and experimental conductivity (sExp).

Fig. 6 (a) Values of the total mobility (in cm2 V�1 s�1) for the four title
compounds. (b) Calculated conductivity of (S,Se), (Se,S) and (Se,Se)
referred to (S,S) (in blue). Note (S,S) is taken as the reference because it
exhibits the smallest conductivity. The same ratio is given for the experi-
mentally measured conductivities (in orange).
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energy is restricted to vertical gaps using the ground state data,
i.e., between its valence band maximum and conduction band
minimum (namely, the electronic band gap). Therefore, this
rigid band model approach misses relaxation processes under-
gone by the conduction band upon charge transfer. As such, the
calculated rigid Eg fails to fully capture the physics of the
conductivity process in these molecular systems. However gross
the approximation is, we will still use with caution the esti-
mated rigid Eg values to interpret the observed conductivity in
the title compounds. Analysis of the electronic band structure
of the ground states of the present bisDTA-derivatives, reported
in a previous study,100 showed that all four title materials
presented similar bands with optic band gaps around 1.15–
1.34 eV (see Table 4). Given that (1) these values are between 3
and 6 times larger than the experimentally determined Ea values
(ranging from 0.43 to 0.19 eV) and (2) rc depends exponentially
on Eg, the resulting calculated rc values are expected to be
massively underestimated (see ESI,‡ Section S7). This will, in
turn, imply that the calculated conductivities are to be smaller
than the experimentally measured data. Since we are only
interested in understanding the trends in conductivity in the
four title isostructural compounds, hereafter we will report
relative data. Results for (S,S) will be taken as reference owing
to its smallest value of conductivity to compare both calculated
and experimental conductivity data. As shown in Fig. 6b, a
comparison between our calculated conductivity and the experi-
mental data exhibits the same relative ordering, namely, sSS o
sSeS o sSSe o sSeSe.

In view of the offset between relative conductivity values, we
have estimated the density of charge carriers as a reality check.
To do so, we have resorted to eqn (6) using the computed total
mobilities and experimental conductivities (see Table 4 for
values). Interestingly, our estimated values of the charge carrier
density fit into the low charge density regime typically found in
organic photovoltaic devices and organic light emitting diodes
under operation (1021–1023 m�3).122 The calculated as well as
estimated values of rc (see ESI,‡ Section S7 and Table 4) high-
light the larger number of charge carriers in (S,Se), thus
providing a rationale for (S,Se) exhibiting larger conductivity
than (Se,S) despite having smaller mobility. The tendency
observed for rc in (S,Se) and (Se,S) can be further supported
by the computed disproportionation energy (DEdisp) associated
with the charge separation process (R� + R�- R+ + R�). Indeed,
DEdisp for (S,Se) is slightly smaller than for (Se,S), which favors
the generation of charge carriers in (S,Se). Notably, the ten-
dency observed for (S,Se) mirrors data from cyclic voltammetry
reported in ref. 41 (see ESI,‡ Section S8 for further details).
Therefore, although absolute values for conductivity cannot be
reproduced, we are certain that our results are able to capture
the microscopic picture of the charge transfer process. In
addition, our effective gaps for the charge transfer process
and, in turn, the estimated charge carrier density, are compa-
tible with small resistivity values. Accordingly, despite being
semiconductors, the title compounds are corroborated to
be quite good organic radical-based conductors, as realized
experimentally.41

To sum up, the take-home message is that Se-substitution
affects both, charge mobility and density of carriers, depending
on the position, and that only when both effects are considered
the experimental tendency on s is met. Final results show that
improvement in conductivity by Se-substitution in bisDTA
materials is, broadly speaking, due to two complementary
effects: (i) for materials with the same conduction motif
(namely, 1D for (S,S) and (Se,S), and 3D for (S,Se) and (Se,Se)),
the Se-substitution has proved to favor charge migration, and
(ii) when Se is placed in the E2 position (S,Se), the band gap
shrinks and conductivity is enlarged thanks to an increase of
the available charge carriers.

Finally, let us make a remark on the effect that anisotropy
would have on the transport properties. Along this work, we
have reported bulk isotropic mobilities and, thus, conductiv-
ities, since the experimental measurements were performed
using powder samples. However, the differences in the magni-
tude of the charge transfer rate constants depending on the
conduction path (see Table 2) hint at a potential role of
anisotropy. Given that the p-stacking direction is most favored,
one could envisage an experiment exploiting such anisotropy
using single crystals with the electric field aligned along the
p-stack. Specifically, hole and electron mobilities would only
have contribution coming from that direction (k+

p and k�p )
(see ESI,‡ Section S9), and our results show that in the worst-
case scenario, namely for (S,S) and (Se,S) 1D conductors, the
mobility is enhanced by ca. 8%. Instead, the enhancement
achieved by (S,Se) and (Se,Se) 3D conductors is about 14% and
20%, respectively. Consequently, within this family, the distinc-
tion between the least effective and most effective conductors
would become more pronounced. Concerning anisotropy, one
can come up with another possible experiment using single
crystals, namely, switching the direction of the electric field, be it
either along p or 2b charge channels (see ESI,‡ Section S8). Our
estimates show that (Se,S) would feature the largest difference in
terms of conductivities between the ‘on’ and ‘off’ states.
However, this difference (ca. one order of magnitude) is likely
too small to envisage possible applications.123

Conclusions

The variation in the electric conductivity of four isostructural
pyridine-bridged bisDTA compounds with different Se-contents
belonging to the same family of single-component organic con-
ductors is remarkable (sSS o sSeS o sSSe o sSeSe) but cannot be
explained based solely on the inspection of the crystal packing
and rigid band models. We here elucidate this trend by analyzing
the key parameters influencing charge transport, namely, reorga-
nization energy (l), electronic couplings (HDA), electron-transfer
rate constants (kDA), dimensionality of the conduction path net-
work, and density of charge carriers (rc). These local parameters
are suitably estimated by analyzing the hole or electron hopping
process in cluster models including pairs of nearby molecules.

Our results corroborate that all four title compounds can be
described using the polaronic hopping model and reveal a
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preference for hole conduction. Furthermore, our analyses
enable us to discriminate between their dimensionality in
terms of their microscopic conduction paths within the crystal.
An anisotropic conduction motif has emerged with larger
charge transport rates along the p-stacking direction leading
to a 1D conductor for the (S,S) and (Se,S) cases. Analogously, we
can attribute a 3D conductive behavior to (S,Se) and (Se,Se) due
to additional charge transfer paths with significant electronic
couplings (namely, 2b lateral contacts) that interconnect the
dominant p-stacking paths. It is important to remark that this
dimensionality cannot be inferred from the direct observation
of the crystal packing.

For (S,S) and (Se,Se), all key individual parameters per se (i.e.,
l, HDA’s and rc) lead to the same conclusion: (S,S) and (Se,Se)
are the worst and best conductors, respectively, within this
pyridine-bridge family of bisDTA radicals. However, this does
not hold for (S,Se) and (Se,S). In this case, it is the intricate
interplay between this set of key parameters that allows us to
justify their relative ordering in conductivity. The experimental
conductivity trend can be indeed recovered when not only the
set of charge transfer rates (kDA) is considered, but also the
density of charge carriers is accounted for.

Referring to the density of charge carriers, it is proven that
the rigid band model fails to quantitatively evaluate the activa-
tion energy for the conduction process in these molecular
systems, as opposed to rigid inorganic systems. This arises
from the fact that we use the ground state and vertical transi-
tions, which is a drastic approximation when referring to the
conductivity of the title compounds since it is mediated by
means of the hopping mechanism. This highlights the limita-
tions of both periodic approaches relying on the band structure
of the electronic ground state and cluster models using HOMO–
LUMO energy differences attempting to assess conductivity
properties. The combination of experimental and computa-
tional data enables the estimation of the corresponding density
of charge carriers. These results are consistent with typical
values found in organic photovoltaic systems and organic light
emitting diodes, thus, stressing the relevance of hybrid experi-
mental and theoretical approaches to rationalize trends in
conductivity.
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