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Human activity depends on resources that are often consumed without regard for their future availability.

Consequently, resources in the form of raw materials and finished products are widely dispersed across

society, creating energetic challenges for resource management, since the processes of procuring

materials, purifying and processing them, distributing goods, and collecting waste all require significant

amounts of energy. The costs and energy requirements for these activities depend on factors such as the

mode of transportation and the distance travelled. Efficient transportation strategies can help reduce the

negative environmental impact of human activities and ensure the sustainable use of resources for future

generations. Quantifying the impact of this transport requires specific and expert logistics management

knowledge. The current approach relies on information that is often not readily available, making it

impractical and costly. Fast and quantitative methods to support decision making are especially needed

when evaluating different potential circular economy (CE) strategies and business models that aim to

reduce environmental impact by keeping materials at a high functionality level by closing material cycles

(e.g., through reuse, reparation, refurbishment, remanufacturing, repurposing, recycling or material

recovery). As a consequence, in this article, geospatial entropy definitions are studied as novel metrics to

quantify the geospatial distribution of resources. The overall goal of this article is to review existing

geospatial entropy definitions and evaluate their potential to be applied for assessing resource

management strategies in view of a circular economy. In doing so, insight into the decision making behind

the location of a value-added activity through a collection and processing of resources is gained, as well

as how entropy can be used to support this. To achieve this, we analyse several definitions used in the field

of urban sprawling, illustrate how they are calculated using conceptual examples, and translate these to

relevant research questions for resource management. This analysis results in several promising definitions,

which, in our view, are able to quantify the geospatial distribution of resources accurately. The resulting

entropy value can then serve as a proxy for collection efforts. As a result, a viewpoint is presented on how

these geospatial entropy definitions can support resource management decisions, such as the appraisal of

resource/waste collection schemes and the location of processing and recycling facilities.
Environmental signicance

In the framework of sustainability, resource recovery is paramount. However, there is no easy and accessible method to optimize resource recovery. As a result,
research questions about relevant collection schemes and site location decision making are currently performed based on complex (multi-objective) optimi-
zation problems, and are time-consuming and energy intensive. As a result, we investigate geospatial entropy denitions as innovative measures for quantifying
the geospatial dispersion of resources, allowing for general, unambiguous and easy metrics. We have demonstrated how such geospatial entropy-based metrics
can support resource management decisions, such as the evaluation of waste/resource collection schemes and the location of processing/recycling facilities, by
elaborating a case study.
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1. Introduction

Since the 1960s, the world has experienced a sharp increase in
prosperity.1 Materials and resources have become more afford-
able, leading to an increase in production. This improvement
gave corporations the ability to create their items quickly and
cheaply, resulting in the introduction of low-cost production.
Instead of repairing products and materials, it became more
economical to replace them.2,3 Since time is a more valued asset
than most resources, convenience took precedence, and we
entered an era of throwaway culture.4,5 Over the past decades,
large volumes of products, materials and resources have been
routinely consumed by individuals and organizations without
sufficient consideration for their future availability or for the full
cost of a depleting resource. As a result, these volumes of
materials are scattered across our society.6,7

Currently, society is becoming increasingly dependent on the
use of these resources (i.e.metals, plastics, etc.) to the extent that
policymakers and executives are rapidly gaining interest in their
sustainability.8–11 As a result, sustainability goals are being set,
with a circular economy (CE) being a key factor in the achieve-
ment of these goals. For instance, in 2022, the European Union
(EU) introduced specic objectives to increase the EU's self-
sufficiency on key raw materials needed for the green and
digital transitions.12 In addition, the United Nations (UN) have
set specic sustainable development goals, which include CE
goals such as: ensuring sustainable consumption and produc-
tion patterns, and ensuring availability and sustainable
management of water and sanitation.13 However, achieving a CE
comes with many challenges, including poor recycling technol-
ogies, a lack of proper resource management infrastructure, and
a lack of government legislations and specic implementation
guidelines. Lastly, geopolitical dynamics can also have a signi-
cant impact on achieving a CE, as geopolitics heavily inuence
the allocation of resources, environmental policies, the price of
resources and their economic progress.

In addition to these challenges, the spread of resources and
goods also poses a problem for resource management, as
procuring materials, transporting them to facilities for purica-
tion and processing, distributing goods, and collecting waste all
demand energy for transportation. Since economies of scale are
crucial to the protability of waste collection and waste
management businesses,14–17 and the costs and energy require-
ments of transportation rely largely on the mode of trans-
portation and on the distance travelled,18,19 a method which can
easily quantify geospatial distributions is paramount for
answering resource management related research questions.

Historically, the 4-step-model, or trip-based model, is the
most commonly used aggregate technique for quantifying
transportation impacts. More recently, more detailed models
such as activity-based models or agent-based models (ABM) and
incremental pivot-point models have been adopted.20 In their
current states, the transportation impact quantication models
require a lot of information, such as detailed logistics data and
expert knowledge and insights, all of which incur additional
costs. Lamentably, most companies do not have sufficient data
© 2024 The Author(s). Published by the Royal Society of Chemistry
and/or insight into the entirety of relevant logistic chains,
resulting in an unfeasible impact quantication. In addition,
even if the logistics management would be sufficiently
advanced, the remaining information required for this assess-
ment would not be readily available. As a result, the current
methodology is both impractical, costly, and in certain situa-
tions even impossible. Moreover, it is important to calculate the
performance of materials rather than the performance of
a region or a specic logistics system. Consequently, a need for
easily calculated and interpretable methods to quantify trans-
portation impacts arises. We hypothesize that methods which
quantify geospatial distributions based on readily available data
can support this.6,21–23

We envision that the quantication of distributions holds
the key to evaluating transportation impacts, owing to the close
relationship between the distribution of materials and the
energy required for their retrieval, as established by Gutowski.24

Specically, the concentration of materials correlates inversely
with the energy necessary for their collection: the more
concentrated materials are, the less energy required to collect
them, while a high degree of dilution leads to a corresponding
increase in energy requirements. Notably, the most arduous
scenario is the uniform spread, which represents the pinnacle
of dilution, and demands the greatest effort for retrieval.

An established approach to quantifying distributions can be
found in the eld of information theory: statistical entropy
(more commonly referred to as Shannon entropy, as it origi-
nates from his mathematical theory of communication).
Statistical entropy quanties the average uncertainty on
a distributed variable. The higher the statistical entropy, the
higher the average uncertainty and the more spread the variable
is (with as maximum a uniform distribution). The lower the
statistical entropy, the lower the average uncertainty on the
variable and the less spread the variable is (with as minimum
the ideal case in which the probability that a variable takes
a specic value is 100%).25,26

The notion of statistical entropy has been applied widely: from
information sciences and computer engineering to describe
image randomness27 and to improve the evaluation of cross effi-
ciencies,28 to the eld of biology where it can be used to address
the parameters of muscle biopotentials29 or to study the expres-
sion patterns of genes.30 Moreover, considerable advances have
recently been made in the eld of circular economy (CE). Several
papers have been published directly linking the two concepts.
This connection is achieved by interpreting a circular economy as
a sustainability approach which aspires to keep entropy levels
low, i.e. at a functional state, or at least an approach that allows
a high entropic product or material to decrease to a low entropy
state with minimum efforts. As a general rule, the maximum
degree of functionality should be maintained for materials and
products in a CE, whereas processes such as mixing, dilution and
contamination should be avoided, since they are regarded as an
entropy increasing process.21,31–35

Even though signicant advances have been made in the
eld of CE, the allocation of resources is a new area of interest.
While the concept of statistical entropy based on geospatial
distributions has been studied extensively in the eld of urban
Environ. Sci.: Adv., 2024, 3, 314–331 | 315
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sprawling,32,36–39 the distribution used is mainly population
based. To the authors' best knowledge, no other studies have
been performed on interlinking this concept with resource
management.

The goal of this paper is to provide insight into the current
entropy denitions used to measure geographical distributions,
as well as their possible application to the areas of CE and
resource management. This entails (i) providing a clear under-
standing of the various entropy denitions employed and
exploring their nuances, differences and similarities and (ii)
assessing the suitability of different entropy denitions in
capturing and quantifying geographical distributions, as well as
identifying scenarios where certain denitions may be more
effective or appropriate, and (iii) assessing the applicability of
these denitions for resource management strategies in view of
a circular economy.

The main research question of the paper corresponds with
the following: how can we make decisions about where to locate
a value-added activity through a collection and processing of
resources based on a simple calculation that does not require
much information? And how can we use entropy for that
purpose? In addition to addressing the primary research ques-
tion, this paper also aims to achieve a secondary goal, namely to
bridge the gap between theoretical concepts and practical
applications by offering a case study as a practical example. Not
only does this offer concrete examples on how entropy deni-
tions can be applied in real-world situations, but it also provides
interpretations of results to enhance practical understanding,
as well as providing practical recommendations or guidelines
for decision-makers in CE and resource management based on
the insights derived from the case study.
2. Shannon entropy and its affiliation
to circular economy

In 1948, Shannon expanded the concept of entropy and used it in
the eld of information theory, where he linked entropy to the
average level of “information”, “surprise”, or “uncertainty”
Fig. 1 Variance and entropy values of different types of distributions. (a) u
a medium variance, (c) bimodal distribution with a medium variance and

316 | Environ. Sci.: Adv., 2024, 3, 314–331
inherent to a variable's possible outcomes. Shannon's entropy
function H(X) is dened by eqn (1), which measures the average
uncertainty of a certain event, given a randomly distributed
variable X that can take values: Xi. The probability that X = Xi is
denoted by p(Xi), or simply put: pi. In particular, given a constant
variable (i.e., no uncertainty about the value of the variable, or pi
= 1), theminimumHmin= 0 is obtained, which corresponds with
a fully localized probability distribution. The other extreme ofH=

maximum, is obtained for a uniform distribution.25,32,40

H = −P
pi log2(pi) (1)

Entropy can in essence be seen as a statistical property of
distributions just as a standard deviation and an average. A high
entropy corresponds with a high uncertainty and a low entropy
with a low uncertainty. As illustrated in the examples in Fig. 1,
entropy should not be confused with other dispersion metrics
like variance, which are relative to a mean value. The multi-
modal distribution (Fig. 1c) has a higher variance but a lower
entropy than the normal distribution in Fig. 1b.

Entropy has found its use in many different domains
including power systems,41 physics,26 nance,42 biology,43 physi-
ology,44 and cardiovascular medicine.45,46 More specically, recent
research into the Shannon entropy has further developed the
concept into an assessment methodology suited for several
research questions in the domain of circular economy
(CE).21,31,47,48 The link between entropy and CE was rst developed
by Rechberger and Brunner47 in order to examine the distribution
of certain compounds in waste-to-energy facilities and later
modied for streams of mostly inorganic/metallic components.
Parchomenko et al.31 extended the approach, which allows for
statistical entropies at different levels, such as component (con-
sisting of multiple substances, e.g., a multilayer) and product
(consisting of multiple components, e.g., a drink carton), to
evaluate resource effectiveness of CE strategies.

Furthermore, the concept has also been used to quantify the
separation complexity of mixed plastic waste streams, as Skelton
et al.49 addressed the issue of applying the metric to material
mixtures with radically varied origins or compositions. Through
nimodal distribution with a low variance, (b) unimodal distribution with
(d) uniform distribution.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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their research, a strategy based on statistical entropy and amulti-
level material classication system that is extensively applicable
to many resource types over the whole life cycle has been devel-
oped. Lastly, newly found interest into assessing product recy-
clability from a design point-of-view is developing. This entails
using entropy during the design-phase to assess the recyclability
of the product, allowing for recyclability by design choices to be
made.21,35 Even though the above contributions have already
been made to the domain of CE, the geospatial distribution or
resources and products has not been considered.

As previously mentioned, in the search for statistical entropy
methods that are not contingent upon specic background
systems, Statistical Entropy Analysis (SEA) was devised.47 In
recent times, extensions to this approach have been introduced,
giving rise to Multilevel SEA (MSEA).31 Some of the already
proposed extensions include product level and component
level, where the presented methodology has already proven
capable of capturing unwanted entropy increases that do not
correspond with a clear energy gain in recycling and, thus, likely
negatively inuence waste management systems.33,35 We
propose an extension of this methodology to encompass a geo-
spatial level, as the geospatial dispersion of products can
impact their recyclability via numerous factors such as acces-
sibility to recycling infrastructure, market demand for recycled
materials, environmental regulations, and cultural attitudes
towards recycling. Therefore, this type of distribution, as well as
their link to CE will be the central thesis of this paper.
3. Geospatial entropy definitions

One of the elds where the concept of statistical entropy is widely
used is the eld of geographical research,more specically urban
sprawl. In fact, one of the main focusses of urban sprawl studies
is the examination of distributions. Numerous researchers have
used the concept of entropy to quantitatively analyse geograph-
ical distributions in search for spatial patterns.36,38,50 The word
“spatial pattern” can refer to a distribution's form, dispersion,
relative location, density, and other properties. Throughout
literature, it is proposed that the arrangement of any point
pattern in space may be precisely dened, and that many of the
features implied by the term pattern or arrangement can be
quantitatively examined using statistical entropy denitions.39

Even though the use of entropy in geographical related research
elds is extensively studied, the coupling of the concept with
sprawling of materials and resources has not been considered.
The six most common distribution types and corresponding
entropy denitions in the eld of geographic studies and urban
sprawling are summarized in Table 1. All six denitions are from
urban sprawl literature, and are part of the review section. In the
next sections, these denitions will be discussed in more detail,
and illustrated with conceptual examples.
3.1 Area distribution

The rst type of entropy denitions that are studied are based on
area distribution, indicating how a total studied area (e.g.,
a province) is distributed over its sub-areas (e.g., a municipality).
© 2024 The Author(s). Published by the Royal Society of Chemistry
Hence, it expresses the probability of being in a sub-area i. The
entropy in terms of area distribution is low if there is a lot of area
clustering. On the contrary, a high entropy corresponds with an
even distribution in terms of area size across the subareas. A
maximum entropy value is obtained if the area size is uniformly
distributed over the different sub-areas. The only data required
for this approach, is an overview of the size (inm2) of sub-areas in
an overarching area. The illustration of this concept, together
with an explanatory case study is elaborated in the ESI.†

This type of distribution has been studied by a number of
different researchers, most important among them being
Chapman39 and Batty.38 The main difference between their area
distribution techniques lies in the demarcation of the sub-
areas: Batty works with pre-set geographical boundaries (e.g.
municipalities) while Chapman works with Thiessen polygons
of municipal centres. Thiessen polygons are generated from
a set of points such that each polygon denes an area of inu-
ence around its sample point. Any location inside the polygon is
closer to that point than any of the other sample points.
Essentially, it denes an area around a point (in Chapman's
case a municipal centre), where every location is nearer to this
point than to all the others.52

An alternative method of setting up an area distribution, was
proposed by Liu et al. in 2018.36 They stated that the use of
Shannon's entropy together with the spatial correlation rule of
Tobler's Law, could be used to determine the distribution of
populations in an area. Tobler's rst law of geography states that
“everything is related to everything else, but near things are
more related than distant things”.53 Essentially, the law is
founded on the idea of distance friction, or how physical sepa-
ration prevents contact between locations. The difficulty or cost
of an interaction increases with the distance between two loca-
tions. For instance, walking to the corner store for the groceries
is more likely than driving across town for the same groceries.54
3.2 Population distribution

Similarly to an area distribution, population distributions can
be used in geospatial entropy, indicating how the total pop-
ulation in a studied area (e.g., a province) is distributed over its
sub-areas (e.g., a municipality). A high entropy in terms of
population means a highly uniform population pattern. A
maximum entropy is achieved when the population is divided
uniformly over all the sub-areas. The analysis of population
spatial distribution patterns is highly relevant in the eld of
population ecology, where one of the goals is to nd the past
mechanisms behind spatial population synchrony, which refers
to changes in the affluence of geographically separated pop-
ulations that occur at the same moment.50

In order to establish a population distribution, only data
regarding the population of the sub-areas is required, which is
relatively simple to acquire. Once the distribution is obtained,
this can be converted into probabilities, which form the basis of
the entropy calculations. The illustration of this concept,
together with an explanatory case study is elaborated in the ESI.†

Liu et al. (2018)36 dened the local spatial entropy method,
which essentially consists of pairing the Shannon entropy with
Environ. Sci.: Adv., 2024, 3, 314–331 | 317
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the Floating Catchment Area (FCA) method. FCA divides an area
into a grid. In doing so, surrounding areas within a threshold
distance can be searched. Next, the probability of a point i is
then calculated based on the population of the surrounding 8
points in the grid, rendering the equation:

pi = population of point i/total population of 9 points (17)
3.3 Population density distribution

The distribution of population density is another possible
distribution used to describe urban sprawling. By dividing the
population of an area by the size of the area, the population
density is obtained. This metric takes both the population and
area of a zone into account. Population density essentially
normalises population distribution by area so it gives a clearer
picture of dense vs. sparse population, than the previous two
metrics. By gauging how evenly distributed population densities
are throughout various sub-areas, the geometry of spatial
systems can be examined. In general, a maximum entropy is
obtained when the distribution is equal throughout all sub-
areas. Population density is commonly used to describe the
location, growth, and migration of many organisms. For this
approach, data about both population and size of the studied
areas in required. The illustration of this concept, together with
an explanatory case study is elaborated in the ESI.†
3.4 Population density levels

Another method of looking at population distributions is by
categorizing them into population density levels. Depending on
the size of the population density distribution, discrete levels
are set-up, with the interval of the levels varying in range. Data
points can then be classied into these discrete levels, which
gives an idea of the uniformity of the population density
pattern. This method of quantifying distributions is oen used
as a way to measure the tendency of a distribution to move
towards an ideal, uniform pattern. This approach requires data
about the location of different sub-areas and a classication of
density levels.

The approach is as follows: an overarching area of different
cities is scaled down to a eld of points, and is then divided into
Q equal squares. Each point corresponds with a city or town
centre, meaning where the central part, or main business and
commercial area of a city or town is located. The size of the
squares is crucial: each square should contain at least one
point, which means that each square should be larger than the
average distance between the points. Next, each square's points
are counted to get n levels of density Di, where n < Q. The
amount of occurrences for each density level is reported and
given the abbreviation mi. Following the above statements, it is

discernible that
Pn
i¼1

mi ¼ Q, and the required probabilities pi for

the entropy denition can be calculated as: pi = mi/
P

mi. The
illustration of this concept, together with an explanatory case
study is elaborated in the ESI.†
© 2024 The Author(s). Published by the Royal Society of Chemistry
An important feature of this denition is the use of squares.
By dividing the total area of the studied case into squares of
identical sizes, the resulting entropy is still normalized to area,
but the size of the sub-areas as a parameter is redundant.
Additionally, since the denition works with levels, it is not the
value of the level that is important, but the distribution of the
levels. Meaning, an area with levels LMMM will have the same
entropy as an area with levels LHHH, since level L has one
occurrence and level M/H has three. This is different from the
above denitions, where the value of the ‘level’ has an effect on
the entropy value of the distribution, except for the case where
the distribution is uniform.

3.5 Relative location and “ows” from one area i to an other
area j

Another way of quantifying distributions is by looking at ows
between areas. In this denition, a ow between two cities is
dened as the product of the population numbers of both cities,
divided by the distance between them. This equation measures
the interaction between two cities, where interaction could be
dened as either trade, human interaction, shared resources,
etc. A high ow value between two cities means that there is
a preferential ow between them, indicating potential to set up
an interaction. Similarly, a low value indicates no preferential
ows, meaning it would be unprotable to set up an interaction.
Once the ows between all cities are calculated, they are then
fractioned by dividing each ow with the total ow of the area.
This way, probabilities are obtained, which are then used to
calculate entropies. This denition requires more data than the
previous ones, namely population, location and distances
between sub-areas/cities.

The entropy formula for this denition consists of 2 parts: (1)
a general entropy part and (2) an entropy aggregation part. The
general entropy part quanties the incoming and outgoing ow
of a city in relation to the incoming and outgoing ow of all
surrounding cities. In general, it is a measure for the total
mobility of a city within an area. The entropy aggregation part
can be used to calculate the entropy of an overarching area, like
a province. The calculation exists of multiplying the obtained
entropy with the total ow of the overarching area, essentially
creating a weighted sum. This approach allows us to directly
compare different overarching areas.

In order to illustrate this concept, several cases were devel-
oped: the cases comprise of 4 cities, and in each instance, the
geometric design and the separation between the cities are
altered. Starting with 5 alternative patterns and 5 population
number options, there is a total of 25 possible choices, which are
shown in Fig. 2. The entropy values resulting from these cases are
also illustrated in Fig. 2. The values of owij and the fractional
values of the ow Pij are summarized in Table S1 in the ESI.†

3.6 Percentage of land development

If data from a Geographic Information System (GIS) is present,
one can use this to determine the amount of land development
in an area. Land development is referred to as the man-made
change of the environment in any number of ways. Oen, it
Environ. Sci.: Adv., 2024, 3, 314–331 | 319
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Fig. 2 Illustrative overview of the 25 possible combinations for flow from one area i to an other area j.
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alludes to investments and initiatives that make land more
accessible to people and that enhance the land's value. This
entropy can only be calculated when a complete map of the area
and a GIS system are available.

The procedure is as follows: buffer zones are constructed
around the studied town centres and roads. The width of the
buffer zone is arbitrarily chosen depending on the chosen case
study (for the particular work read by the authors, the buffer
zone was 250 m). With help of a GIS system, a density value is
obtained by using a function which determines the percentage
of land developed pixels for each buffer zone. The GIS function
calculates the percentage of land development by using the
colours of the pixels. In doing so, a distribution pattern for land
development densities of an area is obtained.

The resulting distribution is interesting for the measure-
ment of urban sprawling, as well as for studying the develop-
ment and growth of urban regions. Once land development
densities are obtained, they can be converted into probabilities,
which are obtained by dividing the developed area of a specic
buffer, by the total developed area in all the studied buffers. The
illustration of this concept, together with an explanatory case
study is elaborated in the ESI.†

4. Geospatial entropy for resource
management

In the previous section, we looked at the six most prevalent
distribution types and corresponding entropy denitions in the
eld of geographic studies. When relating this to resource
management, it is critical to consider the elements that are
relevant, namely: collection quantities, transport distances and
the possibilities to merge ows.

4.1 Area

The distribution of resources within an area is heavily inu-
enced by human activities. For instance, the establishment of
320 | Environ. Sci.: Adv., 2024, 3, 314–331
infrastructure, urban development, or industrial zones may
lead to the concentration of certain resources in specic areas.
The concept of entropy can be applied to understand the
distribution of resources or activities across different areas. In
terms of area distribution, we see two options:

In the rst option, the probability is dened based on the
division of a larger area (e.g. a province) into sub-areas (e.g.
municipalities). The probability of landing in a specic sub-area
when throwing a dart at the map of the larger area represents
the distribution of resources or activities across the munici-
palities in the province.

When all municipalities have the same surface area, it
implies a uniform distribution of resources or activities. The
entropy of the reaches a maximum value here. This suggests
that resources are evenly distributed across the region, and
there is no particular concentration or preference. If there is
only one municipality in the province, it implies that all the
resources or activities are concentrated in a single location. The
entropy reaches a minimum value. This indicates a lack of
diversity and a highly centralized distribution.

By quantifying the entropy, you can measure the level of
dispersion or concentration of resources or activities across
different areas. Higher entropy indicates a more evenly
distributed allocation, while lower entropy suggests a more
concentrated distribution. Analysing the entropy of area
distributions can provide valuable insights into where it makes
sense to start a new activity, expand an existing activity, or mine
resources.

In the second option, the probability is dened based on the
specic activities or raw materials available in an area. For
example, determining the probability of growing a certain
produce in a region represents the distribution of agricultural
activities.

When the area is uniformly distributed in terms of different
activities or raw materials, it suggests a balanced allocation of
resources, and the entropy reaches a maximum value here. This
© 2024 The Author(s). Published by the Royal Society of Chemistry
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implies that various activities or raw materials have an equal
presence across the region. If there is only one dominant
activity or raw material, it indicates a highly specialized or
concentrated distribution. As a result, the entropy reaches
a minimum value. For instance, if all the area is allocated to
growing a certain produce, it implies a lack of diversication in
agricultural activities.

By calculating the entropy, we can assess the diversity or
concentration of activities or resources across different areas.
Higher entropy signies a more diverse allocation, while lower
entropy indicates a more focused or specialized distribution.

In both options, the concept of entropy provides a quantita-
tive measure to understand the distribution patterns of
resources, activities, or raw materials across different areas. It
can be valuable for identifying regions with potential for new
activities, expansion of existing activities, or resource mining,
depending on the specic context and goals.

4.2 Population number

The spatial distribution of population plays a vital role in
shaping the distribution patterns of resources. Areas with
a higher concentration of population tend to have increased
resource consumption due to factors such as residential activ-
ities, commercial operations, and industrial activities. Conse-
quently, higher population areas oen exhibit a scattered
distribution of resources.

The probability of a particular population number is deter-
mined by the scattering of the population across an area. The
probability of randomly choosing a person from a specic sub-
area over a larger area, represents the distribution of
population.

A uniform population distribution is observed when all
regions within an area have the same population size. In this
case, the entropy reaches its maximum value. This suggests that
the population is evenly spread across the entire area, without
any specic concentration or preference for particular regions.
On the other hand, if the entire population is concentrated in
a single location, the entropy reaches its minimum value,
namely 0. This indicates a lack of diversity and a highly
centralized distribution of population.

By quantifying the entropy, we can assess the level of
dispersion or concentration of population across different
areas. A higher entropy value indicates a more evenly distrib-
uted population, while a lower entropy value suggests a more
concentrated distribution. Measuring entropy provides valuable
insights into the spatial patterns of population distribution. It
helps inform decision-making processes related to resource
allocation, urban planning, and policy development, allowing
for targeted interventions that address disparities, promote
equitable growth, and optimize resource utilization.

4.3 Population density

Population density distribution and resource distribution are
closely linked as the spatial arrangement of population density
within an area inuences the availability, allocation, and utili-
zation of resources. The distribution of population density can
© 2024 The Author(s). Published by the Royal Society of Chemistry
affect the generation and distribution of waste and recyclable
materials.

The entropy pattern for population density closely aligns
with the distribution of area and population numbers. High
entropy is observed when the population density pattern is
uniform, meaning that the density is evenly distributed across
the region. This uniformity can be achieved either by the pop-
ulation or the area size. For instance, a small area with a small
population can exhibit the same density as a large area with
a large population.

Conversely, low entropy is observed when the population
density pattern is highly irregular. This can occur when there
are extremely concentrated or diluted densities attributed to
small populations in large areas or large populations in small
areas, respectively. In such cases, the density distribution is
uneven and exhibits a signicant deviation from uniformity.

The concept of entropy in population density analysis helps
us understand the level of variation and dispersion within
a region. Higher entropy indicates a more uniform distribution
of population density, while lower entropy suggests a more
pronounced disparity in density patterns. Analysing population
density entropies provides insights into the spatial distribution
of population and its concentration within specic areas. This
understanding can inform decision-making processes related
to urban planning, resource allocation, and the development of
policies aimed at addressing inequalities and optimizing
resource utilization in different regions.
4.4 Population density levels

Population density distribution and resource distribution are
closely linked as the spatial arrangement of population density
within an area inuences the availability, allocation, and utili-
zation of resources. By incorporating density levels, the data
points can be categorized into distinct levels, simplifying the
classication into density categories and facilitating the anal-
ysis of resource-related consequences.

The entropy pattern for population density levels closely
mirrors that of population density. The only distinction lies in
the introduction of levels to represent different ranges of pop-
ulation density. High entropy in population density levels is
observed when the distribution of population density across the
regions is relatively uniform, regardless of the specic density
values. This indicates a balanced and even distribution of
population density across the area, without signicant
concentration or disparity in density levels. Conversely, low
entropy in population density levels occurs when the distribu-
tion of population density exhibits a signicant skewness or
disparity among different regions. This can manifest as highly
concentrated or diluted population density levels, where certain
areas have notably higher or lower densities compared to
others.

The introduction of density levels provides a structured and
systematic framework for analysing the relationship between
population density and resource distribution. This classica-
tion enables us to identify distinct density ranges and examine
their specic impacts on resource distribution in a more
Environ. Sci.: Adv., 2024, 3, 314–331 | 321
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granular manner. By studying density thresholds or ranges, we
can gain insights into how different levels of population
concentration inuence resource availability, access, and long-
term sustainability.

By considering the specic density levels, decision-makers
and planners can develop targeted strategies and policies to
address the unique challenges and opportunities associated
with each density category. This approach aids in optimizing
resource allocation, promoting sustainable development, and
ensuring equitable access to resources across regions with
varying population densities.
4.5 Relative location and “ows” from one area i to an other
area j

This denition is of particular interest for translation towards
resource management, due to several reasons: on the one hand,
this denition allows for a representation of the number of
products or people present in assessed cities of a studied area.
On the other hand, the distance between the cities is also
quantied. The combination of these gives a measure of the
potential towards exchange, which can be used as an output to
objectively measure where the greatest potential lies for, e.g.,
a collection hub.

The entropy denition is based on the fractional ow of the
cities, which portrays the share of each city separately in the
total mobility of the area. This mobility can be interpreted as
mobility of people, but also as the mobility of goods, which is
where the opportunity for resource management arises from.
This mobility of goods can be translated to the localization of
recycling plants and/or centralized collection hubs.

The entropy denition, translated to products and materials,
quanties the entropy of expectedmaterial ows. In other words,
it is capable of expressing how concentrated or dispersed mate-
rial ows are. This feature of the denition can aid in assessing
future logistic problems, as described above, but can also aid in
the assessment of new products. The denition is capable of
assessing the energy impact connected to the spread of new
products, which is also dependent on the market penetration.
This assessment is namely achieved by a very generic prediction
of the logistic efforts required to recollect them, which is exactly
what this denition is capable of quantifying.

As already mentioned, the calculated ow between two cities
says something about the interaction between these cities, with
interaction possibly being general trade, population interac-
tion, shared resources, etc. A high ow value means there is a lot
of potential to set up an interaction between the cities, whilst
a low value means there is little potential and it is not worth
setting up an interaction. Based on this, it is then possible to
compare cities to one another in terms of interaction potential
(or interaction possibilities/opportunities).

In addition to being a representation of interaction poten-
tial, the ow values of cities also indicate where it would make
the most sense to localise collection centres. Since this deni-
tion also takes distance into account, it can be used on its own
as a valuable parameter for resource management, but it can
also be used as a proxy for the required energy to bridge this
322 | Environ. Sci.: Adv., 2024, 3, 314–331
distance. In general, if things are close to each other and there is
a large potential, it would be interesting to merge the ows/
potential of the analysed cities. If the cities are very apart in
distance, and have a low interaction, then it would be more
efficient to keep them separated. In terms of waste manage-
ment, this denition can be used to decide where it makes
sense to start clustering or whether it is more useful to treat
waste together or separately.

In essence, this denition takes several crucial elements into
account: on the one hand, the ow of a resource, where we wish
to gather huge amounts at the same collecting sites. On the other
hand, the ow's entropy. The ideal location for a collection centre
would be the place where both the ow and the entropy is the
highest. The ow should be high because you want to transport
as many resources as possible to the same spot, either in large
amounts or across short distances. In addition, a high entropy
also indicates that the ow from all surrounding sites to the
analysed area is (near) equal, implying that no preferential ows
exist inside the zone. In most cases there will be a trade-off
between high entropy and high ow, and the most optimal
choice will essentially rely on distance versus quantity.
4.6 Percentage of land development

This method requires a GIS analysis of amap, which determines
the amount of developed land in a predened buffer zone
around a town centre. This value of developed land can then be
converted to a percentage of land development, by dividing the
area of developed land, by the total area of the buffer. Since the
same zone size is used to calculate the land development, the
actual zone size of the studied areas will not affect the entropy
value. This makes it possible to directly compare differently
sized areas with each other, since only the buffer around the
town centre is of importance.

This denition is of particular interest for the collection of
natural resources, since GIS data is available for most of them.
In addition, GIS data is also available for e.g. the location of
different companies and different manufacturing industries,
which would prove very interesting for a localisation research
question on for example a processing plant.

In the eld of urban sprawling, this entropy value is used to
examine whether land development is dispersed or compact. In
general, the rule of thumb for land development in urban
sprawling studies is the following: the density of land develop-
ment decreases as the distance from roads or the town centre
increases. Since the amount of land development can be
directly linked to a compact or dispersed urban settlement, it
can also be used as a proxy for determining the required energy
values necessary to recollect the products and resources.
Evidently, a compact settlement requires less collection energy
than a dispersed settlement. In addition, it is a valuable tool to
gauge the rationale to recollect resources or treat waste in either
central or spatially distributed hubs, especially when research-
ing natural resources such as lignocellulose biomass.

Similarly to the previous denitions, a high entropy is ach-
ieved when the land development across buffer zones evenly
distributed, with a maximum value achieved when the
© 2024 The Author(s). Published by the Royal Society of Chemistry
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distribution is uniform. A lower entropy is obtained when the
land development across buffer zones is irregularly distributed,
meaning some buffer zones are very developed, whilst others
are not. A minimum possible entropy of 0 is obtained when the
land development is concentrated in only 1 buffer zone.
Fig. 4 Overview of the highest and lowest population entropies for
a grid of the province of Antwerp.
5. Illustrative case study: location of
collection centre for the recycling of
mattresses

To enhance the comprehension of the various denitions, an
illustrative case study is presented. The objective of this case
study is to employ an entropy denition to gain insight in the
optimal locations for recycling centres for mattresses. The use
of three different entropy-based approaches is illustrated: (i)
population number, (ii) oating catchment area (also based on
population numbers) and (iii) ow-based entropies.
5.1 A population number-based entropy approach

The province of Antwerp was divided into a grid of 25 km2

squares. The population within each square was then estimated
by using data capturing the number of inhabitants per occupied
address point. Next, within each square the number of inhabi-
tants per address point were added up, giving an approximation
of the number of inhabitants per square.

The results of this approach are presented by Fig. 3: in total,
the province of Antwerp has been divided into 145 squares. The
colour of the square represents the population number: the
deeper the shade of red, the higher the population.

Entropies can be derived from the aforementioned data
using a straightforward methodology: the procedure involves
dividing the population count of each square by the total pop-
ulation of the province of Antwerp, thereby establishing pop-
ulation probabilities. These probabilities provide insight into
the likelihood of randomly selecting an inhabitant from
a specic square. Subsequently, the calculated probabilities can
Fig. 3 Overview of the grid overlay for the province of Antwerp. The
deeper the shade of red, the higher the population.

© 2024 The Author(s). Published by the Royal Society of Chemistry
be transformed into entropies utilizing eqn (11). To ensure
fairness in the analysis, squares situated on the province's
border, which are frequently incomplete, are excluded. Once the
entropies have been calculated, the squares with the highest
and lowest entropy values were highlighted on the map. The
results of these calculations are set out in Fig. 4.

The entropies reect the level of dispersion or concentration
of the population across different sub-regions within that area.
It provides insights into the variations in population density. A
high entropy indicates a greater likelihood of nding an
inhabitant of the province within that square. In other words, if
you were to randomly choose an inhabitant of Antwerp, there
would be a higher probability that the selected individual
resides in a square with a dense population and thus exhibits
a high entropy. In contrast, a low entropy means there is a small
chance of nding an inhaitant of the province within that
square, since it is not densely populated.

The entropies of the squares can also be summarized over the
region, where it would give an insight into the degree of hetero-
geneity or homogeneity across the whole province area. Once
aggregated, a higher statistical entropy suggests a more evenly
dispersed population across the sub-regions within the area. This
indicates a relatively balanced distribution of population density,
with no signicant concentration or preference for specic sub-
areas. Conversely, a lower statistical entropy in population
distribution implies a higher degree of concentration or disparity
in population density among the sub-regions within the area.

When considering the localization of a recycling centre, it is
advantageous to place it in an area surrounded by high entropy
squares. This is because squares with high entropy indicate
a dense population, which correlates with a higher quantity of
mattresses in need of recycling. By locating the recycling centre
near such areas, it ensures that the centre is in close proximity
to the highest concentration of waste, reducing transportation
costs and minimizing the distance that waste needs to travel for
recycling purposes.

Despite its simplicity, this methodology lacks crucial attri-
butes necessary for the localization of a recycling centre,
Environ. Sci.: Adv., 2024, 3, 314–331 | 323
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specically the consideration of distance and interaction with
the neighboring environment. Due to this inherent limitation,
the existing methodology proves to be overly simplistic in its
approach, failing to align with the desired outcome of this case
study. Consequently, it becomes imperative to modify and
enhance the methodology to facilitate a more comprehensive
and in-depth analysis.
5.2 A oating catchment area-based entropy approach

The enhancement of the methodology can be achieved through
the incorporation of Floating Catchment Analysis (FCA) into the
framework. By introducing FCA, the analysis incorporates the
crucial aspect of interaction with the neighboring environment.
The revised methodology closely resembles its predecessor, with
the exception lying in the denition of the probability calcula-
tions: instead of dividing the population of each square by the
total population of the province, it is now divided by the total
population of its catchment area. The catchment area of a square
encompasses the square itself as well as the eight surrounding
squares. For instance, in Fig. 3, the catchment area of square 90
is composed of squares 77, 78, 79, 89, 90, 91, 101, 102, and 103.

In order to implement the FCA method, the preceding
approach was once again employed for the province of Antwerp.
However, a prerequisite for the successful application of FCA
was to delimit the largest possible rectangle within the prov-
ince. This step was necessary as the FCA method requires
a dened rectangular or square shape for its successful appli-
cation. Once the rectangle was outlined, a FCA analysis was
performed for every square inside the rectangle. This analysis
generated FCA population probabilities specic to each square.
Utilizing eqn (11), these probabilities were further transformed
into entropies. The entropies obtained were then visually rep-
resented in Fig. 5, with the lowest and highest entropy values
being prominently depicted.

The calculation of entropies based on a oating catchment
area implies that their meaning is specic to that catchment
area. Therefore, the value of the entropies provides information
Fig. 5 Overview of the highest and lowest population entropies for
a grid of the province of Antwerp using the FCA method.

324 | Environ. Sci.: Adv., 2024, 3, 314–331
about how the population of a particular square relates to its
immediate surrounding squares. A high entropy signies that
the population distribution is localized within that specic
square. This means that the probability of nding a person
from the catchment area is highest in this square, indicating
a higher concentration of population in that area. On the other
hand, a low entropy suggests the opposite scenario within the
catchment area, where the population in the square is
comparatively diluted compared to the rest of the squares. In
this case, the chances of encountering a person are higher in
the other squares of the catchment area.

When considering the placement of a recycling centre, it is
logical to choose a square with a high entropy that is sur-
rounded by other squares with high entropy. By doing so, the
centre is strategically located in an area with a dense population
that generates a signicant amount of mattress waste. This
facilitates the efficient collection and reprocessing of materials
since the centre is situated in close proximity to the source of
waste. By reducing travel distances and associated costs,
concentrating the recycling efforts in a high entropy area offers
logistical advantages and enhances the overall effectiveness of
the recycling process.

This adjustment to the approach enables a more precise
estimation of the population probabilities within the context of
the specic catchment areas. However, despite the introduction
of the oating catchment area, the methodology still fails to
account for a fundamental aspect of localization problems:
distance. Furthermore, while the oating catchment area
permits a more granular estimation at a local level, it overlooks
interactions and considerations on a larger scale. As a result,
the current methodology remains insufficient in addressing the
comprehensive requirements necessary for an effective analysis
in this context.
5.3 A ow-based entropy approach

To address the limitations of the previous approach and
account for both distance and interaction, denition 3.5 is
introduced into our analysis. This denition incorporates ows
between distinct areas, thereby providing a more holistic
approach. The signicance of the ow lies in its sensitivity to
the distance between two given points, i and j. Given the para-
mount importance of accurately identifying the optimal loca-
tion for a recycling/collection centre, distances are a crucial
factor that must be taken into careful consideration.

The updated methodology, featuring denition 3.5, is dis-
played for the geographical province of Antwerp, Belgium,
which has 69 smaller municipalities and a total area of 2.9 km2.
The sectioning of an area into different squares is no longer
required, since the method of quantifying ows between areas
takes the distance between geographical town or city centres
into consideration. The geographical centre of an area is
dened as the centre of gravity of the surface, or that point on
which the surface of the area would balance if it were a plane of
uniform thickness.

The approach is as follows: rst, population statistics for the
entire country of Belgium as well as the 69 smaller cities in the
© 2024 The Author(s). Published by the Royal Society of Chemistry
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province of Antwerp are gathered from the federal government
database.55 The total number of mattresses introduced into the
Belgianmarket each year is also obtained, which corresponds to
930.000 matrasses each year. Since a distinction must be made
between single and double mattresses, the number of
mattresses is converted into ‘laying surfaces’, using data ob-
tained from Valumat, which is the producer responsibility
organisation for mattresses in Flanders. Each year, Valumat is
required to report annual data on the purchase and disposal of
mattresses to the regulatory authorities.

Laying surfaces are dened as the area of a mattress suited to
accommodate one person, meaning a double mattress has two
laying surfaces, and a single matrass has just one.

Next, to translate the obtained population data per city/town
into mattresses data, the total population of Belgium is divided
by the total amount of ‘laying surfaces’ sold each year, resulting
in a scaling index of 5.061 (inhabitants. year/laying surfaces).
This scaling index can then be used to translate the population
of each town or city into a ‘laying surface’ value, visualised in
Fig. 6a. To summarize, the distribution of mattresses is derived
from population distribution data, and the population number
is tailored to ‘laying surfaces' using Valumat data.

Once the amount of ‘laying surfaces’ is obtained, the ow
between all the cities Flowij can be calculated using eqn (2) from
Table 1. Instead of population numbers, ‘laying surfaces’
numbers are used to make the translation towards mattresses.
Lastly, the fractional ow Fract. Flowij is calculated by dividing
each ow with the total ow of the province (i.e. the sum of all
the ows). The result of this translation from population to
Fig. 6 Graphical overview of the map of Antwerp with laying surfaces (
addition, a plot highlighting the trade-off between entropy and fractiona

© 2024 The Author(s). Published by the Royal Society of Chemistry
‘laying surfaces’ per city/small town in the province of Antwerp
is illustrated in Fig. 3b (as fractional ows) and Fig. 6 le in the
ESI† (as normal ows). The ow probabilities PFlowij and Pi are
then calculated (according to eqn (7) and (8) in Table 1), and the
resulting entropy can be obtained by implementing the values
in eqn (14). The overall result of these calculations, namely the
entropy ow values per city/town is plotted in Fig. 3c, and Fig. 6
right in the ESI.† A detailed excel-le with the values of the
Flowij and the fractional values of the ow Pij is provided with
the ESI.†

5.3.1 Flow per city/town. From Fig. 6b, a clear peak is
present, corresponding with the capital city of Antwerp. This
peak means there is a substantial ow from and towards this
city. An important note to make regarding this statement is that
when we use the term ‘ow’ in this context, we do not refer to an
actual ow as in a movement or transfer of something from one
place or state to another, but rather the potential for interaction
or ow. Additional smaller peaks can be seen for minor
municipalities such as Zwijndrecht (70), Schoten (56), Mortsel
(42), Mechelen (38), Kontich (32), Edegem (17) and Brasschaat
(13). This is also an indication of heavy ows from and towards
these cities. Since this value is a clear indicator of mobility from
and towards this area, areas with a high ow are interesting as
a placement for collection centres, since they already have a lot
of interaction, regardless of a future collection centre. In addi-
tion, high ows suggest a possibility for merging the ows
together, while low ows indicate that it would not be inter-
esting to merge. For recyclability, based on this denition, it can
a), fractional flow (b) and entropy (c) quantities illustrated in colour. In
l flow (d) is also illustrated.

Environ. Sci.: Adv., 2024, 3, 314–331 | 325
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be decided where it makes sense to start clustering or whether it
is useful to treat waste together or better separately.

5.3.2 Entropy per city/town. The interpretation of this (Fig.
6c) is somewhat different to the last section, since the discussed
parameter is entropy. As previously mentioned, entropy quan-
ties the average uncertainty on a distributed variable (i.e. the
spread of the values of a variable). The higher the entropy value,
the more even the distribution of the ows is. This means that
cities with a relatively high entropy, such as Antwerp, Geel,
Heist-op-den-berg, Herentals, Lille and Nijlen each have similar
ows from and towards others cities. For example, the ows
from Lille towards all other cities are similar in size, and
correlate to an evenly distributed ow pattern. Since the ows
from these cities to others are similar, there is an equal inter-
action potential, and no enhanced interaction between certain
cities is observed. Cities with a really small entropy value, such
as Borsbeek (12), Edegem (17), Mortsel (42), Oud-Turnhout (46),
Schoten (56) and Zwijndrecht (70), are an indication of
a substantial preferential ow from this city. This means that
these cities all have clear enhanced interactions with one or
more specic cities, meaning preferred interaction potentials as
well.

In terms of collection placement, the following guidelines
are suggested: on the one hand, areas with high ows are
preferred, since this entails, that people, resources or even
products, will move naturally towards that area. This makes
these areas interesting locations for central collection centres,
since this is already a naturally occurring mobility hub. An
essential aspect to consider is that for this case study we assume
equal thermodynamic efficiency among each transportation
type, which is evidently not the case in reality. On the other
hand, maximum entropy is also desired, so that the ow from
different locations is equal in size. A maximum entropy means
that the ows from other municipalities into the studied
municipality are equal in size, meaning no preferential ow is
present. We prefer this over a preferential ow (which would
have a low entropy), because this would mean a municipality
will have a higher potential interaction with a preferred other
municipality, and therefore will have lower ows to the
surrounding municipalities. For the case of a central processing
location, a uniform ow pattern is preferred, since this entails
the highest ows from all surrounding areas, and not just one.
In theory, this point of maximum ow and entropy is the ideal
point to place collection or sorting plants. However, in reality,
the values will stray from this ideal point, and we will opt for the
area closest to this (meaning highest ow and entropy).

To illustrate this with data from the case study, a graph (see
Fig. 6d) is created with the entropy on one axis and the total ow
of each region on the other. The area closest to the ideal point
(the upper right hand corner), is chosen as the optimal location
(in this case the city of Antwerp). The result of this analysis is
shown in Fig. 6d.

To nalize this section, it is crucial to reiterate the primary
objective of the study, which is to investigate and determine the
optimal approach for determining the most suitable location
for a recycling centre or waste collection facility. Through
a process of experimentation and evaluation, it became evident
326 | Environ. Sci.: Adv., 2024, 3, 314–331 © 2024 The Author(s). Published by the Royal Society of Chemistry
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that denition 3.5 best aligns with the study's objectives. This
particular denition was chosen as it takes into account both
neighbouring interactions and direct distances, two critical
properties that were absent in the previously considered de-
nitions. By adopting denition 3.5, the study aims to provide
a comprehensive analysis that encompasses all relevant factors
for effective decision-making regarding the placement of recy-
cling centres or waste collection facilities. However, it is crucial
to acknowledge that our assertion does not imply that the
entropy of ows is universally regarded as the superior metric
for localizing collection centres. Rather, it reects our subjective
opinion that, based on the study's specic objectives and
considerations, the entropy of ows aligns most effectively with
our research goals. It is important to recognize that, while the
entropy of ows provides valuable insights into the dynamics
and interactions within a given area, different metrics may be
more appropriate or relevant depending on the specic context,
and alternative viewpoints and approaches should be consid-
ered in the overall decision-making process. To provide
a comprehensive overview of the various denitions and their
capacity to address the research question, a summarized
comparison has been compiled and presented in Table 2.
6. Discussion
6.1 Multi-objective optimization and decision making

Finding the optimal location of a site is a problem that has been
studied in the eld of logistics and supply chain management.
Weber (1989) was the rst to develop the notion of warehouse
site selection by situating a warehouse such that the total
distance traversed between the warehouse and the clients is
minimized. Since then, numerous studies have been published
on this subject.56–59

The selection of a warehouse site from a set of alternatives is
a multi-objective optimization and multi-criteria decision-
making problem that includes both quantitative and qualita-
tive decision variables. Most decisions about warehouse local-
isation are taken depending on 5 criteria: movement exibility,
average distance to suppliers, average distance to shops, stock
holding capacity and unit price.60,61 Alternatively, the ow-based
entropies and the ow calculations could serve as criteria (in the
ideal case both maximum) for locating the optimal site location
(e.g., warehouse or collection centre), hence reducing the
number of objective functions from 5 to 2. As such the dimen-
sionality and complexity of the multi-objective optimization
problem and the multi-criteria decision making problem would
be reduced.
6.2 Economies of scale

When choosing the location of a recycling centre, economies of
scale are vital as they have a substantial impact on the centre's
cost-effectiveness and protability. By strategically situating
a recycling centre near a large population or a high concentra-
tion of resources, it can benet from economies of scale
through greater volume of materials processed. Moreover, EoS
can have a substantial inuence on the number of centres: in
© 2024 The Author(s). Published by the Royal Society of Chemistry
general, the average cost per unit of output decreases as
production increases, owing to a variety of factors. As a result,
businesses must carefully assess the ideal size and scale of their
operations while minimizing excessive expenditures. Depend-
ing on the available budget, this could translate into several
smaller centres, rather than 1 big centre, or vice versa.

By considering economies of scale when locating recycling
centres, decision-makers can estimate the optimal amount of
centres, as well as ensure the centre's nancial viability, cost-
effectiveness, and protability, while also maximizing the
volume of materials processed and contributing to the circular
economy.

6.3 Geographical variability and contextual considerations

The denitions discussed in Section 3 apply universally to any
geographical variability (e.g., urban versus rural areas). However,
their interpretation should be specic to the geographical
context of the studied area. The translation from entropy to
energy requirements involves geographical and infrastructural
considerations such as terrain type, topography, transportation
nodes and infrastructure. For example, even though in the case
study Antwerp comes out as the ideal location, the impracti-
cality of siting a sorting plant in Antwerp's bustling centre
highlights the signicance of considering contextual factors.
Placing a sorting plant in a city centre poses challenges like
space constraints, noise, pollution, and traffic issues. This
underscores the importance of contextual awareness in our
analysis across all geographical areas.

6.4 Adaptability & versatility

An important aspect to highlight is the versatility and adapt-
ability of the proposed method. In the ideal case, resource and
geographical context-specic data are available through
Geographical Information Systems (GIS). However, this is oen
not (yet) the case, requiring assumptions or simplied versions
of the methodology that are less data-intensive. In fact, the
mattresses case study is such a case in which already two key
simplifying assumptions were made: (i) population distribution
data were available at the level of postal codes, not at the level of
a ne spatial grid and (ii) population distribution data were
extrapolated to the geospatial distribution of mattresses using
a conversion factor that was obtained from communication
with VALUMAT. Finer and coarser geospatial grids could be
implemented in the methodology, aggregating data at different
levels depending on the case that is evaluated, available
information/data and the decisions that need to be taken.
While, for instance, deciding where to locate a rening facility
in a developing country, and screening feasibility of resource
recovery for different types of resources (e.g., biomass, steel
scrap) and geographical context (e.g., woodlands, desert), would
be more complicated using traditional methods with the
limited (or even inexistent) infrastructure and data, the
proposed geospatial entropy method allows to on-the-y
support this type of decisions.

Several simplied approaches, which cater to different levels
of complexity and data resolution, are illustrated in Fig. 7. The
Environ. Sci.: Adv., 2024, 3, 314–331 | 327
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Fig. 7 Graphical overview of different simplified approaches. (a) based
on highest concentration only; (b) based on distribution relative to
a central point only; (c) based on distributions of a catchment area
relative to a central point; (d) based on reducing the geographical area
to a squared grid, simplifying distances; (e) based on only the 8
neighbouring municipalities in a grid; (f) multiresolution approach,
starting on higher aggregation level and moving to lower aggregation
levels.
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most straightforward method involves assigning quantities to
municipalities based on the highest concentration (a). Another
simplied method involves an analysis with reduced data reso-
lution, focusing on the distribution of items relative to a central
point, typically a municipality centre. In addition entropy is only
calculated based on the quantity of mattresses, removing the
need for distances (b). A more nuanced approach introduces
a maximum collection distance of 200 km, delineating catch-
ment areas around each municipality centre. Within each prov-
ince, the catchment areas are assessed to determine the number
of mattresses present. This allows for the identication of
maximum entropy and ow values within each catchment area,
revealing the areas where mattress concentration and distribu-
tion are most pronounced. Since a catchment area is introduced,
the resolution of data is lowered and less data and analysis is
required (c). An alternative approach would be to reduce the
geographical area to a square grid, thus reducing the complexity
of distance data, since all distances are easily calculated math-
ematically (d). Another, even simpler approach considers only
the 8 neighbouring municipalities of this grid and the centre
municipality, narrowing the approach down to only 9 munici-
palities. This approach inherently acknowledges the disadvan-
tage of municipalities without neighbours (e). A last approach
could be to tackle the analysis with a multiresolution approach.
One could rst analyse the area on a higher aggregation level and
reduce the resolution of the approach as you go to lower aggre-
gation levels. This way, the required amount of data and data
processing effort are reduced (f).
6.5 Future work

A next step would be to conduct a thorough analysis of Bel-
gium's mattresses waste stream. This would entail expanding
this analysis to the whole country of Belgium, as well as
328 | Environ. Sci.: Adv., 2024, 3, 314–331
bridging geospatial and product entropy levels together, since
mattresses differ signicantly in terms of types and their
material composition. In addition, future work on the topic
would also entail the inclusion of multi-objective optimisation
problem formulations, multi-criteria decision making methods
and the development of algorithms to support decisions based
on ow-based entropy and ow values as objective functions.
This integration is contingent on GIS compatibility, requiring
alignment with platforms like QGIS or Python commonly used
in spatial analysis, and data alignment to ensure coherence with
existing resource management datasets. Geospatial entropy
values can serve as objective functions in optimization algo-
rithms, prompting the need for careful integration into existing
frameworks. Nonetheless, a validation against state-of-the-art
optimization problems in logistics and supply chain manage-
ment would be required. The exact methodologies and appli-
cations and the evaluation of their efficiency and accuracy
compared with traditional approaches require further research
through dedicated studies. The inclusion of different
constraints, such as the capacities of collection centres or the
area capacity for locating a collection centre, would enhance the
model's practicality and robustness in real-world resource
management scenarios.

7. Conclusions

In this study, the primary goal was to provide perspective on
the current landscape of geospatial entropy denitions and
their potential applications to support the evaluation of and
resource management and circular economy strategies. This
study resulted in a nuanced understanding of how geospatial
entropy metrics can be used to quantify geographical distri-
butions for this purpose, exemplied on conceptual examples
and a more specic case study. It is illustrated that geospatial
entropy calculations require little data and expertise, contrary
to the current alternative methods, which require data,
methods, and expertise from different elds. Moreover, the
integration of geospatial entropy calculations with existing
frameworks and methods, its adaptability, and versatility have
been discussed.

For the specic case of localising recycling centres, our
research points to ow-based statistical entropy as the most
promising method. The case study focusing on Antwerp
demonstrated that the ideal location for such centres is where
both entropy and ow are maximised. However, the impracti-
cality of localising a recycling centre in Antwerp underscores the
importance of considering the geographical variability of
a region in interpreting results and making informed decisions.

We recognise geospatial entropy as a valuable proxy for
estimating the energy requirements associated with material
recollection and transport. Beyond this application, our method
can answer additional research questions, such as the deter-
mination of the most effective resource collection methods and
the optimal localisation of waste processing plants. The exi-
bility of the employed methodology makes it an elegant tool for
addressing a spectrum of research questions within the broader
eld of resource management.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Nomenclature
List of Symbols
Xi/i
© 2024 The
statistical event, for this specic paper a city or town

H
 Statistical entropy (or Shannon entropy)

N
 Amount of statistical events

pi
 Probability of event i

Areai
 Area of event i

Popi
 Population of event i

mi
 Number of occurrences for each level of density i

ppopi
 Population number for event i

dij
 Distance between events i and j (in km)

Fract.
Flowij
Flow between events i and j, normalised to sum = 1
for all ows
DENi
 Density of event i

Q
 Number of squares

Di
 Level of density
List of abbreviations
CE
Autho
Circular economy

EU
 European Union

UN
 United Nations

TEA
 Techno-economic analysis

LCA
 Life cycle assessment

SEA
 Statistical entropy analysis

MSEA
 Multilevel statistical entropy analysis

FCA
 Floating catchment area

GIS
 Geograhphical information system

PWSS
 Public warehouses selection support

QFD
 Quality function deployment

AHP
 Analytic hierarchy process

ABM
 Agent based model

EoS
 Economies of scale
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