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Role of explicit solvation and level of theory in
predicting the aqueous reduction potential of
carbonate radical anion by DFT†

Michael R. Dooley and Shubham Vyas *

Chemical oxidation reactions, a key class of electron transfer processes, have broad applications,

including the treatment of persistent and mobile pollutants. Marcus theory, paired with density

functional theory (DFT) simulations, enables quantification of thermodynamic properties in these

reactions. However, accurately modeling species with complex solvent interactions, especially radicals,

requires careful selection of computational methods. Reduction potentials provide critical benchmarks

for evaluating solvent models and functional choices by comparing simulated values to literature data. In

this study, we used the carbonate radical, known for its strong intermolecular interactions, as a model to

assess solvation models and computational functionals. Implicit solvation methods significantly

underperformed, predicting only one-third of the measured reduction potential. Accurate results were

obtained using explicit solvation with 18 water molecules for oB97xD/6-311++G(2d,2p) and 9 water

molecules for M06-2X/6-311++G(2d,2p). B3LYP/6-311++G(2d,2p) showed improvement with additional

explicit solvation but failed to match literature benchmarks. Functional performance differences,

analyzed through natural bond orbital (NBO) and charge transfer calculations, emphasized the critical

role of dispersion corrections. Testing various dispersion correction methods revealed consistent

improvements in reduction potential accuracy. These findings highlight the necessity of explicit solvation

for modeling electron transfer reactions with extensive solvent interactions and underscore the

importance of selecting appropriate functionals and dispersion corrections for reliable predictions.

Introduction

Chemical oxidation reactions are electron transfer (ET) reac-
tions that can be investigated using Marcus theory. Marcus
theory is a mathematical approach that can be used to estimate
rates of ET reactions, among other applications.1 Marcus theory
is uniquely able to calculate an activation energy for processes
that do not have an identifiable transition state such as ET.2

This is accomplished by modelling the energetic surfaces of the
reactants and products as distinct but overlapping parabolas,
and using the reorganization energy (l) and geometric princi-
ples to calculate the energy at which they meet, providing the
height of the activation barrier as illustrated in Fig. 1. For many
applications, calculating activation energies using Marcus
theory is a useful screening step to quantitatively assess the
thermodynamic feasibility of the proposed reaction. Using

pollutant treatment as an example, radical species which have
low barriers and fast rates for electron transfer with target
pollutants will be promising to study for degradation applica-
tions. Calculating these barriers and rates using Marcus theory
as a screening step is possible using the myriads of computa-
tional chemistry techniques, but caution must still be taken to
ensure correct treatment.

Accurate potential energy surfaces are essential for reliable
results in Marcus theory. Using experimental values as
benchmarks helps validate computational methods, such as

Fig. 1 Simplified depiction of Marcus theory.
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calculating a measured property. The most obvious choice is
to use a measured rate constant, but these are not always
available. Instead, reduction potentials (E1) are a more common
measured property that can be used for validating the compu-
tational methods. Reduction potentials quantify a chemical’s
ability to gain an electron, with standard reduction potential
referring to electron transfer from hydrogen specifically.3 Com-
paring the standard reduction potentials (E1s) of the electron
donor and the electron acceptor quantifies the thermodynamic
favorability of an ET reaction between them.4 Marcus theory for
electron transfer from an ion such as carbonate requires
both an ion (reactant) and radical (product) complexes to be
modelled individually. The calculated energies of these two
species can be used to determine the reduction potential which
can then be compared to a literature value. Accurate reduction
potentials indicate that both the product and reactant of the ET
reaction have been modelled correctly.

Obtaining E1 values through computational methods can be
difficult, primarily due to differences in charges and solvation
atmosphere of the oxidant radical and the resulting product.5

Researchers are left with several choices to make, such as the
choice of level of theory and solvation model to best represent
the target species. On one hand, implicit solvation models can
be used to treat these species. Implicit solvation applies an
electric continuum across the simulation to gently push and
pull electron density as if a solvent were present. Implicit
solvent models estimate the energy of the solvent environment
as a perturbation to the gas-phase Hamiltonian of the solute.
This perturbation includes both electrostatic processes, such as
permanent dipole attraction, and non-electrostatic processes,
such as dispersion and solvent cavity formation based on how
the solute interacts with the electric continuum. Each model
approaches these energy components differently, with their
mathematical distinctions detailed in a recent review.6 For this
investigation, the universal solvation model (SMD) was chosen
due to its general accuracy matching experimental data.7

On the other hand, explicit solvation includes individual sol-
vent molecules in the simulation to overtly simulate intermo-
lecular interactions such as hydrogen-bonding. The key
advantage lies in capturing complex phenomena beyond the
capabilities of implicit solvation models, such as strong hydro-
gen bonding that pulls the solvent closer and reduces cavity
size, as well as charge transfer to the solvent, which influences
electrostatic dipole interactions. However, we cannot simply
add many explicit solvent molecules into simulations without
drastically increasing the computational cost. Therefore, it is
essential to investigate the relationship between the solvation
and the reduction potential to identify the most accurate and
efficient treatment for use in future Marcus theory calculations.

Carbonate radical (CO3
��) was selected as the model species

due to its relevance in oxidation applications and its extensive
intermolecular interactions. Carbonate radical is present in
biological systems,8 can react with many organic species,9,10

and is easily generated with bicarbonate or carbonate and a
photosensitizer in UV light.11 Importantly, reduction potential
of carbonate radical has also been measured, and it has a

reported reduction potential of 1.57 V.12 Carbonate has three
oxygen atoms sharing negative charge, meaning it can be
involved extensively in hydrogen bonding with its solvent.
Due to the multiple strong solvent interactions of carbonate
ions, it is referred to as a kosmotropic ion, or a ‘‘structure
maker’’.13 However, the best choice of computational para-
meters for simulating carbonate radical is still uncertain.

Previous research on the sulfate radical showed that explicit
solvation was necessary for accurate reduction potential
predictions.5 Since sulfate distributes its charge across four
oxygen atoms, carbonate, with a slightly higher charge density,
likely has even stronger intermolecular interactions. This
earlier study highlighted the need for explicit solvation but left
questions about its application to other molecules and the
impact of other computational choices. Our investigation
extends this work to carbonate, examining solvation models
and theoretical levels more deeply to identify an accurate
approach for future research. As computational methods
evolve, understanding their successes and limitations is crucial
for selecting optimal methods moving forward.

Previous research on carbonate ion reduction potential
highlights the need for further exploration. DFT studies have
shown that the choice of theory level significantly affects results
and that explicit solvation leads to notable charge transfer.14

Building on this, we examine these variables as a function
of explicit solvation to identify key trends. Prior studies
suggest that increasing explicit solvation improves accuracy,
but the optimal amount remains undetermined.15 Additionally,
research indicates that carbonate’s hydrogen bonding motifs
influence atmospheric chemistry, yet high levels of explicit
solvation have not been thoroughly studied.16,17 Given carbo-
nate’s ability to form highly coordinated clusters, six explicit
water molecules may be insufficient to capture its structured
solvation shell, as seen with the sulfate radical.

This study evaluated the impact of solvation model and level
of theory on the reduction potential of carbonate radical.
Explicit solvation proved essential for accurately modeling the
extensive hydrogen-bonding of carbonate radical in DFT calcu-
lations. Three common functionals were tested, and it seems
only functionals with built in dispersion corrections can accu-
rately model the extensive electron dispersion happening in the
solvated carbonate system. Therefore, future simulations of
electron transfer reactions should use explicit solvation with
an in-built dispersion correction.

Methods

Carbonate’s radical and ionic forms were modelled individually
using density functional theory (DFT). The DFT calculations
were performed using the Gaussian 16 software suite.18 The
functionals tested were the popular Becke’s 3-parameter
exchange functional with Lee–Yang–Parr correlation functional
(B3LYP), a variant of oB97 functional that accounts for disper-
sion (oB97xD), and variants of the Minnesota ’06 functionals
(M06, M06-L, and M06-2X).19–22 The 6-311++G(2d,2p) basis set
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was used, and this choice was based on its use in previous
research.5,23,24 The implicit solvation was also incorporated
using the SMD solvation model of water.7 Explicit solvent
molecules were placed manually. For the simulations with
explicit water molecules, the implicit solvation model was still
active. All stationary points were characterized as a minimum
energy structure by the absence of any imaginary vibration
modes. The energy difference between the oxidant (carbonate
radical anion) and the reduced species (carbonate dianion) was
converted into the reduction potential (E1) with respect to the
standard hydrogen electron potential using eqn (1):

DGrxn = �nFE0 � ESHE (1)

where F is the Faraday constant, E0 is the potential, n is the
number of electrons being transferred in the reaction which is
1 in this case, and ESHE is the standard hydrogen electrons
potential, 4.47 V.25 The energy term, DGrxn, is the difference in
the Gibbs free energy of the radical species and the ionic form.

For the explicitly solvated systems, three different geome-
tries were prepared to generate replicate reduction potential
values to make sure the value was repeatable. Each replicate
had carbonate in the center and the same number of waters,
but the angles and positions of the explicit water molecules
were varied to sample the conformational space. Geometries
were verified to ensure the carbonate species maintained
strong intermolecular interactions, particularly hydrogen bond-
ing, with the solvent cage. Without these interactions, the
solvent would primarily interact with itself, leading to inaccu-
rate simulations. While achieving this balance was challenging
at low solvation levels due to limited conformational variety, at
higher solvation levels, the abundance of explicit water consis-
tently ensured numerous hydrogen bonds with the carbonate.
Once a satisfactory geometry was optimized, the energies of
these geometries were taken and used for the potential calcula-
tion, and the potentials were averaged together. This solution
generates error bars for the data points with the standard
deviation of the three potentials calculated for each solvation
level. All of the partial atomic charges were computed using the
natural bond orbital (NBO) analysis as implemented in Gaus-
sian16 software suite.18

Results

The results indicate that implicit solvation models alone can-
not accurately predict the reduction potential of carbonate
radical. Implicit models, like SMD, simplify solvent effects by
allowing the electron density of solute to interact with the
dielectric field of the solvent, making them a logical starting
point. However, these models overlook key non-covalent inter-
actions, such as hydrogen bonding and dispersion forces,
which are critical for accurate predictions. The initial reduction
potential calculated using B3LYP/6-311++G(2d,2p) and the SMD
implicit solvation model was 0.42 V, which has an error greater
than 1 V compare to the experimental value of 1.57 V.12 The
significant discrepancy suggests that the implicit solvation
model fails to accurately simulate the molecule, likely due to
the kosmotropic nature of carbonate and its extensive hydrogen
bond network, which implicit models do not capture. This
indicates that explicit solvation is necessary for accurate treat-
ment of the carbonate radical. Thus, calculations were repeated
using varying numbers of explicit water molecules.

Including explicit water molecules in the simulation demon-
strates the kosmotropic, or ‘‘structure-making,’’ nature of car-
bonate. As shown in Fig. 2, each oxygen atom on carbonate can
form two hydrogen bonds (indicated by blue dashed lines). This
raised the question of how many water molecules are needed
for accurate modeling. Although six water molecules seem to
form a complete inner shell, additional solvent molecules may
still be necessary. To account for potential impact of secondary
solvation shell, we extended simulations to include up to 30
explicit water molecules, ensuring any impact on the inner
shell structure and overall results was considered.

As more explicit water molecules were included in the
simulation, the calculated reduction potential became increas-
ingly accurate. To start, three explicit water molecules were
added. The result of this was a calculated potential of 0.67 V, a
number that does come closer to the reference value (1.57 V)
than the calculated potential with no explicit solvation (0.42 V),
nonetheless, it is still inaccurate. With six explicit water mole-
cules, the reduction potential increases to 0.94 V, and with nine
water molecules it increased to 1.05 V. The trend shows that the
reduction potential became more accurate as more explicit

Fig. 2 Example minimized geometries for various solvation levels. Outer sphere explicit H2O have been illustrated as wireframes to increase visibility of
carbonate radical and the inner shell.
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water molecules were added to the solution, which agrees with
data for sulfate radical.5

The calculated reduction potential values as a function of
the number of explicit water molecules are displayed in Fig. 3.
The data shows a clear upward trend, indicating that increasing
the number of water molecules brings the results closer to the
reference value, as expected. However, the number of water
molecules needed to match the reference value varies depend-
ing on the functional used. The data demonstrates how DFT
significantly underestimates the reduction potential of the
carbonate radical in systems with fewer explicit solvent mole-
cules. The data for the reduction potentials calculated using
B3LYP/6-311++G(2d,2p) level of theory reach an asymptote
suggesting the solvation is sufficient, but this asymptote is still
below the reference value suggesting the lack of some key non-
covalent interactions such as dispersion which are not taken
into account with B3LYP functional.

Reduction potentials obtained using the oB97xD/6-311++G(2d,2p)
level of theory reach the reference value with high amounts of
explicit solvation. The results are included in Table S1 (ESI†). As
can be seen in Fig. 3 with six explicit water molecules forming
an incomplete shell around the carbonate, a value of only 1.1 V
is obtained. The calculated reduction potential data is near
reference with 12 explicit molecules while it reaches the refer-
ence value with 18 water molecules. The oB97xD functional was
specifically designed with in-built dispersion corrections to
capture long range interactions accurately. The excellent per-
formance of oB97xD is further supported by a previous report
that evaluated the reduction potential of per- and polyfluoro-
alkyl substances with B3LYP and oB97xD functionals and
found that oB97xD outperforms B3LYP functional in terms of
accuracy.26

The Minnesota functional variant M06-2X, tested with the
6-311++G(2d,2p) basis set, showed similar trends to other func-
tionals: results fell below the reference until sufficient explicit
solvent was included. This combination required the fewest
explicit water molecules, closely approaching the reference

value with only nine water molecules. The increase in potential
with additional water molecules remained consistent, though
M06-2X began to overestimate the carbonate radical anion’s
reduction potential at 12 or more water molecules, aligning
with prior findings that M06-2X overestimates reduction poten-
tials for PFAS molecules.26

These findings align well with recent research showing that
carbonate radical potential increases with the number of water
molecules.27 Barrios and Minakata found that, using M06-2X/
aug-cc-pVDZ, the reduction potential increased from 1.08 to
1.42 V with additional explicit solvation up to three water
molecules, affirming that explicit water improves Marcus the-
ory accuracy. They attributed this to increasing charge transfer
between carbonate and solvent, observing a rise from B8% to
B21% charge transfer with 1 to 3 water molecules. They
reasoned that ion stabilization relies on strong solvent interac-
tions, which are better modeled with explicit solvation. How-
ever, they did not perform these computations with more water
molecules, and as can be seen in Fig. 3 the M06-2X functional
begins to overestimate the reduction potential of carbonate
radical.

To explore the charge transfer from carbonate to solvent
shell, we conducted NBO calculations to measure percentage
charge transfer, aiming to determine if charge transfer differ-
ences account for the variation in functional performance. NBO
calculations are performed on optimized geometries to deter-
mine the charges and spin of each atom in the simulation. By
summing the total charges on the carbonate species separately
from the charges on the solvent, we quantify the portion of the
carbonate ion’s original �1 or �2 charge transferred to the
water molecules. This transfer is expressed as a percentage of
the overall charge shifted from solute to solvent. The results are
included in Table S2 (ESI†). As shown in Fig. 4, charge transfer
increases with explicit solvation, asymptoting at 12–18 water
molecules, similar to the reduction potential behavior. The
carbonate ion transfers more charge than the radical, consis-
tent with previous findings performed using only the M06-2X
functional.27 Prior work, however, resulted in a higher total
charge transfer (B21%) compared to our maximum (B17%) in
case of M06-2X functional, suggesting that aug-cc-pVDZ basis
set accounts for a higher charge transfer.27 We also aimed to
examine if charge transfer differences contributed to functional
performance variations, as each functional models charge
sharing with water molecules differently. For example, M06-
2X includes stronger dispersion and a doubled nonlocal
exchange term (hence ‘‘2X’’), possibly influencing charge dis-
tribution with water. Surprisingly, M06-2X predicted the lowest
charge transfer while overestimating the reduction potential,
meaning the effect of doubling nonlocal exchange on charge
transfer is not straightforward. As for the NBO spin calcula-
tions, every radical geometry for each functional performed the
same with minimal (0.01) spin transfer from the carbonate
radical to the surrounding water. Overall, our analysis indicates
that while all functionals similarly modeled total charge trans-
fer, another factor likely underlies the observed performance
differences.

Fig. 3 Average reduction potential of carbonate from simulations. Error
bars are standard deviation between replicates.
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We compared three Minnesota functional variants to isolate
the impact of exchange–correlation terms. As shown in Fig. 5,
the quantity of nonlocal exchange in the functional leads to
different performance outcomes: M06-L, using only local
exchange, severely underestimates the reduction potential,
underscoring the importance of nonlocal exchange for overall
energy. M06 results were similar to M06-2X but slightly below it.
The linear data increase—unaffected by solvation—suggests
that overestimation could stem from exchange–correlation
contributions, which add a fixed energy value independent of
solvation. Based on these findings, M06-L would likely plateau
below the reduction potential, similar to B3LYP. Barrios and
Minakata observed a similar overestimation with M06-2X using
the aug-cc-pVTZ basis set for one molecule, attributing this to
an overestimation of the standard-state Gibbs free energy of

solvation, regardless of the explicit solvent quantity. Nonetheless,
explicit solvation appears not to severely affect the exchange–
correlation term’s contribution unless the secondary solvation shell
of carbonate species is complete as indicated by data points with 24
water molecules.

To evaluate the role of the dispersion corrections, we
attempted to use Grimme’s empirical dispersion corrections
to see how it affected the data. We first applied Grimme’s GD3
empirical correction to the M06, M06-L, and M06-2X optimized
geometries. The results are summarized in the ESI† (Table S3).
Surprisingly, this led to only a minor average change of 0.2% in
predicted reduction potential. M06 functionals, parameterized
using a large dispersion-corrected dataset, appear to inherently
account for dispersion interactions. The disadvantage is that
these parameters are fixed and not directly tied to a physical
representation of dispersion interactions. Instead, they adjust
the data to align with a dispersion dataset, which may con-
tribute to the overestimations observed with M06 functionals.
This lack of accessibility also prevents exploration of potential
modifications. However, we can isolate the effects of dispersion
corrections by using them with the B3LYP functional.

To further evaluate the impact of dispersion interactions in
computing the reduction potentials, we performed single point
dispersion corrections as well as complete geometry optimiza-
tions with dispersion interactions being taken in account at
each change of the geometry using the B3LYP functional.
Unlike oB97xD, which includes built-in dispersion corrections,
and M06, which is trained on dispersion data, B3LYP lacks
these features, making it a better candidate for evaluating the
isolated impact of dispersion corrections. We applied DFT-D2,
DFT-D3 and DFT-D3BJ corrections with and without geometry
re-optimization. The results of these corrections are summar-
ized in Fig. 6 and Table S4 (ESI†). It is important to note the
DFT-D3 and DFT-D3BJ corrections were computationally less

Fig. 4 Plot of carbonate charge transfer % vs. number of explicit water molecules.

Fig. 5 Reduction potential vs. number of explicit water molecules for
three M06 functional variants.
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expensive to apply than the outdated DFT-D2 correction,
despite their increased complexity. With the help of the correc-
tions, each data point became closer to the reference, even
reaching it with 24 explicit water molecules. If these empirical
dispersion corrections were applied after the geometry has
been optimized, calculated reduction potentials were slightly
closer to the reference compared to empirical dispersion cor-
rections being invoked during the geometry optimization.
Nonetheless, comparison of the uncorrected and corrected
data in Fig. 6 demonstrates the importance of taking
into account the empirical dispersion corrections when calcu-
lating properties of a kosmotropic species. As a result, it is
important to use a functional such as oB97xD that has in-built
dispersion corrections or to utilize empirical corrections with a

functional that does not consider dispersion such as B3LYP
functional.

A cautionary note on entropy in this experiment: we used
the free energies of two carbonate forms calculated in the
solution phase, which introduces concerns due to the chal-
lenges in accurately modeling the entropic contribution.
In Gaussian, the translational component of entropy is calcu-
lated in the gas phase, where molecules can move freely.28

However, in the solution phase, molecular motion is highly
restricted, leading to discrepancies.29 A recent review discusses
methods for modeling solution-phase translational entropy.6,30

However, the SMD implicit solvation model used in this experi-
ment applies a fixed correction to free energy and cannot be
used with these methods, possibly contributing to its poor
performance.

Explicit solvation models also present challenges, as adding
more explicit solvent molecules introduces many low-frequency
vibrational modes, which can be problematic in Gaussian.31

This effect becomes more pronounced at high solvation levels
(412 molecules) and could explain the increasing errors
observed in our results.

For future studies, researchers should carefully account for
entropy, either by using methods that explicitly calculate it
(unlike the SMD model) or by inspecting the vibrational modes
of solvated geometries for consistency across reactants and
products. If the modes are consistent, the excess entropy may
cancel out when comparing reactant and product energies.
Alternatively, post-processing tools like GoodVibes could be
used to exclude contributions from low-frequency vibrational
modes, potentially improving accuracy.32

Conclusions

Explicit water molecules are needed in calculations to accu-
rately determine the reduction potential of the carbonate
radical anion. This finding aligns with previous work on the
sulfate radical anion, highlighting the importance of capturing
solvent–solute interactions, which significantly influence the
chemical properties that facilitate electron transfer.5 Future
simulations of the carbonate radical must consider this explicit
solvation effect to achieve accurate results. One such specific
example is in the context of Marcus theory, which is the most
studied method to probe redox reactions computationally.
Accurate modeling requires capturing and comparing the elec-
tron density before and after the electron transfer reaction in
the Marcus theory. The ability to transfer electrons is influ-
enced by the surrounding environment, especially for kosmo-
tropic species, which significantly shift their electron density
away from themselves when coordinated with solvent mole-
cules. It is crucial that our models reflect this effect. This study
demonstrates that the reduction potential of the carbonate
radical anion is significantly affected by surrounding water
molecules. Future studies will seek to confirm this conclusion
by examining the role of explicit solvation on the reduction
potential of chemicals that do not have these strong solvent
interactions, such as chaotropes.

Fig. 6 Comparison of dispersion corrections applied to B3LYP geome-
tries throughout the geometry optimization process.
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PFAS Per- and polyfluoroalkyl substances
AOP Advanced oxidative process
ET Electron transfer
DFT Density functional theory
IRC Intrinsic reaction coordinate
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