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Theoretical investigation of F430-catalyzed
dehalogenation of chloro-alkanes.
A comprehensive DFT benchmark†

Dominik Dusza,a Mateusz Pokora, a Li Jib and Piotr Paneth *ac

We conducted a comprehensive benchmarking study to assess the performance of 40 theoretical levels

for modeling the mechanism of dehalogenation of chloromethane by octaethylisobacteriochlorin

(OEtiBCh-Ni), a simplified model of the F430 cofactor. Our research has demonstrated a substantial

impact of dispersion on the reaction barrier. Additionally, we have identified a correlation between the

deformation of the isobacteriochlorin ring and the relative stability of the system. We observe relatively

sizeable kinetic isotope effect (KIE) values in the range of 1.010–1.011, which is above the expected

values for typical SN2 reactions. The optimal choice for modeling of this reaction is the MN15-L func-

tional with the def2-TZVP basis set, which yields a relative error of less than 3% while exhibiting a high

level of computational efficiency. The combination of M06-D3(0), PBE0-D3(BJ), and HSE06-D3(BJ) with

6-31+G(d) also represents a viable option, offering a computational cost comparable to MN15-L/

def2TZVP. Calculations using the low-cost def2-SVP basis set are the fastest, but the resulting geome-

tries are questionable.

1. Introduction

Halogenated organic compounds are commonly utilized in
industrial and agricultural applications due to their unique
physicochemical properties. The presence of halogen atoms in
a molecular structure influences its properties,1 including its
thermal conductivity, dielectric behavior, and overall chemical
reactivity, largely due to the electron-withdrawing nature of
these elements. Halogen atoms typically decrease the aqueous
solubility of the molecule while enhancing its lipid solubility,2

resulting in a reduced rate of biodegradation as these com-
pounds become sequestered in the fatty tissues of organisms.
Such bioaccumulation and inherent toxicity of halogenated
compounds make them a potential threat for both the environ-
ment and human life. Due to the binding to the lipid layer, the

halogenated organic compounds are often classified as persis-
tent organic pollutants (POPs). Nevertheless, the use of haloge-
nated compounds is essential in various industrial processes
due to their resistance to both biological and chemical degra-
dation. The most common halogenated contaminants coming
from solvents are tetra- and trichloroethylene, dichloroethane,
chloroform, vinyl chloride, and carbon tetrachloride. The intro-
duction of such halogenated compounds into the environment
occurs through various pathways, including industrial dis-
charges, accidental spills, improper disposal, and the use of
biocides. Volatile halogenated compounds can enter the atmo-
sphere and contribute to ozone depletion or other global
environmental issues. Those that are less volatile may persist
in soils and sediments, posing long-term risks to ecosystems.

Over the past several decades, various methodologies for
the dehalogenation and remediation of organic compounds
have been developed. These include adsorption of volatile
compounds3 and compounds in solution,4 photodegrada-
tion,5,6 electrochemical degradation,7 thermal degradation,8

and biodegradation, with a particular emphasis on microbial
reductive dehalogenation due to their environmental abun-
dance. Microorganisms such as methanogens can mediate
processes that break the carbon–halogen bond, leading to the
detoxification of organohalides. They inhabit various anaerobic
environments including aquatic sediments,9 wetlands or hot
springs and they can also be found in landfills10 or the digestive
system of animals and humans.11 Central to the methanogenesis
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is methyl-coenzyme M reductase (MCR) that catalyzes the final
step of methane production. This reaction is highly dependent on
the presence of a nickel-containing tetrapyrrole cofactor, F430,
which then undergoes a redox reaction to facilitate the reduction
of methyl to methane. While the primary function of F430 in
methanogenesis is well-established, its potential role in dehalo-
genation represents a frontier in microbial metabolism and envir-
onmental chemistry. Studies on methanogens have shown that
halogenated compounds can undergo methyl-dismutation result-
ing in the formation of methane, carbon dioxide and halogenic
anions.

One of the fundamental techniques for investigating deha-
logenation processes is computational chemistry, particularly
the application of efficient density functional theory (DFT)
methods. The computational approach allows for the efficient
examination of potential reaction mechanisms,12 the selection
of optimal reaction conditions, and the preliminary assessment
of the sensitivity of a given dehalogenation method. Despite
numerous studies aiming at the theoretical modeling of the
F430 cofactor reactivity,13–23 thus far no consensus theory level
has been established for such modeling.

In this study, we present a comprehensive benchmark of
40 levels of theory (different functionals and basis sets), which
were employed to evaluate the Gibbs free energy of activation of
the dehalogenation of aliphatic chloroderivatives by the F430

cofactor. Additionally, chlorine kinetic isotope effects (Cl-KIEs)
were computed and compared with expected values.24–29

2. Computational details
2.1. DFT calculations

All calculations were performed using the Gaussian 16 rev. C.01
package with default thresholds of convergence.30 Geometries
of the reactants were optimized and subsequent vibrational
analysis was performed within the harmonic approximation.
The SMD continuum solvent model with DMF as the solvent
was used.31 7 different DFT functionals, most frequently con-
sidered in calculations involving open-shell transition
metals,32–35 were considered in the study (% of HF exchange
is given in parenthesis): MN15L36 (0%), MN1537 (44%), M0638

(27%), B3LYP39–42 (20%), HSE0643–48 (25%), PBE049,50 (25%),
and oB97X-D51,52 (22%). Since some of them lack explicit
dispersion correction, we also decided to verify its impact by
applying Grimme’s dispersion correction DFT-D353 (with the
Becke–Johnson damping function when available).54 The
D3(BJ) correction was employed to B3LYP, HSE06, and PBE0,
whereas D3(0) was applied to M06.

Four types of basis sets were employed in combination with
each functional: def2-TZVP, def2-SVP,55 6-31+G(d)56–64 and a
dual basis set (referred to henceforth as tzdz): 6-311+G(d,p)65–69

placed on Ni and N atoms in the complexes and Cl and C atoms
from the MeCl molecule, while the remaining atoms were
treated with 6-31+G(d,p). To ensure the convergence of the
electronic structure, the quadratically convergent SCF proce-
dure was used alongside with tight SCF convergence criteria.

Default geometry convergence criteria were employed as well as
a default integration grid (int = UltraFine) was used. The Wiberg
bond orders were calculated using the NBO 3.1 module70 as
implemented in Gaussian 16.

To describe the deviation from the planarity of the isobac-
teriochlorin ring, which occurred at some levels of theory,
we use the molecular planarity parameter (MPP) as introduced
by Lu.71 The MPP parameter is defined as the root mean square
of deviation of the atoms from a fitting plane:

MPP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Natom

XN
i

di2

vuut (1)

where di is the distance between the i-th atom and the fitting
plane as obtained from singular value decomposition of the 3�
Natom matrix after subtracting out the centroid of the molecule.

To investigate and visualize the type of interactions present
in the system, we used the interaction region indicator (IRI) as
described by Lu.72 IRI is defined as:

IRIðrÞ ¼ rrðrÞj j
rðrÞj ja (2)

where r is the electron density, r is the coordinate vector, and
a is an adjustable parameter with a standard value of 1.1.
By mapping the sign(l2)r function on IRI isosurfaces with
different colors, different types of interactions can be visua-
lized. The symbol sign(l2) represents the sign of the second
largest eigenvalue of the Hessian matrix of r, which possesses
the capacity to distinguish between attractive and repulsive
interactions. The MPP values and IRI have been calculated
using Multiwfn software.73

2.2. Isotope effect calculations

The Hessian matrices obtained from the vibrational analysis
were used to calculate the theoretical 35Cl/37Cl KIEs at 296.65 K
with the ISOEFF code.74 The program is based on the Bigelei-
sen–Mayer equation:75–77

KIE ¼

nzL
nzH

Q3Nz�7
i

u
z
iL sinh

u
z
iH

2

u
z
iH sinh

u
z
iL

2

Q3N�6
i

uiL sinh
uiH

2

uiH sinh
uiL

2

(3)

where ui ¼
hni
kBT

; h and kB are the Planck and Boltzmann

constants, respectively, T is the absolute temperature, vi is the
real frequency, and v‡ is the imaginary frequency of the transi-
tion state. Indices L and H denote light and heavy species,
respectively, and ‡ indicates the transition state. The index i
runs over all normal modes.

2.3. F430 model

The experimental data are available in the literature only for the
truncated model of F430, namely octaethylisobacteriochlorin
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(OEtiBCh-Ni, presented in Fig. 1) that was used to determine
the kinetic rates of reactions with different halides.78 The rate
constant for a reaction with methyl chloride in DMF at 296.65 K
of 1.1 � 104 M�1 s�1 with a 15% measurement error was
converted to the DG‡ value according to the Eyring equation,
and it corresponds to a value of 11.87 � 1.78 kcal mol�1.
Additionally, Stolzenberg et al. demonstrated that [OEiBCh-
Ni(I)]� can serve as a synthetic catalyst that effectively mimics
the reactivity of the F430 cofactor.79–82

Since the starting structure of OEtiBCh-Ni is an anion
(experimentally, the first step is the reduction of Ni(II) to Ni(I)\,
which is skipped in our study), and the key reaction step is the
transformation of reduced [OEtiBCh-Ni(I)]� to the 5-coor-
dinated OEtiBCh-Ni(III) complex, both doublet low-spin (LS)
and quartet high-spin (HS) states were considered in the path-
ways to ensure that no spin crossover occurs. An alternative
pathway of OEtiBCh–Ni(II)–CH3� formation through the single
electron transfer from the methyl substituent is theoretically
possible, but Szatkowski and Hall showed this path to be
energetically unfavorable.14 The single electron transfer was
demonstrated to be unfavorable in the dehalogenation process
catalyzed by cobalamin;83 therefore, our research was concen-
trated on the nucleophilic substitution mechanism exclusively.
The pathway was modeled according to the equation in
Scheme 1. Fig. 2 presents the structures of (a) complex-1, (b)
complex-2, and the (c) transition state.

As the structure of [OEtiBCh-Ni(I)]� features flexible ethyl
groups, it seems important to screen its conformational
space to find the most stable conformer. We utilized CREST
software84 to search for different conformers. The number of
conformers obtained was narrowed down based on the RMSD
criterion (using Kabsch’s algorithm).85 These conformers were

then optimized at the B3LYP-D3/def2-SVP level of theory. Using
the criterion of energy, the 10 most stable conformers were
optimized at the B3LYP-D3/def2-TZVP level of theory. The most
stable conformer obtained in this manner was used in all
subsequent calculations.

2.4. Estimation of errors

To estimate the overall performance of used functionals and
basis sets, we assess their quality by using the following
quantities:

(a) mean absolute error (MAE):

MAE ¼ 1

N

XN
i¼0

DGzDFT;i � DGzexp
��� ��� (4)

where indices DFT and exp refer to the calculated and experi-
mental values, respectively.

(b) relative error (RE):

RE ¼
DGzDFT;i � DGzexp

DGzexp
(5)

(c) root mean square error (RMSE):

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼0

DGzDFT;i � DGzexp

DGzexp

 !2
vuut (6)

(d) mean difference of Gibbs free energy of activation between

the HS and LS states DDGz
� �

:

DDGz ¼ 1

N

XN
i¼0

DGzHS;i � DGzLS;i

��� ��� (7)

Fig. 1 (a) The chemical structure of OEtiBCh-Ni and the (b) side view of the three-dimensional model of the structure showing the spatial conformation
of the ethyl groups.

Scheme 1 Dehalogenation steps of the considered reaction where L = OEtiBCh.
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where HS and LS indices refer to the value of high-spin and low-
spin states, respectively.

3. Results and discussion
3.1. Spin crossover

To eliminate any potential spin crossover complications, we
first examine the discrepancies in the DG‡ values between the
LS and HS states. The reaction pathways with relative energies,
using the B3LYP-D3(BJ) functional with all four basis sets, are
illustrated in Fig. 3. Here, zero represents the sum of the
energies of the LS substrates (the pathways for the remaining
functionals are presented in Section S1 of the ESI†).

The separation of the LS and HS states differs when different
basis sets are employed. The difference between the HS substrates
and LS transition state in the case of the presented B3LYP-D3(BJ)
are 10.12 kcal mol�1, 5.13 kcal mol�1, 14.40 kcal mol�1, and
15.72 kcal mol�1 for def2-TZVP, def2-SVP, tzdz, and 6-31+G(d),
respectively. To quantify the magnitude of this separation, the
mean absolute error (MAE) of the Gibbs free energy of activation
with respect to the experimental value for each state in each basis
set and the mean difference of Gibbs free energy of activation

between the HS and LS states DDGz
� �

were calculated. The

resulting values are presented in Table 1.
As can be seen, the DDGz values span from 7.01 kcal mol�1

to 12.07 kcal mol�1, and the HS Gibbs free energies of activa-
tion deviate from the experimental value by 11.42 kcal mol�1,
12.07 kcal mol�1, 8.41 kcal mol�1, and 7.48 kcal mol�1 for
def2-TZVP, def2-SVP, 6-31+G(d), and tzdz, respectively, which
indicates that there should not be any issue with spin-crossover
occurring during the reaction. The DG‡ values for HS states
are always greater than those for LS states (except for

MN15/6-31+G(d) with values of 17.74 kcal mol�1 and
17.27 kcal mol�1 for LS and HS, respectively).

Another issue regarding the LS and HS state separation is
the fact that HS substrates and complex-1 are energetically
above the TS of the LS. However, in some cases, when using the
def2-SVP basis set, the aforementioned trend weakens, and the
HS substrates/complex-1 appear below the LS TS on the reac-
tion pathway. The separation seems even stronger in the case of
6-31+G(d) and tzdz basis sets. Using a similar methodology as
before for B3LYP-D3(BJ), we can determine the mean separa-
tion of HS substrates from the LS transition state for all basis
sets. The obtained values are 4.36 kcal mol�1, –1.13 kcal mol�1,
10.18 kcal mol�1, and 8.85 kcal mol�1 for def2-TZVP, def2-SVP,
tzdz, and 6-31+G(d), respectively. Although both def2-TZVP and
def2-SVP predict the highest differences in the DG‡ between the
LS and HS states, the separation of the substrates and complex-
1 from the LS path appears to be the weakest.

While the reaction paths for LS and HS states are evidently
separated when utilizing def2-TZVP, 6-31+G(d), and tzdz basis
sets (specifically, HS complex 1 exhibits a higher energy than
the TS LS), the situation is ambiguous in the case of the def2-
SVP basis set. In order to examine the potential spin cross-over,
we decided to perform minimum energy crossing point (MECP)
analysis with the easymecp code86 (which is a Python wrapper
for the original MECP program developed by Harvey et al.87).
In two instances where the HS complex 1 is below the LS TS
(PBE0/def2-SVP and PBE0-D3(BJ)/def2-SVP), MECP was identi-
fied with energies that are 1.14 kcal mol�1 and 1.23 kcal mol�1

(PBE0/PBE0-D3(BJ)) lower than the corresponding LS TS. It can
be assumed that when using the def2-SVP basis set exclusively,
the spin crossing-over may occur. Analogous MECP analysis for
PBE0/def2-TZVP yielded MECP 5.25 kcal mol�1 higher than the
LS TS, which may confirm that the visible reaction pathway
separation is sufficient to ensure the spin-selective manner.

Fig. 2 Structures of (a) complex-1, (b) complex-2, and the (c) transition state.
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It can be safely assumed that in the cases of 3 basis sets (def2-
TZVP/tzdz/6-31+G(d)), the spin crossover should not occur,
therefore, the remaining part of the discussion will focus
exclusively on the LS states.

3.2. Gibbs free energy of activation

Fig. 4 depicts the DG‡ values of the LS state for all considered
levels of theory (for exact values, see Table S1, ESI†). The DG‡

for all levels are calculated with respect to either isolated
substrates or complex 1, depending on their relative energy
(see Table S1, ESI†). The blue rectangle represents the area of
the experimental value including the measured error (11.87 �
1.78 kcal mol�1). Each square on the graph represents a
different level of theory with colors denoting the basis sets.
In the plot, we also included oB97X-V88/def2-TZVP (with

16.7% of HF exchange) for which we did not obtain a full
reaction path.

As can be seen, from among the considered functionals,
matches with the experimental range come from M06-D3(0)
with 6-31+G(d) (11.97 kcal mol�1), def2-SVP (10.98 kcal mol�1),
and tzdz (10.78 kcal mol�1) basis sets, alongside with
HSE06-D3(BJ) with def2-TZVP (13.61 kcal mol�1), 6-31+G(d)
(11.93 kcal mol�1), and def2-SVP (10.56 kcal mol�1) basis sets.
PBE0-D3(BJ)/6-31+G(d) and PBE0-D3(BJ)/def2-SVP yielded
values of 11.71 kcal mol�1 and 10.92 kcal mol�1, respec-
tively, whereas B3LYP-D3(BJ)/def2-TZVP, MN15-L/def2-TZVP,
and oB97X-D/tzdz predicted values 10.69 kcal mol�1,
11.52 kcal mol�1, and 13.68 kcal mol�1, respectively. In terms
of the basis sets, 6-31+G(d), def2-TZVP, and def2-SVP in
combination with the 3 functionals predicted the right value,
and tzdz with only 2 functionals. In addition, we also checked
the dispersion uncorrected BP8689,90 functional with the def2-
TZVP basis set, which yielded Gibbs free energy of activation
of 17.02 kcal mol�1.

To further assess what impacts the Gibbs free energy of
activation, we performed additional tests. Firstly, we considered
the impact of the low-valued frequency on thermochemistry, by
applying (1) Truhlar’s entropy extrapolation to 100 cm�1,91

(2) Grimme’s quasi-RRHO entropy interpolation,92 (3) Mine-
nkov’s quasi-RRHO entropy and the internal energy inter-
polation,93 to the results from the def2-TZVP basis set. In each
case, the average contribution to the DG‡ was around
1 kcal mol�1 (see Table S2 for details, ESI†).

Table 1 The mean difference of Gibbs free energy of activation between
the HS and LS states DDGz

� �
and MAE values for all functionals within the

given basis set

Basis set DDGz [kcal mol�1] State MAE [kcal mol�1]

def2-TZVP 11.42 LS 4.53
HS 15.95

def2-SVP 12.07 LS 2.90
HS 16.63

6-31+G(d) 8.41 LS 3.00
HS 11.41

tzdz 7.01 LS 2.92
HS 10.40

Fig. 3 Reaction pathway as obtained for the LS and HS states at the B3LYP-D3(BJ) functional with various basis sets.
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The formation of complex 1 is associated with a loss of
entropy within the range of 5.00–9.36 kcal mol�1 K�1 (with an
average of 8.00 kcal mol�1 K�1 as predicted when using the
def2-TZVP basis sets, see Table S2, ESI†). Applying Grimme’s
correction to low frequencies shifts this range to 8.50–
10.70 kcal mol�1 K�1 (with an average of 9.95 kcal mol�1 K�1).
Based on these results, it can be assumed that the low-valued
frequencies may be left untreated without the loss of accuracy.

The impact of the continuum model solvent was also
verified by applying the PCM model solvent to the MN15L/
def2-TZVP level of theory. The DG‡ obtained in that way was
lower by only 0.84 kcal mol�1 which means the choice of the
solvent model has no impact on accuracy.

Finally, we also verified the impact of the HF exchange
by varying its value in the B3LYP/def2-TZVP: BLYP (0%),
B3LYP* (15%), and B3LYP (20%). The obtained DG‡ are
16.25 kcal mol�1, 17.05 kcal mol�1, and 20.34 kcal mol�1 for
BLYP, B3LYP*, and B3LYP, respectively, which shows the
tendency to overestimate the reaction barrier with the increas-
ing amount of HF exchange.

We also tested the combination of the def2-TZVP single-
point energy with thermal correction as calculated by the def2-
SVP basis set for the chosen functionals. The results are
gathered in Table 2. Generally, the difference between full
def2-TZVP and combined def2-SVP/TZVP is around 1 kcal mol�1.
Encouraged by the promising results, we investigated meta-GGA

functionals (B97M-V94 and oB97M-V88 with 15% of HF
exchange) by the means of the basis set combination, and
received the Gibbs free energy of activation of 20.46 kcal mol�1

and 10.69 kcal mol�1, respectively, the latter being within the
experimental range.

3.3. Significance of dispersion correction

From the functionals considered, it can be seen that all the
variations lacking the empirical dispersion correction failed to
predict the experimental value. In the case of the MN15 and
MN15-L functionals, the inclusion of the D3(BJ) correction with
the def2-TZVP basis set resulted in a change of the DG‡ value by
less than 0.1 kcal mol�1; hence, we decided not to apply it in

Fig. 4 DG‡ as obtained from every level of theory is considered in the study for the LS state only. The blue rectangles depict the area of the experimental
measurement error (11.87 � 1.78 kcal mol�1) with the dashed line having the 11.87 value.

Table 2 Single-point def2-TZVP energies combined with the def2-SVP
thermal correction, alongside with full def2-TZVP DG‡ and the difference
between the full def2-TZVP and combined def2-SVP/TZVP (all values are
in kcal mol�1)

Functional DG‡ (SVP/TZVP) DG‡ (TZVP) DDG‡

B3LYP-D3 12.04 10.68 –1.36
PBE0-D3 15.16 14.33 �0.83
HSE06-D3 14.83 13.61 –1.22
MN15L 11.89 11.52 –0.37
M06 14.82 15.83 1.02
oB97M-V 20.46 – –
B97M-V 10.69 – –
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their case. The dispersion correction in their case also did not
affect the geometry in any significant way. In the case of the
functionals that were considered with and without the disper-
sion correction, the employment of the D3(BJ) method resulted
in lowering the DG‡ value on average by 8.86 kcal mol�1,
5.34 kcal mol�1, and 4.74 kcal mol�1 for B3LYP, HSE06, and
PBE0, respectively.

To investigate the impact of the dispersion on the Gibbs free
energy of activation, we performed the interaction region
indicator (IRI) analysis of the TS structure at the B3LYP-
D3(BJ)/def2-TZVP level of theory, which is presented in Fig. 5.

The IRI analysis provides a graphical representation of the
three principal types of interactions present within the system.
The red, green, and blue surfaces indicate the presence of
repulsive, dispersive, and attractive interactions, respectively.
The IRI analysis indicates that the regions surrounding the
ethyl group are the primary source of the dispersion inter-
actions occurring within the system. It is noteworthy that the
green regions are visible between the ethyl groups and the
hydrogens of the iBCh ring, the ethyl groups themselves, and

also between the ethyl groups and the pyrrole/pyrroline rings of
the isobacteriochlorin ring.

Upon the introduction of methyl chloride, which leads to the
transition state, a significant surface area of the interaction
between the ethyl group and MeCl emerges (illustrated in
Fig. 5b). However, there is also an interaction region between
the nitrogen atoms, which could indicate some interactions
with the p-electrons. This effect can explain the significant
impact of the dispersion correction not only on the relative
energy of the substrate but also on the resultant Gibbs free
energy of activation. Given that the target F430 cofactor system
comprises an even greater number of labile groups, it may be
reasonably assumed that dispersive interactions will play an
even more significant role in this system. Accordingly, any
attempt to model such systems must take into account the
potential influence of dispersive forces.

3.4. Impact of the planarity of the isobacteriochlorin ring

In several cases, a high deviation of the iBCh ring from the
planarity was observed. When the deformation of the ring was a

Fig. 5 Visualization of the interaction region indicator (IRI). Blue regions indicate attractive interactions (here: chemical bonds), green regions indicate
van der Waals interactions and red regions indicate repulsive interactions. Both structures of TS without (a) and with the (b) IRI surfaces are taken from the
B3LYP-D3(BJ)/def2-TZVP level of theory.
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consequence of the geometry optimization of the substrate
[OEtiBCh-Ni(I)]�, it had a significant impact on the Gibbs free
energy of activation. The problem manifested itself mainly with
the use of the MN15 functional in each basis set considered,
but we also encountered this problem with preliminary calcula-
tions on the smaller iBCh model lacking side ethyl groups
(see Section S4, ESI†). Fig. 6 depicts two configurations of the
[OEtiBCh-Ni(I)]� structure at the MN15/tzdz level of theory with
two distinct molecular planarity parameter (MPP) values.

In the presented case of MN15/tzdz, the more planar structure is
a minimum with a relative Gibbs free energy of –11.54 kcal mol�1.
This results in a change of the DG‡ from 3.47 kcal mol�1 (with
respect to the less planar structure) to 15.01 kcal mol�1 (with
respect to the more planar structure). An additional spin popula-
tion analysis (Fig. S3, ESI†) indicated that in the planar structure,
the radical was formed on the nickel atom, whereas in the distorted
structure it was spread on the isobacteriochlorin ring. This issue
can be readily identified by examining the MPP values of the
substrates (see Table S5 for MPP values for all considered
structures, ESI†). While at some levels of theory it may be
challenging to accurately capture the energetically more favor-
able structure of the planar [OEtiBCh-Ni(I)]� and may be time-
consuming, it always appears to be a better minimum, effectively
increasing the Gibbs free energy of activation. Nevertheless,
despite our awareness of this issue, we were unable to identify
the planar structure in the case of MN15/def2-TZVP. The appar-
ent minimum found, although it had a low MPP value, showed
an imaginary vibration frequency in the direction of bending the
isobacteriochlorin ring plane, and the obtained DG‡ value is
with respect to complex-1. Consequently, the reported value for
MN15/def2-TZVP may be an underestimate.

In some cases, the MPP values allow us to estimate
the relative energy of the structure. For example, in the case
of M06-D3(0)/tzdz, we observed that complex-1 exhibits a lower
Gibbs free energy than the isolated substrates by 0.92 kcal mol�1.
The MPP values for the substrate and complex-1 are 0.092 Å and
0.078 Å, respectively. Another illustrative example is B3LYP-D3(BJ)/
def2-SVP, wherein complex-1 exhibits Gibbs free energy that is
0.65 kcal mol�1 lower than that of the substrate, with the MPP
values of the substrate and complex-1 being 0.118 Å and 0.113 Å,

respectively. As the MPP difference increases, so does the Gibbs
free energy difference: in the case of MN15/def2-TZVP, the MPP
values for the substrate and complex-1 are 0.503 Å and 0.104 Å,
respectively, with a G difference of 7.00 kcal mol�1. Unfortunately,
this relationship is not maintained in the case of MN15-L/def2-SVP
and tzdz with a difference in G of 0.36 kcal mol�1 and
2.29 kcal mol�1 favoring complex-1, respectively, but the MPP
values for the substrate and complex-1 are 0.119 Å and 0.143 Å
in the case of def2-SVP, respectively, and 0.096 Å and 0.120 Å for
tzdz, respectively.

In the case of the MN15 functional, it can be observed that
the deformation of the ring results in a reduction of the N–Ni
bond lengths. In all other functionals in all basis sets, the N–Ni
bond lengths are in the range of 2.04–2.06 Å. However, in the
case of MN15, the bonds are shortened to 1.94 Å. While
significant MPP values are observed also for TS structures
obtained with the def2-SVP basis set, the N–Ni bonds are not
shortened. It is noteworthy that the deviation from planarity, in
this case, appears to have a different source than in the case of
MN15 substrates. While the MN15 structures appear to be bent
equally on both sides, in the case of the def2-SVP transition
states, there is a significant bending of the neighborhood of the
linking carbon atom between the pyrrolidine rings.

Although the MPP value may be useful in the estimation of
the relative energy, and it appears that the deformation of the
iBCh ring, if present, has a significant effect on the barrier
value, complex-1 sometimes demonstrates greater stability than
the isolated substrates, even though the ring within complex-1
exhibits higher deviation from the planarity. In addition to the
planarity of the iBCh ring, other factors may contribute to the
relative stability of the system.

3.5. Chlorine kinetic isotope effects (Cl-KIEs)

In the absence of experimental data regarding the Cl-KIE values
for the dehalogenation reaction of chloromethane by the
porphyrin nickel(I) derivative anion, it is necessary to rely on
the typical range of KIEs for reactions which is reported to be
1.006–1.009.95 A more recent experimental study regarding the
reduction of chlorine derivatives of alkanes by vitamin B12

Fig. 6 [OEtiBCh-Ni(I)]� structure obtained at the MN15/tzdz level of theory with the MPP value of (a) 0.534 Å and (b) 0.099 Å. The coloring indicates
either positive (blue) or negative (red) deviation from the planarity (the scale is in Å). The ethyl groups are made semi-transparent for visual clarity.
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(whose core, the corrin ring, resembles the porphyrin ring)
reports values of 1.005.96

The theoretical Cl-KIE values for the considered reaction span
from 1.0089 to 1.0118. The def2-SVP basis set yielded both extreme
values, with the lowest being obtained from M06-D3(0) and the
highest from PBE0-D3(BJ). When the values are averaged across all
basis sets, each functional yielded values in the range of 1.010 –
1.011, which is above the expected value of a typical SN2 reaction.
The studies regarding the SN2 dehalogenation reactions of MeCl
show a correlation between the computed KIE values and the
Wiberg bond orders for the Ca–Cl bonds in the transition. The
corresponding Wiberg bond orders range from 0.44 to 0.63, as
evidenced by the plot of the Cl-KIEs as a function of the Wiberg
bond order presented in Fig. 7 (for exact values, see Table S7, ESI†).

The values presented here are partially in agreement with the
study conducted by Szatkowski and Hall.14 The Cl-KIE values for
the smaller model of iBCh (a model lacking the ethyl groups that
was used in their study) were found to be in the range of 1.0084–
1.0102. However, the low values of Wiberg bond orders, ranging
from 0.0967 to 0.1218, are in stark contrast to the findings
presented here. The Cl-KIE values presented here provide further
insight into the dehalogenation process by porphyrin derivative
ligands with nickel(I) anions, which particularly exhibit large values.

4. Conclusions

We have carried out a comprehensive benchmark of DFT
functionals and basis sets for modeling the organo-chloride

dehalogenation with a porphyrin derivative ligand nickel(I)
anion [OEtiBCh-Ni(I)]� as a model of the F430 cofactor model.
Through the use of the interaction region indicator (IRI)
analysis, we were able to confirm the significance of dispersion
effects on the reaction and the subsequent value of the Gibbs
free energy of activation. It is clear that dispersion forces play a
crucial role in stabilizing the transition state through interac-
tions between the side ethyl groups and nitrogen atoms; there-
fore, the applied level of theory must take into account the
dispersion forces.

We showed a relationship between the planarity of the
isobacteriochlorin ring and the relative stability of the sub-
strate. A deviation of the structure from planarity can increase
the relative energy, leading to the underestimated value of the
DG‡. The deviation can be estimated easily by the molecular
planarity parameter (MPP) that can be used to make a pre-
liminary estimate of the relative energy of the substrates. When
comparing the same type of structures with different values of
the MPP (for example, two substrates), a lower MPP value
indicates greater stability. However, when comparing two dif-
ferent types of structures (for example, the substrate and
complex-1), this relationship is not always preserved. We iden-
tified two main types of deformation: simultaneous bending
of the two sides (like a sheet of paper) exhibited by MN15
substrates and the folding of the neighborhood of the carbon
atom connecting the pyrrolidine rings exhibited by def2-SVP
transition states.

Of the total 40 levels of theory present in our study, 11 of
them have yielded the DG‡ within the experimental range.

Fig. 7 Correlation of Cl-KIEs with the transition-state Wiberg Ca–Cl bond orders. The values outlined with a black circular border indicate the KIEs for 11
levels of theory that yielded the DG‡ value within the experimental range.
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These include PBE0-D3(BJ) functionals with the def2-SVP and
6-31+G(d) basis sets, M06-D3(0) functional with def2-SVP,
6-31+G(d), and tzdz basis sets, MN15-L/def2-TZVP, oB97X-D/
tzdz, HSE06-D3(BJ) functional with def2-TZVP, def2-SVP, and
6-31+G(d) basis sets, and B3LYP-D3(BJ)/def2-TZVP. In the light
of the computational cost and obtained values of DG‡ and
Cl-KIE, we recommend MN15-L/def2-TZVP as a solid and sur-
prisingly inexpensive level of theory. The predicted DG‡ value
deviates from the experimental value by only 0.35 kcal mol�1

with a predicted KIE value of 1.010, which is only slightly larger
than the expected value.

The remaining alternatives are M06-D3(0), PBE0-D3(BJ), and
HSE06-D3(BJ), which may be employed in conjunction with the
6-31+G(d) basis sets. Although these methods are slightly more
computationally expensive, their predictions of DG‡ are even
more accurate, differing by less than 0.2 kcal mol�1. The
6-31+G(d) basis set, although relatively small, appears to accu-
rately predict the Gibbs free energy of activation and geo-
metries. However, the predicted KIEs fall within the range of
1.010–1.012, which is considerably higher than expected.

The use of the def2-SVP basis set, despite its capacity to
accurately predict DG‡ values, has been observed to frequently
yield problematic geometries. This phenomenon manifests as a
considerable deformation of the isobacteriochlorin ring in the
transition states, which can result in underestimated barriers.
Consequently, the choice of the def2-SVP basis set, while
representing the most economical option within our bench-
mark analysis, may necessitate caution when interpreting its
results, particularly in regard to geometrical accuracy. The
predicted KIE values are also the highest among the 11 consi-
dered levels of theory. Therefore, we recommend the use of this
basis set only for preliminary calculations, given its affordability
and speed.

Data availability

The Cartesian coordinates of both the LS and HS states are
available at Zenodo (https://doi.org/10.5281/zenodo.14138469).
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