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ural plausibility in diffusion-based
3D molecule generation via property-conditioned
training with distorted molecules†

Lucy Vost, a Vijil Chenthamarakshan, b Payel Dasb and Charlotte M. Deane *a

Traditional drug design methods are costly and time-consuming due to their reliance on trial-and-error

processes. As a result, computational methods, including diffusion models, designed for molecule

generation tasks have gained significant traction. Despite their potential, they have faced criticism for

producing physically implausible outputs. As a solution to this problem, we propose a conditional

training framework resulting in a model capable of generating molecules of varying and controllable

levels of structural plausibility. This framework consists of adding distorted molecules to training

datasets, and then annotating each molecule with a label representing the extent of its distortion, and

hence its quality. By training the model to distinguish between favourable and unfavourable molecular

conformations alongside the standard molecule generation training process, we can selectively sample

molecules from the high-quality region of learned space, resulting in improvements in the validity of

generated molecules. In addition to the standard two datasets used by molecule generation methods

(QM9 and GEOM), we also test our method on a druglike dataset derived from ZINC. We use our

conditional method with EDM, the first E(3) equivariant diffusion model for molecule generation, as well

as two further models—a more recent diffusion model and a flow matching model—which were built off

EDM. We demonstrate improvements in validity as assessed by RDKit parsability and the PoseBusters test

suite; more broadly, though, our findings highlight the effectiveness of conditioning methods on low-

quality data to improve the sampling of high-quality data.
1 Introduction

Drug design involves complex optimisation steps to obtain
molecules that achieve desired biological responses. Tradi-
tional methods rely on trial-and-error, leading to high costs and
limited productivity.1 Computational approaches, especially
deep learning models, aim to reduce costs and expedite
processes by reducing failures. One way that suchmodels aim to
do this is by generating molecules with desirable properties,
particularly in terms of binding to their target. To achieve this,
a model must rst master the fundamental task of generating
structurally viable molecules.

While many models historically operated in 1D or 2D
space,2–4 focus has recently shied towards developing models
capable of directly outputting both atom types and coordinates
in 3D. Autoregressive models were once prominent in this
domain, generating 3D molecules by adding atoms and bonds
iteratively.5–7 However, such models suffer from an
rd, Oxford, UK. E-mail: deane@stats.ox.

, USA

tion (ESI) available. See DOI:

2–1099
accumulation of errors during the generation process and do
not fully capture the complexities of real-world scenarios due to
their sequential nature, potentially losing global context.8,9 To
address these limitations, recent studies have turned to diffu-
sion models, which iteratively denoise data points sampled
from a prior distribution to generate samples. Unlike autore-
gressive models, diffusion-based methods can simultaneously
model local and global interactions between atoms. Neverthe-
less, diffusion in molecule generation has faced criticism for
yielding implausible outputs.10,11 There have been ongoing
efforts to improve the performance of models trained on small
molecules such as those found in the QM9 dataset, and as such
the models currently available are capable of reliably generating
molecules of this size.12–16 However, achieving success in
generating larger molecules, as encountered in datasets like
GEOM,17 remains challenging without incorporating additional
techniques such as energy minimisation or docking.18

In this paper, we focus on enhancing the ability of a diffusion
model to generate plausible 3D druglike molecules. To achieve
this, we use the property-conditioning method developed by
Hoogeboom et al.13 Instead of conditioning a model on pre-
existing properties, we condition on conformer quality,
training the model to not only generate molecules, but also to
distinguish high- and low-quality chemical structures (Fig. 1).
© 2025 The Author(s). Published by the Royal Society of Chemistry
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To achieve this, we generate distorted versions of each of the
three datasets we evaluate the method on: QM9, GEOM, and
a subset of ZINC. We sample molecules from each dataset and
apply random offsets to their original coordinates, based on
a maximum distortion value. Each distorted molecule is
assigned a label representing the degree of warping applied and
is added back to the dataset. Non-distorted molecules are also
labeled, identifying them as high-quality conformers. Using
these datasets of molecules with varying levels of quality, we
train property-conditioned models, encouraging the model to
learn to label molecule validity while simultaneously training it
to generate molecules.

First, we evaluate our conditioning method with EDM, the
rst E(3) equivariant diffusion model for molecule generation.13

We then test it on two additional models: a geometry-complete
diffusion model14 and a owmatching method,19 both designed
to enhance the structural plausibility of generated molecules.
Since existing models already achieve strong performance on
QM9, leaving little room or need for improvement, we focus on
evaluating our approach on slightly larger, more chemically
complex molecules. To this end, we employ two datasets of
druglike molecules: the GEOM dataset, and another derived
from the ZINC database.

Our ndings demonstrate that across the models tested,
conditioning a model with low-quality conformers enables it to
discern between favourable and unfavourable molecular
conformations. This allows us to target the area of the learned
space corresponding to high-quality molecules, resulting in an
improvement of the validity of generated molecules. More
broadly, this demonstrates the potential of supplementing
molecule generation methodologies not solely with examples of
desired molecules but also with instances exemplifying unde-
sired outcomes.
2 Methods
2.1 Generation of 3D molecules

Hoogeboom et al.13 introduced the rst E(3)-equivariant diffu-
sion model (EDM) for generating 3D small molecules. Since
then, signicant efforts have been made to modify the original
EDM, whether to adapt the method for structure-based drug
design8,20,21 or to enhance the validity of the generated mole-
cules.22 Notable examples of the latter include GCDM
(Geometry-Complete Diffusion Model)14 and MolFM.19 GCDM
addresses the limitations of diffusion models that rely on
molecule-agnostic and non-geometric graph neural networks
(GNNs) for 3D graph denoising by introducing a geometry-
complete approach. In contrast, MolFM focuses on the issue
of unstable probability dynamics in existing diffusion models
by incorporating geometric ow matching, merging the
advantages of equivariant modeling with stabilised probability
dynamics.
2.2 Conditioning on conformer quality

The authors of EDM developed an extension to their method to
carry out conditional molecule generation. In this instance,
© 2025 The Author(s). Published by the Royal Society of Chemistry
property annotations are included alongside each of the mole-
cules in the training dataset, and at inference, molecules can be
generated with a desired value of this property. We use this
property-conditioning method to train models conditioned on
conformer quality. To implement this, we rst generated data-
sets with 3D conformers of molecules of variable quality levels,
and corresponding annotations. We generated distorted
versions of a subset of molecules from each of the datasets we
used (Fig. 2). For each molecule, its 3D coordinates, represented
as C = {(xi, yi, zi)} where i denotes the atom index, were ob-
tained. Subsequently, a random number D within the range of
0 to Dmax angstroms, labelled as the maximum distortion, was
sampled:

D ∼ U(0,Dmax)

This value represents the maximum distance in angstrom
that could be added to atoms in that molecule: in other words,
the sampled distortion value determines the maximum extent
of perturbation to be applied to the molecule's structure.
Following this, random offsets were generated within the range
of −D to D, for each dimension of every atom's coordinates:

offsetx, offsety, offsetz ∼ U(−D,D)

These offsets were then applied to the original coordinates:

sxi
= xi + offsetx; syi = yi + offsety; szi = zi + offsetz

Resulting in a ‘distorted’ version of the molecule. This dis-
torted molecule, along with its corresponding sampled distor-
tion value D, was subsequently added to the training set.
Following the generation of the distorted datasets, we use the
property-conditioning training protocol outlined by Hooge-
boom et al.13 to train on them, using the distortion factor D as
the property of interest, and follow the sampling protocol to
generate molecules corresponding to D = 0 Å.
2.3 Assessment metrics

For each model architecture, we follow their respective guide-
lines for training and sampling models, with the exception of
cases for which pretrained models have been provided (EDM –

QM9, GCDM – GEOMno h, and MolFM – GEOMno h). We then
use each trained model to generate 1000 molecules, with the
exception of models in the ablation tests, where we sampled 100
molecules per model to efficiently screen the effects of varying
both distortion magnitudes and the ratio of distorted to non-
distorted molecules. Since these models output only atom
types and coordinates, we adhered to the standard practice13,23

of using OpenBabel24 to assign bonds based on interatomic
distances. These post-processed molecules were rst passed
through RDKit's sanitisation checks, giving an RDKit sanitisa-
tion pass rate. All molecules were then evaluated using the
PoseBusters test suite, which begins with its own sanitisation
step – molecules failing this initial check automatically fail all
Digital Discovery, 2025, 4, 1092–1099 | 1093
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Fig. 1 An overall schema of the methods used with (1) the datasets used to train both the unconditional and conditional models, (2) the
generation of high energy conformers and their addition to the datasets, (3) the training of the conditional model and (4) the conditional
inference.
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subsequent tests. PoseBusters then tests the physical validity of
the molecule by bond pattern matching, correct tetrahedral
chirality specication, and appropriate double bond stereo-
chemistry. The suite also assesses intramolecular validity
Fig. 2 Diagram depicting the process of coordinate distortion for a mo
steps: first, sampling the maximum distortion (D) from a uniform distribut
within the range of [−D, D] for each dimension of the original coordinat
atom in the molecule, resulting in a distorted conformer, S.

1094 | Digital Discovery, 2025, 4, 1092–1099
through multiple geometric checks: bond lengths must fall
within 0.75–1.25 times the expected bounds from distance
geometry, bond angles must similarly be within 0.75–1.25 times
their expected ranges, aromatic rings (5 or 6-membered) must
lecule in three-dimensional space. The process involves the following
ion between 0 and Dmax Angstrom. Second, generating random offsets
es, C. Third, applying these offsets to the original coordinates of each

© 2025 The Author(s). Published by the Royal Society of Chemistry
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maintain planarity within 0.25 Å, and aliphatic carbon–carbon
double bonds must show appropriate planarity with their
neighbouring atoms (within 0.25 Å). Additionally, PoseBusters
checks for internal steric clashes by ensuring interatomic
distances between non-covalently bound atoms exceed 0.7
times their lower geometric bounds. Finally, it evaluates ener-
getic feasibility by comparing the molecule's calculated energy
(using RDKit's UFF) against an ensemble of 50 conformations
generated via ETKDGV3 and relaxed using force eld optimi-
sation. We report both the initial RDKit sanitisation pass rate
and the number of molecules that successfully pass all seven
non-sanitisation PoseBusters tests. Additionally, we assess
structural diversity among the generated molecules using the
MOSES framework,25 and check for presence of undesirable
functional groups in each molecule using the REOS (Rapid
Elimination of Swill26,27) functionality in the

toolkit28 (see ESI†). For every statistic,
we provide 95% condence intervals computed using SciPy's

with 1000 samples and the “percentile”
method.29
2.4 Datasets

To ensure consistency in our comparisons with pretrained
baseline models, we use the same dataset splits and versions as
those in the EDM paper. For QM9, this corresponds to the train/
validation/test split introduced by Anderson et al.,30 based on
the 2014 version of QM9.12 For GEOM, we follow the split
introduced by the EDM authors,13 which uses the 2022 version
of the dataset.17 To maintain consistency and allow for
comparison with the models trained on these datasets, we
follow the same splitting regime as proposed by Anderson
et al.30 for our ZINC subset.

2.4.1 QM9. The QM9 dataset12 is a widely used benchmark
dataset in quantum chemistry and machine learning research.
It consists of quantum-mechanical properties and 3D
conformers of 130 000 small organic molecules with an average
of 17.5 atoms (8.2 heavy atoms).

The QM9 dataset has been extensively used to develop and
validate machine learning models for molecular property
prediction. However, it has also recently become the central
benchmark for de novo molecule generation, particularly in the
development of diffusion models,13,14 and as such, new diffu-
sion models are capable of reliably generating molecules
similar to those found in QM9.

2.4.2 GEOM. While QM9 features only smaller-than-
druglike molecules, GEOM17 is a larger-scale dataset of molec-
ular conformers. It features 430 000molecules, of which 317 928
are mid-sized organic molecules from AICures and Molecule-
Net,31 and 133 258 molecules are from QM9, resulting in an
average molecule size of 44.4 atoms (20.1 heavy atoms). For
eachmolecule, a variable number of conformers are given along
with their approximate internal energy as calculated with XTB.32

From this dataset, Hoogeboom et al.13 retain the 30 lowest
energy conformations for each molecule in their work.

Similar to Peng et al.,22 we use a version of GEOM from which
hydrogen have been removed (GEOMno h), as the positions of
Digital Discovery, 2025, 4, 1092–1099 | 1095
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hydrogen atoms can oen be inferred with a high level of
condence.33 This not only reduces the computational demand
of training, but also facilitates more effective learning of heavy
atom placements. This leads to the GEOMno h dataset becoming
the quickest to train on among the three druglike datasets. We
therefore use the GEOMno h dataset for conducting ablation
tests.

2.4.3 ZINC. ZINC34 is a database of commercially-available
compounds containing over 230 million purchasable
compounds in ready-to-dock, 3D formats.

We generate a training set by selecting a subset of 660 000
molecules from the druglike catalog of the ZINC database.
Unlike GEOM, this subset is curated without repeat conformers.
Hydrogen atoms are not included, and the average molecule
comprises 26.8 heavy atoms.

3 Results and discussion

In this section, we evaluate the performance of EDM, both
conditional and non-conditional, on QM9, GEOMno h and ZINC.
We then present a series of ablation tests on the GEOMno h

dataset. These tests were used to identify a sensible ratio and
distortion level of the distortedmolecules. Finally, we assess the
broader applicability of our quality conditioning method by
assessing it with GCDM and MolFM.

3.1 Conditioning on distortion factor

We generated conditional versions of each dataset using
parameters Dmax = 0.25 Å and a distorted : non-distorted
molecule ratio of 1 : 50. Aer training conditional models on
these modied datasets, we sampled 1000 molecules from each
and evaluated their quality using RDKit and PoseBusters. The
results of this evaluation are presented in Table 1.

Our baseline analysis reveals a clear relationship between
molecule size and model performance. The QM9 dataset,
comprising molecules smaller than 9 heavy atoms had the
highest baseline performance with RDKit and PoseBusters pass
rates of 92.2% and 81.1%, respectively. The non-conditioned
EDM model performed exceptionally well with QM9,
surpassing all conditional variants across both evaluation
metrics. This superior performance may be attributed to EDM's
specic development for QM9, coupled with the dataset's
smaller molecular size, which appears to enable better
Table 2 Performance comparison of EDM trained conditionally on GEO
various ratios of distorted:non-distorted molecules and maximum distort

Dmax (Å)

Ratio of distorted:non-distorted molecules

1 : 20 1 : 50

RDKit sanitisation,
%

PoseBusters pass
rate, %

RDKit saniti
%

0.1 96 (92–99) 73 (64–81) 96 (92–99)
0.25 95 (90–99) 52 (42–62) 97 (92–99)
0.5 97 (93–100) 75 (66–83) 97 (93–100)
1 93 (88–97) 57 (47–67) 89 (78–97)

1096 | Digital Discovery, 2025, 4, 1092–1099
discrimination between high-quality and low-quality
conformers without requiring examples of the latter.

The GEOMno h dataset also showed strong baseline perfor-
mance as assessed with RDKit, with generated molecules
achieving a pass rate of 84.7%. However, the more stringent
PoseBusters tests presentedmore of a challange, with generated
molecules presenting a pass rate of 62.2% for PoseBusters. This
can particularly be attributed to the tests concerning bond
lengths (65.6% pass rate), bond angles (73.8%), connectivity
(74.4%) and internal energy (75.2%). Conditional training
improved these metrics substantially, reaching pass rates of
96.6% (bond lengths), 93.7% (bond angles), 89.4% (connec-
tivity) and 87.7% (internal energy). Minor improvements were
also seen in the steric clash tests (97.8% to 100%).

The baseline model trained on the ZINC subset exhibited
markedly lower performance than the other two datasets, with
RDKit sanitisation pass rates of 70.6% and PoseBusters pass
rates of 40.0%. The most prevalent failures occurred in bond
lengths and atom connectivity, with pass rates of only 65.0%
and 62.4%, respectively. This performance decline relative to
GEOMno h may be attributed to two factors. Firstly, the ZINC
dataset's increased diversity, featuring unique conformers
rather than multiple conformers per molecule (as found in
GEOMno h), may cause the model to prioritise learning atom
types over optimising 3D conformer generation. Secondly, and
perhaps more signicantly, the compositional differences
between datasets may play a crucial role. While the ZINC subset
exclusively contains medium-sized compounds, GEOMno h

incorporates the entire QM9 dataset, resulting in a smaller
average molecule size.

Conditional training on the ZINC dataset yielded improved
RDKit sanitisation rates and PoseBusters scores. The most
notable improvement was observed in the ZINC model's atom
connectivity pass rate, which increased from 62.4% to 95.7%,
but improvements were also seen in the pass rates of the tests
assessing bond lengths (65.0% to 94.1%), bond angles (75.3% to
93.7%), internal steric clash (79.5% to 99.0%), and internal
energy (78.5% to 89.4%).

These ndings show that while the baseline, non-
conditional EDM model excels at generating small
compounds, its performance declines when restricted to
medium-sized molecules, oen producing physically implau-
sible structures. In the next section, we present ablation tests
Mno h using a distortion factor, D, and sampled with D = 0 Å across
ion values in angstrom. 95% confidence intervals are shown in brackets

1 : 100

sation, PoseBusters pass
rate, %

RDKit sanitisation,
%

PoseBusters
pass rate, %

77 (69–85) 96 (92–99) 77 (68–85)
81 (73–88) 96 (92–99) 77 (68–85)
78 (70–86) 95 (90–99) 68 (59–77)
54 (38–70) 62 (52–71) 8 (3–14)

© 2025 The Author(s). Published by the Royal Society of Chemistry
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exploring the impact of varying distortion magnitudes and the
ratio of distorted to non-distorted molecules when applying our
conditioning method.
3.2 Ablation tests

To identify the optimal proportion of distorted molecules and
the required degree of distortion for effective conditional
training, we performed ablation studies using the GEOMno h

dataset (Table 2). This dataset was selected due to its inclusion
of drug-like molecule sizes, unlike QM9, whilst being a more
computationally tractable set to train than the ZINC dataset. For
these ablation studies, we sampled 100 molecules per model to
efficiently screen the effects of varying both distortion magni-
tudes and the ratio of distorted to non-distorted molecules.

We introduced varying numbers of distorted molecules at
different distortion levels (ranging from 0 Å, indicating no
distortion, to the maximum distortion, Dmax Å) into the original
GEOMno h dataset. We dened dataset ratios based on the
number of distorted and original molecules: for example, a 1 :
50 ratio indicates one distorted molecule was added for every
y original molecules. We evaluated each model's perfor-
mance by training conditioned models and sampling 100
molecules, ensuring that the samples were from the low-
distortion-factor region of the learned space (formally, enforc-
ing D = 0 Å).

The model trained on a dataset with a ratio of 1 : 50 distorted
molecules and a maximum distortion of 0.25 Å exhibited the
joint highest RDKit parsability rate of 97%, and the highest
PoseBusters pass rate at 81%. While several models reached
97% RDKit sanitisation rates (namely 1 : 20, Dmax= 0.5 Å and 1 :
50, Dmax = 0.5 Å), these models exhibited slightly lower Pose-
Busters pass rates (75% and 78%, respectively). Increasing or
decreasing Dmax further resulted in PoseBusters performance
decreasing across all ratios, primarily due to failures in the
internal energy test.

This observation suggests that if the training includes
molecules that are too distorted, the model does not effectively
learn to distinguish between subtly awed and acceptable
molecular structures. Distorted molecules should therefore still
bear some resemblance to realistic conformers, albeit with
Table 3 Performance comparison of GCDM and MolFM when trained o
conditionally trained on distortion factor using a dataset generated with D
95% confidence intervals are shown in brackets

R

(a) GCDM
Baseline GEOMno h 1

ZINC 5
Conditional GEOMno h 9

ZINC 9

(b) MolFM
Baseline GEOMno h 9

ZINC 7
Conditional GEOMno h 9

ZINC 9

© 2025 The Author(s). Published by the Royal Society of Chemistry
deliberately infeasible bond lengths and angles. On the other
hand, insufficient distortion compromises the effectiveness of
the conditioning classier, and the models struggle to distin-
guish between high-quality and low-quality conformations,
leading to poor performance in generating desirable molecules.

These results demonstrate the concept of conditioned
training on negative data, and give an idea of the extent of
distortion and frequency of distortedmolecules to add. We used
a ratio of 1 : 50, and Dmax = 0.25 Å for all subsequent tests, but
note that any dataset would likely benet from different exact
values of these parameters.

We also examined the quality of molecules generated when
sampling from the low-quality region of the learned space
(formally, D = Dmax Å). The results of this are shown in the ESI.†
Themolecules sampled using D= Dmax Å are, as expected, worse
than both the conditioned models and the baseline model in
terms of PoseBusters pass rates, with the highest reaching only
53%. This poor performance is mainly attributed to failures in
the internal energy test.

Having established the parameters for conditional training
datasets in terms of quantity of distorted molecules and extent
of distortion, and demonstrated that our conditioning method
enhances the structural plausibility of generated molecules
when EDM is trained on ZINC or GEOMno h, we now move on to
testing this approach on other models.
3.3 Testing the conditioning method on additional models

To evaluate the broader applicability of our method, we apply it
to two other models: GCDM14 andMolFM.19 The performance of
these models when trained on GEOMno h and ZINC is presented
in Table 3.

For the GEOM dataset, the GCDM conditional model shows
very marginal improvements in PoseBusters performance over
the baseline (mostly due to the internal energy test, for which
the pass rate increases from 86.2% to 88.6%). However, since
baseline performance is already high, conditioning has limited
overall impact. GCDM trained on the ZINC subset, on the other
hand, shows a much more substantial improvement with
conditioning. The baseline model struggles with the connec-
tivity of molecules, which increases from 63.7% in the baseline
n GEOMno h and our ZINC subset using the default setup (baseline) or

max = 0.25 Å and 1 : 50 distorted molecules, and sampled with D= 0 Å.

DKit sanitisation, % PoseBusters pass rate, %

00.0 (100.0–100.0) 77.8 (75.2–80.4)
6.3 (53.3–59.3) 40.8 (38–43.6)
9.9 (99.7–100.0) 79.7 (77.2–82.1)
7.2 (95.8–98.4) 66.5 (62.5–70.4)

8.6 (97.5–99.6) 80.8 (77.3–84.1)
2.0 (69.2–74.8) 42.3 (39.2–45.4)
4.5 (93.0–95.9) 46.8 (43.7–49.8)
3.3 (91.6–94.9) 45.9 (42.6–49.1)
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model to 94.4% when our conditioning method is applied,
resulting in an overall boost in both RDKit sanitisation and
PoseBusters pass rate.

Training MolFM using the conditional method does not
improve the plausibility of generated molecules when using
GEOMno h, in which many molecules suffer from connectivity
issues. It does, however, improve the plausibility of generated
molecules when using the ZINC dataset, by a margin similar to
that shown by EDM.

In conclusion, our conditioning method that was developed
and tested with EDM is able to, without modication, enhance
molecular plausibility across different models when looking at
ZINC. These results suggest that the conditioning approach is
broadly applicable.

4 Conclusions

In this work, we have demonstrated the effectiveness of
including low-quality conformers in a training set and condi-
tioning a diffusion model on a label representing conformer
quality to enhance the generation of high-quality druglike
molecules. By leveraging datasets derived from GEOM and
ZINC, alongside a conditioning method proposed by Hooge-
boom et al., we have successfully improved the validity of
generatedmolecules. Our approach, which focuses on sampling
molecules with labels corresponding to low distortion factors,
leads to enhancements in RDKit parsability and validity as
assessed by PoseBusters for the original EDM, as well as for
a subsequent diffusion model, GCDM, and a ow-matching
model, MolFM.

The method shows strongest improvements for diffusion-
based models, particularly those built on the EDM framework,
which comprise a signicant portion of current 3D molecule
generation approaches. The approach is also more effective for
datasets containing larger, drug-like molecules, as demon-
strated by our results with GEOMno h and ZINC. This can be
explained mechanistically; larger molecules have more complex
conformational spaces where explicit examples of invalid states
help dene the boundary between high-quality and low-quality
conformers. Conversely, the method provides limited benets
for datasets like QM9 where molecules are small (fewer than 9
heavy atoms) and have constrained conformational spaces. In
these cases, it appears models can effectively learn to distin-
guish valid from invalid conformations from the training data
alone.

Our ndings underscore the importance of considering the
quality of conformers in molecule generation processes. The
results show that by training models to discern between favor-
able and unfavorable molecular conformations, we can selec-
tively sample from the high-quality region of learned space,
resulting in signicant improvements in the validity of gener-
ated molecules.

Moving forward, further research could explore additional
conditioning methods and datasets to continue improving the
quality and diversity of generated molecules. Additionally,
investigating the applicability of our approach to other areas of
molecular design and exploration could yield valuable insights
1098 | Digital Discovery, 2025, 4, 1092–1099
for drug discovery and beyond. Overall, our study provides
a promising avenue for generating valid drug-sized molecules
efficiently and effectively.

Data availability

The data, checkpoints, and scripts for training, testing, and
evaluation used in this paper are available at https://
github.com/lucyvost/distorted_diffusion/tree/main (DOI:
https://doi.org/10.5281/zenodo.15010217). Preprocessed
versions of the larger two datasets the method was tested on,
GEOM and ZINC, are hosted on Zenodo (DOI: https://doi.org/
10.5281/zenodo.14825439).
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