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Ambient air pollution has been linked to several health endpoints. The WHO attributes 7 million deaths

annually to air pollution with particulate matter (PM2.5) being the pollutant of critical importance due to its

devastating health effects. Air quality monitoring is very limited in sub-Saharan African (SSA) countries and

although satellite remote sensing has helped to bridge the huge air quality data gaps, these measurements

have not been validated against ground-level measurements in these countries. We therefore evaluated the

efficiency of low-cost sensors in estimating PM2.5 concentrations in an African city through comparison of

low-cost sensor data with satellite aerosol optical depth (AOD) data leveraging complex machine learning

(ML) methods. Low-cost sensor data were collected from a monitoring network in Accra, Ghana, with AOD

measurements extracted from the MODIS MCD19A2v061 dataset and processed using the MAIAC

algorithm. Ordinary Least Squares regression, Random Forest, Extra Trees, Boosted Decision Trees and

XGBoost were used to establish the relationship between AOD and low-cost sensor PM2.5 measurements

incorporating meteorological data. We observed significant positive relationships for two low-cost sensors

deployed in the network (Clarity Node S and Airnote). The R2 values were, however, low, ranging from 0.18

to 0.27, with the corrected Airnote data recording the highest R2. The ML models which integrated

temperature and humidity improved the R2 values with the Boosted Decision Tree demonstrating the best

predictive capability. Seasonal variability was found to have a strong influence on model performances with

the dry season model performing significantly better than the wet season model. Consistent with other

studies, AOD explained only a small proportion of ground-level PM2.5 variations. Evidence from this sensor

network in Accra suggests that AOD predicts ground-level PM2.5 measured with low-cost sensors in

a manner similar to conventional air monitoring instrumentation. However, for low-cost sensors to be

deemed a good substitute for satellite AOD, data correction with complex algorithms developed in the

same research location will be required.
Environmental signicance

Emerging low-cost air quality sensors have the potential to help bridge the huge air quality data gaps in sub-Saharan African (SSA) countries. The reliability of
satellite-derived PM2.5 estimates for SSA countries has not been established owing to limited ground monitoring instrumentation. The study ndings have
important implications for PM2.5 exposure estimation in LMICs where satellite AOD is heavily relied upon due to limited ground monitoring. Low-cost sensors
are being widely adopted in these countries and for PM2.5 measurements from these sensors to be deemed a good substitute for satellite AOD, data correction
using complex algorithms developed in the same research location will be required, accounting for meteorological factors, spatial information and several other
factors. Correction factors developed in one geographical location should therefore not be applied to low-cost data collected in another geographical location.
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Introduction

There is mounting evidence linking ambient air pollution expo-
sure with several health endpoints including respiratory infec-
tions, chronic obstructive pulmonary disease (COPD),
cardiovascular diseases, lung cancer, and adverse birth
outcomes.1–5 The World Health Organization (WHO) estimates
that air pollution contributes to 7 million deaths worldwide
annually.6 Particulate matter (PM), comprising solid and liquid
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substances suspended in the air is the most monitored and
regulated air pollutant globally. This is because it is one of the six
criteria pollutants that countries are mandated to monitor and
also because it is the pollutant with the strongest causal evidence
for adverse health impacts. The detrimental effects of PM are
largely attributed to ne (PM2.5) and ultra-ne (PM1.0) particles
possessing the ability to penetrate deep into the respiratory and
cardiovascular system, thereby inducing acute and chronic
health effects. PM can also exert signicant health effects even at
low levels of exposure.7,8 The health consequences are even more
pronounced in low-income countries and communities where
they can interact with socioeconomic risk factors.9

Air quality in sub-Saharan African (SSA) cities has deteriorated
due to rapid population growth and urbanization in these areas
which has led to increased vehicle ownership, widespread use of
solid fuels for cooking and heating, and poor waste management
practices, coupled with industrial expansion.10 Some of the
highest ne particles levels in the world have been recorded in
SSA cities and other developing regions, with PM2.5 concentra-
tions in SSA cities estimated at around 100 mg m−3 compared to
<20 mg m−3 in most European and North American cities.11

In spite of such disparities, SSA countries have very limited air
quality monitoring capacity. In the past few decades, satellite
aerosol remote sensing has become increasingly valuable for
improving the estimation of ground-level PM2.5,12,13 especially in
areas with limited monitoring capacity. This is because satellite
measurements offer wide spatial coverage that cannot be
matched by any ground monitoring network. Satellite-based
monitoring does, however, have limitations. Ground-level PM
concentrations are monitored on a continuous scale whereas
aerosol optical depth (AOD) is retrieved only when the satellite
passes overhead, typically once per day (overpass hour) and
therefore cannot represent the diurnal variability at monitoring
locations. Also, satellite data are available on clear days with
cloudinessmasking retrieval abilities and resulting in substantial
missing data due to cloud cover and high surface reectance. In
addition, the relationship between AOD and ground-level PM2.5

depends on numerous factors including aerosol vertical prole,
water content, size distribution, and composition.14 Reliable data
on several of these factors are, however, not available at large
spatial scales and require the use of statistical models and
chemical transport models15,16 to establish the relationship. The
use of these models also has shortcomings and further adds to
the uncertainty.13,16,17 These factors likely explain the wide vari-
ability observed in the literature regarding the estimated rela-
tionship between AOD and ground-level PM2.5.

Emerging low-cost air quality sensors have the potential to
help bridge the huge air quality data gaps in SSA countries by
providing access to air quality data with high spatiotemporal
resolution while overcoming the limitations of satellite
measurements. Air pollution measurements at high spatio-
temporal resolution are necessary for an accurate assessment of
exposure. This, however, requires the deployment of low-cost
sensors at several locations to increase granularity in the air
pollution measurement, i.e., ubiquitous monitoring. Low-cost
sensors also have the potential to advance exposure science by
complementing regulatory monitoring to enable better
518 | Environ. Sci.: Atmos., 2025, 5, 517–529
characterization of air pollution exposure, a major validity
concern in air pollution epidemiologic studies. Moreover, while
global estimation models of PM2.5 using AOD have been
developed, the reliability of satellite-derived PM2.5 estimates
remains highly uncertain in SSA countries which have sparse
coverage of conventional air monitoring to validate such
estimates.18

Given the limitations of satellite remote sensing in esti-
mating PM2.5 concentrations in areas with sparse air quality
monitoring, it is essential to assess the potential of low-cost
sensors as an alternative method for evaluating air quality
exposure in these regions. Such evidence will make air quality
data readily available, more reliable, and accessible in real-time
for public awareness creation and to inform air pollution policy
decisions. Aainst this background, we are leveraging data from
a low-cost sensor monitoring network in Accra (https://
breatheaccra.org/) to evaluate the utility of low-cost sensor
measurement and satellite aerosol optical depth data for esti-
mating PM2.5 concentrations in a SSA city with limited air
quality monitoring capacity.
Methods
Low-cost PM2.5 sensor data

The Breathe Accra project (https://breatheaccra.org/) is
a hyperlocal low-cost air sensor monitoring network in Accra,
with sensors deployed in thirteen beneciary districts of the
Greater AccraMetropolitan Area (GAMA). In this project, surface
PM2.5 data are collected using Clarity Node S19 and Airnote.20 We
combined data from Clarity Node S and Airnote as both use
similar types of internal Plantower sensors. Sensors with data
available from March 2023 to August 2024 (25 sensors) were
selected from the network for the study. Measurement data
from the sensors were recorded every 15 minutes. The data were
split into wet and dry season measurements. The wet season
spanned from March to October 2023 with the dry season
spanning from November 2023 to February 2024. Fig. 1 illus-
trates the geographical boundaries of the 13 beneciary
districts and the locations where the sensors are located within
the districts. Selecting sites for placement of the sensors was
inuenced by structures in the community with sensors
mounted in hospitals, schools, market centers, bus terminals
and lorry stations, roadside and traffic hotspots, and residential
neighborhoods of varying socioeconomic status.
Satellite data retrieval

The satellite data product used in this paper is the MODIS
MCD19A2v061 dataset21 available through NASA's Earth Data
Portal.22 Aerosol Optical Depth (AOD) measurements were per-
formed at wavelengths of 470 nm and 550 nm using the data
product. These data are processed using the Multi-Angle Imple-
mentation of Atmospheric Correction (MAIAC) algorithm and
subsequently presented at a spatial resolution of 1 km per pixel
for each overpass of either the Aqua or Terra satellite plat-
forms.21,23 The MAIAC algorithm was selected for processing
these data due to its advanced capabilities in aerosol retrieval,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Map of the study area and sensor deployment locations.
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cloud detection and atmospheric correction which signicantly
improve the accuracy of satellite-derived surface reectance and
AOD. Unlike traditional atmospheric correctionmethods, MAIAC
employs a time-series analysis approach combined with a multi-
angle processing strategy to dynamically model the surface
bidirectional reectance distribution function (BRDF) and aero-
sol properties.24,25 Additionally, MAIAC utilizes an adaptive cloud
mask and an improved aerosol retrieval scheme that can separate
ne and coarse aerosol modes, leading to more reliable atmo-
spheric correction compared to earlier algorithms like Dark
Target (DT) or Deep Blue (DB).25 By leveraging multi-angle
observations from the Moderate Resolution Imaging Spectror-
adiometer (MODIS) onboard the Aqua and Terra satellites,
MAIAC can account for directional surface reectance effects,
reducing uncertainties in atmospheric correction. This results in
more accurate surface reectance products, which are essential
for climate studies, land cover classication, and air quality
monitoring.24 Extraction of the dataset was performed by
employing the Google Earth Engine platform. Based on the
MCD19A2 user manual, only AOD measurements categorized
under the “best quality” assurance criteria were included, with
cloudy pixels being appropriately masked out.

The satellite AOD measurements have very high spatial
resolution and a wide monitoring range26 and were therefore
considered to be collocated with the low-cost sensors within a 1
© 2025 The Author(s). Published by the Royal Society of Chemistry
km × 1 km grid cell. Low-cost sensors within these grid cells of
the satellite AOD data were compared. To ensure alignment of
the low-cost sensor measurements with the MODIS Terra and
Aqua measurements, we included only measurements that were
taken within a ±15 minute interval of the overpass time of the
two satellites. The overpass times of the two satellites were
considered independent of each other and hence, daily averages
of the measurement obtained from the two satellites were not
computed. Therefore, for most days we obtained two AOD
readings, one from Terra and one from Aqua. The satellite AOD
data were retrieved based on the geolocation and position of
each low-cost sensor to ensure alignment between both data-
sets. The start date of each retrieval was based on the date of
sensor deployment and continued until March, 2024. Fig. 2
shows the air pollution heat map for the study area during the
study period as estimated by the low-cost sensors and the AOD
extracted from the satellites.

Data processing

Based on the MCD19A2 user guidelines, cloudy pixels were
masked out and only AOD considered as best quality was
retrieved using the Google Earth Engine Editor. Both wave-
lengths were correlated and hence, we chose the 550 nm optical
depth band for the analysis. For AODs extracted at the Airnote
locations, Pearson's correlation coefficient was 0.997 and for
Environ. Sci.: Atmos., 2025, 5, 517–529 | 519
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Fig. 2 PM2.5 concentrations estimated from the low-cost sensors (left pane) and satellite aerosol optical depth (right pane).

Table 1 Comparison of PM2.5 measurements from Clarity and Airnote sensors with MODIS satellite data during overpass timea

Sensor type Total PM2.5 measurement
Paired PM2.5 measurement with
MODIS optical depth Percentage difference

Clarity 11 278 1642 14.6%
Airnote 9979 823 8.2%

a Average number of days for each sensor (Clarity = 469, Airnote = 384).
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AODs extracted at the Clarity Node locations, Pearson's corre-
lation coefficient was 0.998. PM2.5 measurements from the low-
cost sensors within a±15 minute interval of the Tera (10:30 am)
Fig. 3 PM2.5 measurements recorded by the Airnote sensor at the deplo

520 | Environ. Sci.: Atmos., 2025, 5, 517–529
and Aqua (1:30 pm) overpass times were used. As a result, low-
cost measurements without corresponding satellite AODs were
excluded and vice versa. Outliers in each dataset were removed
yment locations.

© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4ea00140k


Fig. 4 PM2.5 measurements recorded by the Clarity S Node sensor at the deployment locations.

Table 2 Summary statistics of PM2.5 measurements from the low-cost sensors

Sensor type Mean Standard deviation Lower quartile (Q1) Upper quartile (Q3) Interquartile range (IQR)

Clarity – uncorrected 31.59 18.27 16.38 43.80 27.42
Clarity – corrected 20.30 8.37 13.61 25.45 11.84
Airnote 25.08 16.11 11.45 35.65 24.19
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using the Interquartile range (IQR) approach. Fig. 3 and 4 show
a boxplot of the PM2.5 measurements from the Airnote and
Clarity sensors, respectively, recorded at monitoring locations.
From Table 1, the total percentage of PM2.5 and AOD matchups
for the Clarity and Airnote sensors was 14.6% and 8.7%,
respectively. Table 2 presents summary statistics of the PM2.5

data gathered from the sensors. PM2.5 measurements recorded
from the Clarity S-Node sensor were corrected using a correc-
tion factor (eqn (1)) developed by Raheja and colleagues.27 There
are no correction factors developed for the Airnote sensor in
this region and hence we could not correct for this data.

Corrected PM2.5 = 54.6 + 0.4 × reported PM2.5 − 0.76

× temp. (˚C) − 0.35 × reported RH (%) (1)

Estimating PM2.5 from satellite aerosol optical depth (AOD)

Ordinary Least Squares (OLS) regression was used to estimate
the relationship between AOD and ground level PM2.5. The core
assumption is that there exists a linear relationship between
AOD and PM2.5 spatially and temporally.23 The regression
coefficients b0 and b1 are optimized in the linear regression
using the OLS approach.
© 2025 The Author(s). Published by the Royal Society of Chemistry
The regression analysis will generate a linear equation of the
form:

PM2.5 = b0 + b1 (AOD 550 nm) + 3 (2)

where b0 is the y-intercept, b1 is the slope of the line, and 3 is
the error term accounting for any unexplained variation. AOD
values are the independent variable and PM2.5 is the depen-
dent variable. A linear regression model was tted between the
PM2.5 and each AOD wavelength. Once the model was trained,
the equation was used to predict the PM2.5 from the test AOD
data.

To enhance the accuracy of the estimation process, advanced
modelling techniques were employed. The models integrated
meteorological data including temperature and humidity
together with spatial data captured by the low-cost sensors
(LCSs). Various models were employed including OLS regres-
sion for establishing linear relationships and non-parametric
machine learning models – Random Forest, Extra Trees, Boos-
ted Decision Trees and XGBoost to help establish non-linear
relationships.28,29

The relationship for PM2.5 concentration measured by LCSs
is modelled as:
Environ. Sci.: Atmos., 2025, 5, 517–529 | 521
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PM2.5 [LCS] = f(AOD 550 nm, temperature [LCS],

humidity [LCS], geolocation [LCS]) (3)

A Random Forest constitutes an ensemble of decision trees
trained on diverse subsets of training data. Each decision tree
within the forest is constructed using distinct feature subsets
and varying training data subsets. In this study, the Random-
ForestRegressor from the sklearn.ensemble library module in
Python was employed. This methodology generates an
ensemble of decision trees characterized by diversity and low
correlation, thereby enhancing model accuracy and ability to
capture complex interactions between predictors.30–32

The Extremely Randomized Trees (Extra-Trees) model,
similar to Random Forests, leverages an ensemble of decision
trees for supervised learning tasks. However, it introduces a key
distinction by introducing additional randomization during the
feature selection and splitting processes. Unlike Random
Forests, which meticulously search for the optimal split at each
node, the Extra-Trees algorithm introduces randomness by
selecting a random subset of features and subsequently
choosing a split point from this subset.33 This additional level of
randomness leads to the creation of more diversied trees
within the ensemble, potentially leading to improved general-
izability on specic datasets especially when dealing with noisy
features.31,34 A Boosted Decision Tree model, AdaBoostRe-
gressor from the sklearn.ensemble library in python was also
employed. Initially, a base decision tree regressor is trained on
the entire dataset. Subsequent trees are then sequentially
trained, with each tree focusing on correcting the errors of its
predecessors by assigning higher weights to instances that were
poorly predicted. This weight adjustment process is controlled
by a learning rate parameter, which determines the contribu-
tion of each tree to the nal ensemble.35,36 By combining
multiple weak learners, the ensemble gradually improves its
ability to generalize to unseen data. The nal prediction is made
by aggregating the predictions of all trees in the ensemble,
typically weighted according to their individual performance.
This iterative boosting procedure not only enhances predictive
power but also fosters robustness against overtting, making it
a popular choice in various regression tasks where both accu-
racy and interpretability are critical.37

Additionally, we examined the implementation of XGBoost
as a form of gradient boosting. Unlike the bagging approach
employed in Random Forest and Extra-Trees, each new tree is
designed to rectify the errors of the preceding trees.38,39 XGBoost
accomplishes this through gradient boosting which involves
tting new models to the negative gradient of the loss function.
This enables the ensemble to learn from the mistakes of earlier
models. This iterative approach oen yields superior predictive
accuracy, albeit at the cost of reduced model interpretability
compared to individual decision trees.38,40 Both Clarity Node S
dataset and Airnote dataset were split into 80% training data
and 20% test data for all modeling. The chosen machine
learning models were based on their wide applicability in
similar studies conducted previously. In these studies, the norm
was to deploy a number of machine learning algorithms to
identify the best performing model.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Evaluation of model performance

To assess model performance, we employed three commonly
used metrics in regression analysis and machine learning:
coefficient of determination (R2), Root Mean Squared Error
(RMSE), and Mean Absolute Error (MAE). R2 quanties the
proportion of variance in the observed data that is explained by
the model. An R2 value closer to 1 indicates that a large
proportion of variability in PM2.5 is captured by the model. The
RMSEmeasures the average magnitude of the prediction errors,
expressed in the same units as the target variable (mg m−3).
RMSE is particularly useful because the squaring the errors
penalizes larger deviations more strongly, making it sensitive to
outliers. Lower RMSE values indicate better model perfor-
mance. The MAE calculates the average absolute difference
between the observed and predicted values. Unlike RMSE, MAE
treats all errors equally, making it more robust to outliers. MAE
provides a straightforward interpretation of the average error
magnitude. Using these three metrics together enables
a comprehensive evaluation of the models. While R2 provides
insight into the overall explanatory power of the model, RMSE
and MAE quantify the average prediction errors. This combi-
nation helps to better understand both the variance explained
by the model and the typical error magnitude in our PM2.5

estimations.
Statistical analysis

Python and QGIS v3.38.0 were used for running the models
with the following libraries: numpy: 2.1.0, pandas: 2.2.2,
matplotlib: 3.9.1, seaborn: 0.13.2, statsmodels: 0.14.4, sklearn:
1.5.1, xgboost: 2.1.2, geopandas: 1.0.1, shapely: 2.0.5, rasterio:
1.3.10.
Table 4 Performance metrics of machine learning models deployed on

Model

Overall Dry seas

RMSE MAE R2 Adjusted R2 RMSE

Multiple Linear
Regression

13.52 10.91 0.43 0.41 12.76

Random Forest 12.38 9.29 0.52 0.50 12.04
Extra Trees 12.75 9.57 0.49 0.47 12.71
Boosted Decision Tree 12.35 9.62 0.52 0.51 11.57
XGBoost 13.52 10.51 0.41 0.39 10.73

Table 5 Performance metrics of machine learning models deployed on

Model

Overall Dry sea

RMSE MAE R2 Adjusted R2 RMSE

Multiple Linear
Regression

16.03 12.71 0.20 0.19 6.15

Random Forest 15.75 12.18 0.31 0.30 5.31
Extra Trees 15.46 11.72 0.27 0.26 5.46
Boosted Decision Tree 14.39 11.26 0.43 0.43 5.07
XGBoost 15.37 11.85 0.30 0.29 5.63

© 2025 The Author(s). Published by the Royal Society of Chemistry
Results

Table 3 presents the results from the OLS regression models for
predicting PM2.5 concentrations using AOD at 550 nm, for the
entire data, and for dry and wet season measurements. The
overall b coefficients were 19.41(95% CI: 17.21, 22.26), 8.58 (95%
CI: 7.56, 9.59) and 20.04 (95% CI: 17.43, 22.65), for uncorrected
Clarity data, corrected Clarity data and Airnote data, respectively.
The model explained 18.2% to 27.0% of the variance in PM2.5

with the Airnote data recording the highest R2 value (27.0%). The
RMSE values ranged from 7.50 to 16.59 with the corrected Clarity
data recording the lowest prediction error (7.50). The dry season
effect sizes were larger than the wet season effect sizes. Low R2

and high RMSE values were recorded in both models. However,
the dry seasonmodel appears to perform better with the larger R2

values compared to the wet season model.
Tables 4–6 present the performance metrics of the ve

machine learning models deployed on the Airnote data,
uncorrected Clarity data, and corrected Clarity data, respec-
tively, accounting for temperature and humidity. The tables
present the results of these machine learning models for pre-
dicting PM2.5 concentrations using the overall data, and dry and
wet season measurements. For all three datasets (Airnote, and
uncorrected and corrected Clarity data), the Boosted Decision
Tree model showed the best predictive performance with the
lowest RMSE and MAE values and the highest R2 values. The
Random Forest and XGBoost performed moderately well for all
three datasets with the Multiple Linear Regression recording
the poorest performance with the highest RMSE values and the
lowest R2 values. The performance of the models on the dry
season data was much better than on the wet season data, and
was somehow comparable to the overall data.
Airnote PM2.5 measurement

on Wet season

MAE R2 Adjusted R2 RMSE MAE R2 Adjusted R2

10.28 0.42 0.38 10.74 8.92 0.073 0.029

8.62 0.48 0.45 9.74 7.58 0.238 0.201
9.05 0.42 0.39 9.98 7.45 0.216 0.179
8.35 0.52 0.49 10.02 7.79 0.193 0.156
8.92 0.54 0.51 11.28 8.52 −0.022 −0.071

uncorrected Clarity PM2.5 measurement

son Wet season

MAE R2 Adjusted R2 RMSE MAE R2 Adjusted R2

4.77 0.53 0.52 5.00 3.90 0.070 0.030

3.99 0.65 0.64 4.61 3.56 0.21 0.18
4.21 0.63 0.62 5.24 3.96 −0.066 −0.022
3.84 0.68 0.67 4.47 3.51 0.26 0.23
4.27 0.61 0.59 4.92 3.72 0.102 0.064
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Table 6 Performance metrics of machine learning models deployed on corrected Clarity PM2.5 measurement

Model

Overall Dry season Wet season

RMSE MAE R2 Adjusted R2 RMSE MAE R2 Adjusted R2 RMSE MAE R2 Adjusted R2

Multiple Linear
Regression

6.41 5.09 0.38 0.37 15.37 11.93 0.32 0.29 12.51 9.75 0.007 −0.035

Random Forest 6.34 4.89 0.45 0.44 13.14 9.86 0.50 0.48 11.59 8.86 0.15 0.11
Extra Trees 6.22 4.69 0.40 0.40 13.63 10.44 0.46 0.45 13.25 10.02 −0.11 −0.16
Boosted Decision Tree 5.86 4.54 0.55 0.55 12.76 9.67 0.53 0.51 11.73 9.34 0.13 0.089
XGBoost 6.33 4.87 0.46 0.45 13.51 10.62 0.43 0.42 12.24 9.32 0.05 0.009

Fig. 5 Scatter plot of overall Airnote PM2.5 measurements and aerosol optical depth at 550 nm.

Fig. 6 Scatter plot of overall uncorrected Clarity PM2.5 measurements and aerosol optical depth at 550 nm.

Fig. 7 Scatter plot of overall corrected Clarity PM2.5 measurements and aerosol optical depth at 550 nm.
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Fig. 5–7 present the scatter plot of Airnote, uncorrected
Clarity and corrected Clarity PM2.5 measurements, and AOD,
respectively. In all the gures, the regression plot in the le
pane shows a positive relationship between PM2.5 and AOD but
the data points are highly scattered, indicating a weak linear t.
The residual plots in the middle pane exhibit a pattern devi-
ating signicantly from randomness. The plot in the right pane
compares the actual PM2.5 measurements with the predicted
values and shows that the predicted PM2.5 values do not align
with the actual PM2.5 values. The plots for the dry and wet
season measurements show similar patterns (Fig. S1–S6†).

Discussion

Using the OLS regression model, we investigated the relation-
ship between AOD retrieved from MODIS and PM2.5 measure-
ments from two different low-cost sensors (Clarity Node S and
Airnote) deployed in our Breathe Accra project in Accra, Ghana.
We found statistically signicant positive relationships between
AOD and PM2.5 measurements from both sensors. A one-unit
increase in satellite AOD increased low-cost senor PM2.5

measurements by 19.41 mg mg−3, 8.58 mg m−3 and 16.28 mg m−3

for uncorrected Clarity data, corrected Clarity data and Airnote
data, respectively. However, the low R2 values (18–27%)
observed suggest that the proposed model does not improve
prediction over the mean model as AOD explains a small
proportion of the variation in the low-cost sensor PM2.5

measurements. A high proportion of the variance remains
unexplained and hence the results should be interpreted with
caution. The R2 for the corrected data was slightly lower than
that for the uncorrected data. However, the RMSE values for the
corrected data were much smaller than those for the uncor-
rected data. With RMSE being the most important criterion for
checking model tting of prediction models, it therefore
appears that correcting the data improved the prediction
model. The residual plots in Fig. 5–7 exhibit a pattern deviating
signicantly from randomness, which suggests that the linear
model does not fully capture the underlying relationship
between the variables. The plots in the right panes of Fig. 5–7
compare the actual PM2.5 measurements with the predicted
values and show that the predicted PM2.5 values do not align
with actual PM2.5 values. This suggests that, the model can
predict the PM2.5 measurements accurately. Collectively, these
gures underscore the limitations of the current linear
modeling approach in capturing the underlying relationship
between PM2.5 and AOD under different measurement condi-
tions. The low R2 for OLS regression and signicant residual
patterns, suggest limited model reliability. Separating the data
into dry and wet season measurements does not also improve
the model, with the wet season model performing poorly.
Temporal or seasonal variability cannot therefore be a reason
for the poor performance of the overall model but possibly, lack
of control of important meteorological factors such as wind
speed, and land cover/use factors which have been identied in
several studies41,42 as crucial for improving model performance.
We did not have access to this data and hence could not
incorporate them into the model.
© 2025 The Author(s). Published by the Royal Society of Chemistry
AOD represents integration of the entire atmospheric
column whereas ground-level PM concentrations represent
breathing zone measurements. AOD therefore signies greater
attenuation of light by atmospheric particles which potentially
includes PM2.5.

31,43 Furthermore, AOD accounts for the inu-
ence of water vapor and coarse particles whereas PM2.5

primarily indicates the dry mass concentration of tiny particu-
late matter and is not affected by any of the two factors.44–46 It is
important to establish the relationship between ground-level
PM2.5 and satellite AOD to better understand PM2.5 exposure
experiences of populations in LMICs where ground-monitoring
is very limited and satellite AOD has been widely applied for
exposure estimation. This investigation has become even more
important with the recent inux of low-cost air quality sensors
and their widespread adoption in LMICs to bridge the huge air
quality data gaps as well as, the increasing need for air pollution
data for epidemiologic research as indicated by Amegah.47

Studies using PM2.5 data from reference-grademonitors have
also reported weak to moderate correlations between MODIS
AOD to ground level PM2.5

44,45,48 with OLS regression used to t
the data. It therefore likely that OLS regression is not the best
model to examine the relationship between PM2.5 and AOD. The
residual plot of regression suggests some degree of non-
linearity in the data. We therefore leveraged ensemble model-
ling techniques while including meteorological factors as
inputs.

A number of studies have investigated the relationship
between AOD and ground-level PM23,46,49,50 and observed posi-
tive ndings as seen in our study. However, with our nding of
AOD explaining only a small proportion of the variation in PM2.5

data (i.e., low R2 values), it highlights the need to consider other
factors in the prediction of ground-level PM2.5 from satellite
AOD. Studies using reference-grade monitoring data indicated
that ground-level PM2.5 and AOD vary greatly including spatially
and as a result correlation between the two parameters is not
always strong.51,52

Meteorological factors are well documented to play a signif-
icant role in air quality assessment and estimation. Accounting
for temperature and humidity in the OLS regression increased
the R2 values and decreased the RMSE values. For the corrected
Clarity data, the R2 and RMSE values were 0.38 and 6.41,
respectively, representing a very substantial change (>100%
change for both values). Using other machine learning models
and accounting for temperature, humidity, and spatial infor-
mation which was captured in the geographical coordinates
also increased the R2 values. The Boosted Decision Tree was
found to have the best predictive accuracy compared to the
other machine learning methods. The R2 and RMSE values from
this model increased and decreased substantially, respectively.
This nding could be due to the Boosted Decision Tree's ability
to capture and build sequentially, and also address the limita-
tions of previous decision trees while maintaining control over
overtting.53,54 XGBoost is generally considered to have superior
performance compared to the Boosted Decision Tree. However,
for smaller or medium-sized datasets like ours, it has been re-
ported that the additional complexity of the model introduces
redundant overhead thereby enabling the simpler Boosted
Environ. Sci.: Atmos., 2025, 5, 517–529 | 525
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Decision Tree to perform better55,56 as seen in our study. In
similar studies,37,38,40,57,58 Random Forest and XGBoost were
found to have the highest R2 values and lowest RMSE. The
complexity of machine learning models allows for feature
engineering of multiple variables, capturing both linear and
non-linear relationships and hence incorporating all forms of
relationships into the model. This enables machine learning
techniques to improve model prediction, hence unsurprising
that accounting for temperature, humidity and spatial infor-
mation improved the model's prediction performance
compared to the OLS regression. Several studies have also
identied other factors that can also improve model prediction
performance for better estimation of PM2.5. Wind speed and
direction, visibility, air pressure, dew point, precipitation, alti-
tude, land use information (e.g., population density) and other
pollutant gases like NO2, SO2 and CO have been reported to
improve model performance when incorporated into the
models.28,39,57,59 These pollutant gases have also been observed
to inuence the satellite AOD either directly through the
formation of sulfate and nitrate aerosols or indirectly by
altering the atmospheric conditions.60,61

We observed signicant seasonal variations in the results.
The models perform signicantly better during the dry season
compared to the wet season. For example, in Airnote data
(Table 4), Multiple Linear Regression recorded an R2 of 0.42 for
dry season measurements compared to 0.073 for wet season
measurements. This disparity likely arises from seasonal
meteorological differences. Stable atmospheric conditions (e.g.,
lower humidity and reduced precipitation) during the dry
season allow pollutants like PM2.5 to accumulate, creating
clearer spatial and temporal patterns for models to learn.62 With
less cloud cover during this period, AOD retrieval from the
MAIAC tends to be more precise.27 However, it should also be
noted that during the dry season dust storms from the Saharan
desert have been recorded to travel south thereby increasing the
concentration and magnitude of aerosols in the region.63–65

Also, rainfall and higher humidity disrupt PM2.5 concentrations
through wet deposition and increased particle coagulation,
introducing noise that linear models struggle to capture.62–66

The widespread adoption of low-cost sensors in LMICs presents
signicant challenges due to the need for calibration against
reference-grade monitors. In this study, we applied a correction
factor developed by Raheja and colleagues from a study con-
ducted in Accra, Ghana,27 which is the same location as our
study. Calibration functions which are typically established at
a single reference station are prone to systematic errors when
applied to other locations due to variations in atmospheric
composition and meteorological conditions.67–69 This situation
should, however, not be a problem in our study because Raheja
et al.'s study and our study were conducted at the same location.
As a result, the atmospheric composition and meteorological
conditions are not expected to be very different even though the
two studies were conducted at different time points. The
correction factor is therefore suitable for application to our low-
cost sensor data. However, the reliability of data adjustment
algorithms for low-cost sensors remains uncertain. The
correction factor was suited for wet season measurements as
526 | Environ. Sci.: Atmos., 2025, 5, 517–529
Raheja and colleagues excluded the dry season measurements
in the development of the correction factor. The authors
explained that they were unable to collocate the sensors during
the dry season.27 However, we applied the correction factor to
our entire data which incorporates dry season measurements
and hence subject to some degree of measurement error. We
found that the machine learning models performed better on
the corrected data compared to the uncorrected data (Tables 5
and 6), possibly conrming the efficiency of the correction
factor. However, it is also possible that, the measurement error
overestimated the performance of the models. To mitigate the
measurement error, we adhered to Raheja and colleagues'27

recommendation to use the MLR correction factor instead of
the tree-based methods which are prone to estimating PM2.5

poorly outside the training data. These emerging methodolo-
gies raise critical questions regarding the transferability of
sensor calibrations across space and time, the optimal param-
eters for data post-processing, and the extent to which corrected
sensor data can be considered independent measurements
rather than model outputs.70,71 While optical particle sensors
indirectly determine particulate matter mass concentration by
measuring light scattering intensity, the complex relationship
between light scattering and particle properties, including
density, hygroscopicity, refractive index and composition
renders mass concentration estimates sensitive to spatial and
temporal variations.71–73

Conclusion

In OLS regression we found satellite derived AOD not to be
a very good predictor of ground-level PM2.5 measurements ob-
tained from low-cost sensors even aer correction using cali-
bration equations developed from data collected from the same
research location and accounting for meteorological factors and
spatial information. Deploying other machine learning tech-
niques, we found that the Boosted Decision Tree improved
model prediction. The ndings of this study highlight three
issues. Firstly, ground level PM2.5 is inuenced by several
factors besides meteorological data and hence complex
modelling techniques need to be employed to guarantee highly
accurate predictive models. Secondly, algorithms for the
correction of low-cost sensor data need to be evaluated for
applicability in studies to ensure validity of the corrected data.
Finally, seasonal variability has a strong inuence on ground-
level PM2.5 prediction and should be considered in predic-
tions of this nature to enhance accuracy and precision of the
prediction model. The study's ndings have important impli-
cations for PM2.5 exposure estimation in LMICs where satellite
AOD is heavily relied upon due to limited ground monitoring.
Low-cost sensors are being widely adopted in these countries
and for PM2.5 measurements from these sensors to be deemed
a good substitute for satellite AOD, data correction with
complex algorithms developed in the same research location is
required, accounting for meteorological factors, spatial infor-
mation and several other factors. Correction factors developed
in one geographical location should therefore not be applied to
low-cost data collected from another geographical location.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Abbreviations
SSA
© 2025 T
Sub-Saharan Africa

PM2.5
 Particulate matter of less than 2.5 micrometers in

diameter

AOD
 Aerosol optical depth

MAIAC
 Multi-angle implementation of atmospheric correction

MODIS
 Moderate resolution imaging spectroradiometer
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